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Abstract

Discovering new materials is essential to solve challenges in climate change, sus-
tainability and healthcare. A typical task in materials discovery is to search for
a material in a database which maximises the value of a function. That function
is often expensive to evaluate, and can rely upon a simulation or an experiment.
Here, we introduce SyMDis, a sample efficient optimisation method based on sym-
bolic learning, that discovers near-optimal materials in a large database. SyMDis
performs comparably to a state-of-the-art optimiser, whilst learning interpretable
rules to aid physical and chemical verification. Furthermore, the rules learned by
SyMDis generalise to unseen datasets and return high performing candidates in a
zero-shot evaluation, which is difficult to achieve with other approaches.

1 Introduction

Accelerating the discovery of new materials is one of the fundamental challenges facing the scientific
community. Many important applications such as carbon capture and battery technology are reliant
on new materials in order to realise their potential value and limit global warming in accordance with
the 2015 Paris agreement [19]. However, evaluating the large design landscape is a computationally
infeasible task, and there is simply not enough time to proceed using traditional methods. Therefore,
there is increasing attention from the AI community to accelerate material discovery [12, 13].

Many approaches aim to discover an optimal material within a given database by running in-silico
simulations to estimate a desired metric. Whilst the naive brute-force approach is obviously inefficient,
optimisation techniques such as Bayesian Optimisation and active learning select high performing
candidates whilst minimising the number of evaluations of an expensive in-silico simulation [5, 14].
This is often achieved by balancing an exploration vs. exploitation trade-off of the material search
space. However, the underlying machine learning models used are often difficult to interpret, and
also can not be easily transferred to new datasets. Therefore, it is unclear whether materials are being
selected based on criteria that are physically and chemically sound.

To tackle this problem, we introduce SyMDis: Symbolic learning for Material Discovery, which
exploits symbolic AI techniques to learn naturally interpretable rules that map material descriptors to
the desired performance metric. SyMDis is inspired by active learning, and on each iteration, a small
number of samples for in-silico computation are selected from a database based on the learned rules.
Then, new rules are learned, and a new batch of materials are selected for evaluation. The goal is to
discover a high performing material within a large database, whilst minimising the number of calls to
the (expensive) in-silico computation. We evaluate SyMDis for the task of identifying suitable Metal
Organic Frameworks (MOFs) to maximise CO2 uptake for carbon capture. Our experiments show
that SyMDis performs comparably to a state-of-the-art Bayesian Optimisation method, returning a
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MOF with a CO2 uptake within 92.5% of the maximum in a database of 19.4K MOFs, after only
100 calls to the objective function. This increases to a MOF with 97.5% of the maximum with 250
calls. Crucially, SyMDis learns interpretable rules that express why certain MOFs were chosen in
terms of various MOF descriptors. This enables human domain experts to verify the learned rules
are physically and chemically sound. Furthermore, our evaluation demonstrates the rules learned by
SyMDis can generalise to new unseen datasets in a zero-shot evaluation, obtaining high performing
MOFs without requiring any calls to the objective function on the new dataset. This would be difficult
to achieve with other approaches.

2 Method

Problem statement. Let us assume a material is represented by a set of descriptor value pairs
x = {⟨d, v⟩, . . .}, where d ∈ D is a descriptor and v ∈ V is an associated value. In this paper, we
assume each descriptor has a defined value, i.e., ∀d ∈ D, there exists a v′ ∈ V s.t. ⟨d, v′⟩ ∈ x. An
objective function f : (D × V)|D| → R maps a set of descriptor value pairs into a target metric
y ∈ R. Let us also assume a database of unlabelled material samples B = {x, . . .}. The goal is to
find the material in B that maximises y, given f , i.e., x∗ = argmaxx∈B f(x), whilst minimising the
number of evaluations of f , as f could be computationally expensive (e.g., an in-silico simulation).
To tackle this problem, SyMDis uses an iterative approach, inspired by active learning.

Figure 1: SyMDis architecture

SyMDis. In addition to the database of unla-
belled materials B, let us also define a database
of (initially empty) labelled materials, B̂ =
∅. SyMDis begins with a random sample
of n materials {x1, ...,xn} chosen from B,
which are evaluated using f , to obtain a set
of targets {f(x1), ..., f(xn)}. These materi-
als are then removed from B, and alongside
their targets, are stored in B̂, i.e., B̂ = B̂ ∪
{⟨x1, f(x1)⟩, .., ⟨xn, f(xn)⟩}. SyMDis then
constructs a set of training examples for a sym-
bolic learner, which learns a set of logical rules
that selects materials from B for the next itera-
tion. SyMDis terminates after a given number of
iterations, or when B is empty. The architecture
is presented in Figure 1. Let us now describe
how the labelled materials in B̂ are converted
into training examples for the symbolic learner.

Generating symbolic training examples. On
each iteration, a set {⟨x∗

1, y
∗
1⟩, ..., ⟨x∗

n, y
∗
n⟩} of n samples with the largest target metrics y∗ are

selected from B̂. Note on the first iteration this set of samples is equal to the initial random samples.
SyMDis then generates a classification for each sample, by binning the y∗ values into a class label
c ∈ {excellent, good,moderate, poor}. The samples with a y∗ value in the largest 10% receive
the label c = excellent, the next 20% receive the label c = good, the next 30% receive the label
c = moderate, and the remaining 40% receive the label c = poor. Generating class labels in this
manner helps to prevent over-fitting to a particular sample, as provided n is large enough, multiple
samples receive the same class label. This particular percentage split was chosen to enable the
unlabelled database to be filtered based on rules learned from high performing candidates, i.e.,
candidates within the top 10%, as priority is given to excellent candidates during filtering for the
next iteration, see Selecting materials below. The chosen split performs well in our experiments, and
further tuning and investigation is left as future work. The set of examples for the symbolic learner
can then be generated as E = {⟨x∗

1, c1⟩, ..., ⟨x∗
n, cn⟩}.

Symbolic learner. A symbolic learner can then learn a logic program called a hypothesis H ∈ H
that explains the training examples. In this paper, we assume H is a propositional logic program,
although since the symbolic learning component in SyMDis is modular, this program could be of any
logical expressivity or in any logical format. Given this modularity, we now define a general notion
of a symbolic learner. Firstly, the score of a hypothesis w.r.t. a training example ⟨x∗, c⟩ is defined as:
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SCORE(H, ⟨x∗, c⟩) =
{
1 if H(x∗) |= c

0 otherwise
(1)

where |= denotes logical entailment. The goal of the symbolic learner is to learn a hypothesis H s.t.:

H∗ = argmax
H∈H

∑
⟨x∗,c⟩∈E

SCORE(H, ⟨x∗, c⟩) (2)

which intuitively means to learn a H that maximises the number of training examples where the
correct class label is output, given the input descriptors.

Selecting materials Finally, SyMDis selects a new batch of n samples from B using the learned
H . This is achieved by evaluating all of the materials in B using H to determine a predicted class
label ĉ ∈ {excellent, good,moderate, poor}. Relative to f , this is a cheap computation. SyMDis
progressively selects samples in the order of the quality of the predicted label (excellent → poor),
until a total of n is reached. A random sample is performed if selecting all samples within a class
would exceed the total of n. This forms the new batch of samples {x1, . . . ,xn} for the next iteration.

3 Experiments

To evaluate SyMDis, we use three MOF datasets, where the task is to discover the best material
for performing carbon capture, whilst minimising the number of in-silico adsorption simulations
required. The target metric is to maximise working capacity, which is defined as the amount of
CO2 adsorbed during high pressure minus the remaining CO2 left on the material during desorption
(low pressure). Our evaluation aims to address the following questions; (Q1) How does SyMDis
compare to a state-of-the-art Bayesian Optimisation approach, known for its sample efficiency?
(Q2) Can SyMDIS take advantage of a logic-based symbolic learner to improve performance and/or
interpretability? (Q3) Can SyMDis discover physically and chemically sound rules? (Q4) Can the
learned rules generalise to unseen data, to discover a high performing MOF without requiring any
calls to the objective function on the new dataset (zero-shot)?

Setup. We utilise three MOF datasets from [16]; ARABG, CoRE2019, and BW20K which contain
387, 9525, and 19,379 MOFs respectively. These datasets are annotated with CO2 adsorption at
pressures 0.15bar and 16bar, with a fixed temperature of 298K. Note that 0.15bar used by [16] is
an allusion to the partial pressure of CO2 in coal-fired flue gas (15% CO2 / 85% N2) at ambient
pressure. These annotations enable us to perform a comprehensive evaluation without running the
simulations, i.e., our objective function is simply a look-up in the database for these features, which
can be used to calculate the working capacity. No modifications to the datasets are performed, other
than selecting 15 descriptors based on a regression analysis to determine feature importance (see
Table 1 in Appendix A). We generate 20 random seeds and select 20 sets of 50 materials at random
from each dataset. We plot the best working capacity achieved in terms of a percentage of the
maximum, w.r.t. the number of evaluations of our objective function, averaged over the 20 repeats.

For the symbolic learning component, we use a Decision Tree from scikit-learn (denoted SyMDis
DT), and to address evaluation Q2, FastLAS [11] (denoted SyMDis FastLAS), a recent logic-based
machine learning approach known for it’s ability to generalise and learn expressive logic programs
in the form of Answer Set Programming [8]. FastLAS can also learn from noisy data, where each
example is given a weight, and the symbolic learner is encouraged to cover examples with higher
weight. In our experiments, we assign higher weights to better performing materials to encourage the
symbolic learner to learn rules that cover the high performing candidates. We use weights 10, 5, 2,
and 1 for the classes excellent, good, mediocre and poor respectively. Future work could investigate
additional methods for selecting the weights, and use them to express uncertainty on the descriptor
values. We evaluate each variant with varying batch sizes n ∈ {10, 20, ..., 60} and present the best
performing result. We also note that FastLAS timed-out after 1 minute with a batch size n > 30, so
the SyMDis FastLAS variant uses a batch size of n = 30 for all experiments.

Baselines. To investigate evaluation Q1, we compare to IBM’s state-of-the-art Bayesian Optimisation
library (BOA) [10]. Following consultation with the authors, and our own experiments, we use
Expected Improvement with a Basic Sampler, the Adaptive Epsilon setting, enable x and y normal-
isation, and set the batch size to 1, as these configurations resulted in the best performance. We
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Figure 2: MOF results. Shaded regions indicate standard error.

label(excellent) :- CellV > 5827.87,
total_SA_gravimetric > 4914.62, Df <= 11.44,
density > 0.35.

label(good) :- CellV > 5827.87,
total_SA_gravimetric > 4914.62, Df > 11.44.

(a) SyMDis Decision Tree excellent class only

label(excellent) :- CellV >= 26335.50.
label(good) :- 13.77 <= Dif <= 13.89.
label(moderate) :- 0.36 <= density <= 0.38.
label(poor) :- 0.39 <= density <= 0.43.

(b) SyMDis FastLAS

Figure 3: Example rules learned on BW20K

also evaluate a naive random baseline (Random), that randomly selects a material from B at each
iteration. For both baselines, we initialise using the same 20 sets of random materials as SyMDis.

Results. The results are presented in Figure 2, and example rules are shown in Figure 3, for one
repeat on the BW20K dataset. SyMDis discovers a near optimal MOF in all cases, significantly
outperforming random selection. On BW20K, the most challenging dataset, SyMDis discovers a
MOF with 92.5% of the maximal working capacity whilst only evaluating the objective function
for 100 MOFs out of a total of ∼20K samples. This increases to 97.5% with 250 evaluations. To
answer evaluation Q1, SyMDis performs comparably to BOA on all datasets, whilst learning naturally
interpretable rules (i.e., no post-hoc interpretability is required). For evaluation Q2, FastLAS does not
appear to offer an advantage when compared to a Decision Tree in terms of performance, although
learns a significantly shorter set of rules, which are easier to interpret (see Figure 5 and Appendix
A for analysis). The rules learned by SyMDis enable manual inspection, and indeed correspond to
a reasonable chemical explanation. For example, the rules learned on the BW20K dataset for both
SyMDis variants show that the unit cell volume descriptor is important. The unit cell within the MOF
is the structure that is repeated to make the crystal. It’s possible that a larger unit cell is likely to
have more space, which could influence adsorption [9]. Also, [6] reports that the gravimetric surface
area, pore size, and void fraction are important geometric descriptors for predicting CO2 uptake. As
you can see in Figure 3, the SyMDis Decision Tree variant also uses the gravimetric surface area
descriptor. This answers evaluation Q3.

To address Q4, we perform a zero-shot transfer, and apply the rules learned on a source dataset to a
target dataset which is completely unseen during the optimisation. We use the learned rules to obtain
a predicted class ĉ for every material in the target dataset, and take a random sample of 200 materials
predicted as excellent. We then plot the distribution of working capacities from the sampled MOFs,
and compare to 200 random samples. We evaluate all combinations of source/target datasets except
where the target is ARABG, as this dataset only contains 387 MOFs. The full results are shown in
Appendix B, with an example shown in Figure 4. In most cases, the distribution of working capacity
values calculated from the sampled materials is larger than those calculated from a random selection.
Surprisingly, even the rules learned on the ARABG dataset can generalise to CoRE2019 and BW20K
which have a significantly larger number of MOFs.

Finally, in terms of run-time, SyMDis is very efficient. The average wall-clock time for the Deci-
sion Tree variant is 0.11, 2.43, 4.96 seconds to complete the optimisation in full for the ARABG,
CoRE2019, and BW20K datasets respectively, and 10.58, 25.25, and 52.57 seconds for the FastLAS
variant. Note these run-times include the database lookup as our objective function. In reality,
SyMDis adds minimal overhead compared to an expensive objective function.
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Figure 5: Interpretability of the Decision Tree and
FastLAS learned rules.

4 Related work

SyMDis is inspired by active learning which interactively queries a third-party to label data [20].
Bayesian Optimisation (BO) [5, 22] is a popular method of active learning, where a surrogate model
of an objective function is iteratively constructed given data observations. Whilst BO has achieved
state-of-the-art performance in many applications [4, 21], the surrogate model is often a black-box
which requires additional components to explain what’s been learned. We have demonstrated SyMDis
performs comparably to BO on the MOF datasets, whilst providing naturally interpretable rules.
A recent approach also learns surrogate MOF adsorption models [18], but relies on a black-box
Gaussian Process Regressor. Many approaches have been developed to aid with interpretability,
particularly in material discovery [1, 6, 15, 17]. However, these approaches rely on statistical machine
learning techniques such as Decision Trees, Random Forests, and Linear Models, which as shown in
Figure 5 and Appendix A, can become difficult to interpret when applied to large datasets. In contrast,
SyMDis can take advantage of logic-based techniques which offer improved interpretability. As
discussed in Section 3, [6] uses a Decision Tree to learn rules for CO2 uptake, using MOFs from the
Northwestern University database [26]. SyMDis learns rules using similar descriptors, and extends
this work by integrating the symbolic learner into an active learning loop.

In the context of scientific discovery, symbolic techniques have been applied widely for the purposes
of symbolic regression [3, 7, 24, 25], where the goal is to generate a fully interpretable mathematical
expression that fits a set of training data points. However, learning a general expression is challenging,
and these methods are often sensitive to noise [23]. In contrast, instead of trying to learn an exact
mathematical expression, SyMDis learns logical rules that can take advantage of descriptors with
different data types (i.e., non-numerical categorical descriptors), and generalise more easily over a set
of noisy examples. Furthermore, using a logic-based symbolic learner, SyMDis can easily include
existing background knowledge, ensure constraints are satisfied, and learn various logical relations
and comparison operators.

5 Conclusion

We have introduced SyMDis, a sample-efficient optimisation method that discovers near-optimal
materials in a given database, whilst minimising the number of calls to an objective function. We
have applied SyMDis to a MOF use-case, and demonstrated SyMDis is able to discover a MOF for
CO2 uptake with 97.5% of the maximum in a database with 19.4K MOFs, requiring only 250 calls to
the objective function. Furthermore, SyMDis learns interpretable rules to aid chemical and physical
verification, and can generalise via a zero-shot transfer to unseen target datasets.

Future Work. One could extend SyMDis to multi-objective optimisation problems by designing
a target objective that incorporates multiple metrics (e.g., target objective = working capacity +
selectivity - cost. One could also apply SyMDis in other domains, such as solvents or additives.
Finally, one could integrate SyMDis with generative models such as GFlowNets [2], by using SyMDis
to discover the most optimal candidate output from a generative model. This would combine the
benefits of both generation and optimisation approaches to material discovery, as SyMDis could
apply more thorough evaluations of novel candidates, before handing off to a lab for further analysis.
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A Learned rules

In this section, we analyse the interpretability of the rules learned by SyMDis for both the Decision
Tree and FastLAS variants. Before doing so, Table 1 presents an overview of the descriptors used
from [16].

Table 1: MOF descriptors used from [16]

Name Description Units

ASA Accessible surface area to volume ratio m2 cm−3

CellV Volume of unit cell of MOF Å3

density Density g cm−3

Df Diameter of largest free sphere Å

Di Diameter of largest included sphere Å

Dif Diameter of largest included sphere along free path Å

NASA Non-accessible surface area to volume ratio m2 cm−3

POAV Ratio of accessible pore volume to mass cm3 g−1

POAVF Fraction of total_POV_volumetric that is accessible to probe -

PONAV Ratio of non-accessible pore volue to mass cm3 g−1

PONAVF Fraction of total_POV_volumetric that is non-accessible to probe -

total_SA_volumetric Surface area to volume ratio regardless of accessibility m2 cm−3

total_SA_gravimetric Surface area to mass ratio regardless of accessibility m2 g−1

total_POV_volumetric Ratio of pore volume to MOF volume regardless of accessibility -

total_POV_gravimetric Ratio of pore volume to mass regardless of accessibility cm3 g−1

Figure 3 shows the rules learned for one repeat on the BW20K dataset. During the optimisation for
this repeat, the best MOFs discovered were 99.58% and 99.01% of the maximum for the Decision
Tree and FastLAS variants respectively, which indicates these models both had strong performance.
In terms of interpretability, it is immediately clear that the rules learned by the Decision Tree variant
are longer than the rules learned by FastLAS, and are therefore more difficult to interpret. This is
why we only show the rules learned for the excellent and good classes for the SyMDis Decision Tree
variant in Figure 3a. To investigate this further, we analyse the interpretability of the rules learned
by both SyMDis variants, in terms of the average number of rules learned, and the average length
per rule, over the 20 repeats. The intuition is that a shorter set of rules is easier to interpret. Figure 5
presents the results. As you can see, the rules learned by FastLAS are significantly easier to interpret
than those learned by the decision tree. Furthermore, the number of rules, and the average length
per rule both increase with larger datasets (CoRE2019 and BW20K) for the Decision Tree variant,
whereas the size of the FastLAS rules remains constant regardless of dataset size. This indicates that
interpreting the rules learned by the Decision Tree may become more difficult when large datasets
are used. In practice, one may wish to prioritise interpretability over performance. For example, in
Figure 2b, the SyMDis Decision Tree variant outperforms SyMDis FastLAS, but it is more difficult
to assess whether the rules learned by the Decision Tree correspond to a reasonable physical and
chemical explanation due to their increased length.

In terms of expressivity, in this work the learned rules are propositional and act as a linear classifier.
However, one of the benefits of enabling modularity to the symbolic learning component is that
higher-order rules could be learned in other tasks using the FastLAS symbolic learner. As FastLAS
is based on ASP [8], it can learn highly expressive first-order rules involving negation, choice,
constraints, and rules with multiple answer-sets. This would not be possible with the decision tree
SyMDis variant. For the purposes of SyMDis, any set of logical rules are supported, provided they
can act as a filter on the database for the next iteration. This is feasible, as each database candidate can
simply be evaluated against the learned rules for satisfiability, to decide whether or not the candidate
is selected for the next iteration.

B Generalisation of learned rules with zero-shot transfer

One of the benefits of learning an interpretable set of rules is the ability to transfer to new target
datasets, without requiring any calls to the expensive objective function. As the datasets used in this
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paper are from different chemical spaces [16], it is interesting to evaluate whether the rules learned on
a source dataset can be transferred to a target. This would indicate the learned rules are general, and
possibly reflect common underlying chemical or physical phenomena. It is also clearly of practical
interest, as a successful zero-shot transfer would significantly reduce the number of evaluations of
the objective function. Note that such a transfer is easier to achieve than with a black-box model,
where all descriptors present in the source dataset would have to exist in the target dataset. A set of
rules on the other hand, can easily be modified in the case of a partial match, where descriptors could
be removed from the rules if they don’t exist in the target dataset, or certain descriptors could be
transformed if the target dataset had any normalisation or other transformation applied. Also, the
rules support manual additions by human experts, if any background knowledge or constraints were
required in the target domain. This would be difficult to achieve with a black-box model.

We apply the rules learned at the end of each SyMDis optimisation (i.e., the points with the maximum
number of calls to the objective function in Figure 2) to unseen target datasets. Specifically, we
evaluate all combinations of source/target pairs with the ARABG, CoRE2019, and BW20K datasets,
except where the ARABG dataset is the target, since this only contains 387 MOFs. We use the
learned rules to obtain a predicted class ĉ for every material in the target dataset, and take a random
sample of 200 materials predicted as excellent. We then plot the distribution of working capacities
from the sampled MOFs, and compare to 200 random samples. If the rules have generalised, we
expect the 200 samples obtained via the excellent prediction from the learned rules to have a larger
working capacity than the random samples.

Figures 6 - 9 show the results for all combinations and all 20 repeats. SyMDis provides a clear benefit
in; Figure 6 (ARABG to CoRE2019) with 15/20 repeats, Figure 7 (ARABG to BW20K) with all
repeats, Figure 8 (CoRE2019 to BW20K) with 18/20 repeats, and in Figure 9 (BW20K to CoRE2019)
with 16/20 repeats. This shows the rules learned by SyMDis are able to generalise during a zero-shot
transfer and outperform a random selection. In Figures 6 (ARABG to CoRE2019) and 7 (ARABG
to BW20K), FastLAS provides a benefit compared to the Decision Tree in 7/20, and 10/20 repeats
respectively, whereas in other cases the difference is less significant. This is possibly due to FastLAS
learning shorter rules, which are more likely to generalise. The rules learned on BW20K do not
generalise as well when applied to CoRE2019 (Figure 9). As BW20K is a hypothetical dataset, and
CoRE2019 is experimental [16], it’s likely that some of the rules learned on BW20K may not apply
experimentally. Nevertheless, the interpretability of SyMDis enables such analysis and investigation
before downstream application, which would be difficult to achieve with a black-box approach. Also,
we consider a rule transfer from a hypothetical to an experimental dataset a special case, and the
more common use case being a transfer from an experimental to a hypothetical dataset, such as the
transfer from CoRE2019 to BW20K in Figure 8. In this case, the rules have improved generalisation
compared to Figure 9, and help to select high performing hypothetical MOFs that can be further
validated experimentally.
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Figure 6: Source = ARABG, target = Core2019
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Figure 7: Source = ARABG, target = BW20K
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Figure 8: Source = CoRE2019, target = BW20K
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Figure 9: Source = BW20K, target = CoRE2019
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