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Abstract

News recommendation systems (RS) play a001
pivotal role in the current digital age, shaping002
how individuals access and engage with infor-003
mation. The fusion of natural language pro-004
cessing (NLP) and RS, spurred by the rise of005
large language models such as the GPT and006
T5 series, blurs the boundaries between these007
domains, making a tendency to treat RS as008
a language task. ChatGPT, renowned for its009
user-friendly interface and increasing popular-010
ity, has become a prominent choice for a wide011
range of NLP tasks. While previous studies012
have explored ChatGPT on recommendation013
tasks, this study breaks new ground by inves-014
tigating its fine-tuning capability, particularly015
within the news domain. In this study, we de-016
sign two distinct prompts: one designed to treat017
news RS as the ranking task and another tai-018
lored for the rating task. We evaluate Chat-019
GPT’s performance in news recommendation020
by eliciting direct responses through the for-021
mulation of these two tasks. More importantly,022
we unravel the pivotal role of fine-tuning data023
quality in enhancing ChatGPT’s personalized024
recommendation capabilities, and illustrates its025
potential in addressing the longstanding chal-026
lenge of the “cold item” problem in RS. Our027
experiments, conducted using the Microsoft028
News dataset (MIND), reveal significant im-029
provements achieved by ChatGPT after fine-030
tuning, especially in scenarios where a user’s031
topic interests remain consistent, treating news032
RS as a ranking task. This study illuminates033
the transformative potential of fine-tuning Chat-034
GPT as a means to advance news RS, offering035
more effective news consumption experiences.036

1 Introduction037

In today’s information-rich society, the accessibil-038

ity of online news platforms Google News and039

Microsoft News has surged, offering users a vast040

array of news articles for consumption (Wu et al.,041

2020). However, the sheer daily volume of new042

news articles presents a challenge for users seek- 043

ing content aligned with their interests (Lian et al., 044

2018). To address this issue, news RS play a cru- 045

cial role in helping users discover articles relevant 046

to their preferences. By effectively tailoring news 047

recommendations, these systems not only enhance 048

the user experience but also play a pivotal role in 049

ensuring that individuals remain well-informed and 050

engaged in a world inundated with information. 051

In the realm of news RS, models designed to 052

comprehend article content and user interests are vi- 053

tal for delivering relevant recommendations. Tech- 054

niques like the Gated Recurrent Unit (GRU) (Cho 055

et al., 2014), Long-Short Term Memory (LSTM) 056

(Staudemeyer and Morris, 2019), Convolutional 057

Neural Networks (CNNs) (Chen, 2015), and atten- 058

tion mechanisms (Vaswani et al., 2017) have been 059

popular choices for modeling user interests and 060

comprehending article content (An et al., 2019; Wu 061

et al., 2022, 2019a). However, these existing mod- 062

els are trained from scratch and may necessitate 063

architectural modification when additional informa- 064

tion is introduced. In response to these challenges, 065

recent studies have shifted their focus toward us- 066

ing pre-trained language models. To leverage the 067

pre-trained language models, researchers have in- 068

troduced the concept of prompt learning (Jin et al., 069

2021), where specific prompts guide the output 070

generation. Prompt learning makes it possible to 071

generate outputs that adapt to the input and has 072

been an effective approach for various NLP tasks 073

(Jin et al., 2021), prompting researchers in the RS 074

domain to recognize the potential of treating rec- 075

ommendation as a language task, harnessing the 076

power of these techniques (Cui et al., 2022; Geng 077

et al., 2022; Xu et al., 2023). 078

ChatGPT, developed by OpenAI, has recently 079

attracted substantial attention for its remarkable 080

performance in various NLP tasks. While some 081

preliminary studies have been conducted to explore 082

its potential in recommendation tasks (Zhang et al., 083
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2023; Li et al., 2023b; Liu et al., 2023; Bang et al.,084

2023), OpenAI’s decision to allow fine-tuning of085

ChatGPT through their provided API represents an086

uncharted territory in research. This fine-tuning087

capability, offering the potential to enhance Chat-088

GPT’s performance, has yet to be examined.089

To bridge the research gap, this study explores090

using ChatGPT to improve personalized news rec-091

ommendations through fine-tuning, capitalizing on092

its linguistic capabilities. Specifically, our study093

entails the fine-tuning of ChatGPT by formulating094

the news recommendation as direct ranking and095

rating tasks. Furthermore, we delve into the critical096

role played by the quality of fine-tuning data in097

augmenting ChatGPT’s capability in delivering bet-098

ter recommendations. Our experiments, conducted099

on the MIND dataset, reveal substantial improve-100

ments in ChatGPT’s performance after fine-tuning,101

particularly when users maintain consistent topic102

interests. Additionally, our findings offer promis-103

ing insights, indicating that fine-tuned performance104

surpasses certain established baselines when the105

proportion of “cold” items in the testing set falls106

below a certain threshold when treating news RS107

as a ranking task.108

2 Related Work109

Sequential News Recommendation. Sequen-110

tial news recommendation methods are centered111

around predicting a user’s preference for a candi-112

date article based on their prior reading behavior.113

They play a critical role in delivering timely and114

relevant content to users in dynamic news environ-115

ments. The wealth of textual information within116

news articles has prompted the application of lan-117

guage techniques to extract valuable insights and118

understand user interests (An et al., 2019; Wu et al.,119

2022, 2019a). For instance, Okura et al. (Okura120

et al., 2017) introduced the use of a denoising au-121

toencoder to analyze news representations and uti-122

lized a GRU network to model users’ interests.123

An et al. (An et al., 2019) adopted CNN and at-124

tention mechanisms to learn news representations125

from attributes such as title, topic, and subtopic.126

The NRMS model proposed by Wu et al. (Wu127

et al., 2019b) explored news representation from128

titles using a word-level, multi-head, self-attention129

mechanism and an additive word-attention net-130

work. In this work, instead of constructing models131

from scratch for news recommendation, we focus132

on leveraging pre-trained large language models133

(LLMs), specifically ChatGPT, to enhance news 134

RS. 135

Large Language Models and RS. Pre-trained 136

language models like BERT (Devlin et al., 2018) 137

and GPT (Radford et al., 2018), trained on exten- 138

sive datasets, have demonstrated remarkable adapt- 139

ability to various downstream tasks, and the inte- 140

gration of prompt learning techniques (Cho et al., 141

2014) has further enhanced their performance. This 142

transformation has not been confined to NLP alone, 143

it has also extended its reach to the realm of RS. 144

Increasingly, recommendation tasks are being ap- 145

proached as language tasks. Researchers have pro- 146

posed a multitude of innovative approaches in this 147

context, including the conversion of item-based 148

recommendation into text-based tasks (Geng et al., 149

2022), the utilization of textual descriptions for 150

understanding user behavior (Cui et al., 2022), 151

personalized prompt learning for explainable rec- 152

ommendation (Li et al., 2022), the learning of 153

LLM-compatible IDs for precise generation, and 154

the adoption of flexible multi-modality modeling 155

methodologies for RS (Geng et al., 2023). LLMs 156

and prompt learning techniques have also found 157

their way into the field of news recommendation. 158

For instance, Zhang et al. (Zhang and Wang, 2023) 159

employed prompt learning to address news recom- 160

mendation by framing it as a slot filling task for 161

[MASK] prediction, while Li et al. (Li et al., 2023a) 162

formulated news recommendation as a direct gener- 163

ative recommendation task using a pre-trained T5 164

(Raffel et al., 2020) as the backbone. 165

ChatGPT has rapidly gained widespread popu- 166

larity, prompting numerous studies to explore its 167

capabilities and constraints. Qin et al. (Qin et al., 168

2023) conducted an evaluation of ChatGPT’s per- 169

formance across a spectrum of NLP tasks, while 170

Bang et al. (Bang et al., 2023) comprehensively 171

assessed its abilities in multitasking, multimodal 172

applications, and multilingual contexts. On a par- 173

allel front, Liu et al. (Liu et al., 2023) constructed 174

a benchmark to evaluate ChatGPT’s proficiency in 175

various RS tasks, including rating prediction, se- 176

quential recommendation, direct recommendation, 177

explanation generation, and review summarization. 178

Dai et al. (Dai et al., 2023) conducted experiments 179

to enhance ChatGPT’s recommendation capabili- 180

ties by aligning it with traditional information re- 181

trieval ranking capabilities, including point-wise, 182

pair-wise, and list-wise methods. While previous 183

studies have emphasized ChatGPT’s zero-shot or 184

few-shot capabilities for RS, in this paper, we aim 185
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to conduct a preliminary evaluation of ChatGPT’s186

potential in news recommendation, uniquely posi-187

tioned after fine-tuning, which involves customiz-188

ing ChatGPT for news recommendation using the189

MIND dataset. Furthermore, we seek to uncover190

how the quality of fine-tuning data samples impact191

ChatGPT’s efficacy for news recommendations.192

3 Recommendation Prompts193

A distinguishing feature of ChatGPT is its ability194

to yield impressive results when using the released195

model and subsequently fine-tuning it, particularly196

in cases where data is limited. In this section, we197

delve into the assessment of ChatGPT’s recommen-198

dation capabilities, focusing on its performance199

after fine-tuning. To explore fine-tuned ChatGPT’s200

suitability for news RS, we meticulously designed201

prompts tailored to two common and critical tasks202

in the RS domain: ranking and rating tasks.203

Ranking. The ranking task in RS involves gen-204

erating an ordered list of items for a user based on205

their preferences, historical interactions, or contex-206

tual information. The primary goal is to present207

the most relevant items at the top of the list to en-208

hance the user’s experience. In the context of our209

study, the ranking task is exemplified by the prompt210

shown in Figure 1. For a user denoted as u ∈ U , we211

provide the articles that the user most recently inter-212

acted with {h1, h2, . . . } ∈ I. Simultaneously, we213

also supply a list of candidate articles, denoted as214

{c1, c2, . . . } ∈ I. The system is asked to directly215

sort these candidate articles based on the user’s216

preference, which are analyzed from the user’s past217

interactions with articles.218

Rating. The rating task in RS is centered around219

the prediction of a rating score to a specific item220

for a user and this task is prevalent in scenarios221

where users explicitly rate items, providing feed-222

back on their preferences. In the standard rat-223

ing task prompt we designed, shown in Figure 1,224

a user denoted as u is presented with the arti-225

cles he/she most recently read {h1, h2, . . . } ∈ I,226

along with a list of candidate articles, denoted as227

{c1, c2, . . . } ∈ I. We then instruct the system to228

directly predict the rating scores for the candidate229

articles. The rating scale employed ranges from 1230

to 5, where 5 denotes the highest score and 1 repre-231

sents the lowest score. The system is encouraged232

to provide rating scores by making comparisons233

among the candidate articles.234

4 Experiments 235

In this section, we conduct experiments to assess 236

the effectiveness of fine-tuning ChatGPT. Through 237

the performance comparison, we aim to answer the 238

following research questions: 239

• RQ1: How does the performance of fine- 240

tuned ChatGPT compare to that of ChatGPT 241

in a zero-shot setting and other baseline mod- 242

els? 243

• RQ2: How does fine-tuned ChatGPT perform 244

by prompting news RS as different tasks – 245

ranking and rating? 246

• RQ3: How does the sample size used for fine- 247

tuning affect the performance of fine-tuned 248

ChatGPT? 249

• RQ4: What properties of data samples used 250

for fine-tuning affect the performance of fine- 251

tuned ChatGPT? 252

4.1 Experimental Settings 253

4.1.1 Dataset 254

For our experimental studies, we utilize the MIND 255

dataset (Wu et al., 2020), which is a benchmark 256

dataset in English for news recommendations. 257

News recommendation presents unique challenges 258

compared to other domains, as it may not always 259

be highly personalized, and the nature of news is 260

characterized by rapid changes (Dai et al., 2023). 261

To comprehensively assess whether fine-tuning can 262

enhance news recommendation performance, we 263

conduct evaluations across two distinct groups of 264

customers: 265

• Group 1: This group consists of 100 ran- 266

domly selected customers whose clicked ar- 267

ticle in the impression aligns with the topics 268

they have previously read, i.e., the clicked ar- 269

ticle is from a topic that they have previously 270

read. 271

• Group 2: This group consist of 100 randomly 272

selected customers whose clicked article in 273

the impression is from a different topic than 274

those they have previously read. 275

The division of customers into these two groups 276

allows us to capture the dual nature of news rec- 277

ommendation: personalized recommendation that 278

align with user interests and the challenges of offer- 279

ing recommendations outside a user’s established 280
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Ranking

A user read the following 5 articles:
1. A white restaurant owner admitted to enslav-
ing a black man. He got 10 years in prison.
2. Election Day 2019: Most Important Races
and What to Watch For
. . .
5. Four ways Trump’s tax returns could come
to light
Based on the user’s interest from the articles he
read before, rank the 5 candidates delimited by
triple backticks.
```A. Maurkice Pouncey suspended three
games, B. Johnson opens door to subpoenaing
whistleblower, Schiff, Bidens, . . . ```
Do not explain reasons in the response and only
return a python list of the first letter for each
article.

Rating

A user read the following 5 articles:
1. A white restaurant owner admitted to en-
slaving a black man. He got 10 years in
prison.
2. Election Day 2019: Most Important Races
and What to Watch For
. . .
5. Four ways Trump’s tax returns could come
to light
Based on the user’s interest from the articles
he read before, please predict the user’s rat-
ings for the 5 candidates delimited by triple
backticks.
```A. Maurkice Pouncey suspended three
games, B. Johnson opens door to subpoenaing
whistleblower, Schiff, Bidens, . . . ```
(1 being the lowest and 5 being the highest).

Figure 1: Example prompts of both ranking and rating tasks, with the system content ‘You are a news recommender
now’.

preferences. This division also enables evaluation281

to determine if fine-tuning ChatGPT could enhance282

news recommendation across diverse scenarios.283

4.1.2 Baselines284

We compare the performance of fine-tuned Chat-285

GPT with the following baseline models:286

• NAML (Wu et al., 2022): models users’ and287

articles’ representations via multi-view self-288

attention.289

• LSTUR (An et al., 2019): captures a user’s290

interests by modeling both his long- and short-291

term preferences.292

• NRMS (Wu et al., 2019b): models users’ and293

articles’ representations via multi-head self-294

attention network.295

• Popularity (Ji et al., 2020): recommends the296

top-k popular articles.297

• Zero-shot: recommends the top-k articles298

from the candidate pool, using ChatGPT’s299

zero-shot capabilities.300

4.1.3 Metrics301

In numerical evaluations, we adopt metrics302

top-k Normalized Discounted Cumulative Gain303

(NDCG@k) and Mean Reciprocal Rank (MRR@k)304

to assess the news recommendation performance.305

4.1.4 Implementation Details. 306

We evaluate using ChatGPT for news recommen- 307

dation using gpt-3.5-turbo for fine-tuning and zero- 308

shot experiments. 309

It is noteworthy that when utilizing zero-shot 310

performance, the output generated by ChatGPT 311

may not always adhere to the desired format re- 312

quirements. To ensure compliance with format 313

requirements and to meet the criteria for evaluation, 314

a regeneration approach is employed, iteratively 315

generating responses until the required format is 316

met. Furthermore, in the context of the rating task 317

within the zero-shot setting, where diverse rating 318

values are anticipated to reflect comparative pref- 319

erences, an additional format requirement is in- 320

troduced. This requirement instructs ChatGPT to 321

predict distinct rating scores for various candidates. 322

Additionally, it’s important to mention that the 323

data samples used for fine-tuning remain consistent 324

for ranking and rating tasks, separately for Group 325

1 and Group 2 customers. This consistency is cru- 326

cial in ensuring fair and meaningful comparisons. 327

The individuals in the training data do not over- 328

lap with those in the test data, although articles in 329

the training set may appear in the test data. The 330

fine-tuning epoch and other hyper-parameters are 331

automatically selected by OpenAI based on the size 332

of fine-tuning dataset. During the fine-tuning pro- 333
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cess, with a fixed prompt, fixed group, and a fixed334

fine-tuning sample size, we conduct five indepen-335

dent experiments using five independent training336

datasets. This approach evaluates the reliability of337

our findings.338

5 Performance Evaluations339

5.1 RQ1&2: Performance Comparison340

Table 1 presents the performance results for vari-341

ous models, including baseline models, zero-shot342

ChatGPT using the news RS ranking and rating343

task formulations, and fine-tuned ChatGPT with344

these same formulated tasks. We conduct separate345

evaluations for Group 1 and Group 2 customers,346

and here are our observations:347

The first 4 baselines exhibit no variance, as they348

are intentionally trained with a significantly larger349

number of data samples than the fine-tuning sample350

sizes, aiming at establishing them as performance351

upper bounds for a more rigorous and superior base-352

line comparison. The popularity baseline stands353

out as a strong baseline for news recommendation,354

which is in line with the findings of many other355

research works (Dai et al., 2023; Qi et al., 2021).356

It consistently outperforms the zero-shot ChatGPT357

and other deep neural-based models for both Group358

1 and Group 2 users. This is particularly evident359

when readers have engaged with articles from di-360

verse topics. These findings underscore the distinct361

nature of news recommendation, where user behav-362

ior may not always align closely with personalized363

recommendations, as seen in other domains like e-364

commerce (Jonnalagedda et al., 2016; Yang, 2016).365

In the zero-shot setup, ChatGPT’s performances366

lag behind that of popularity-based models. When367

users’ topic interests change, as observed in Group368

2, ChatGPT’s zero-shot performance using ranking369

task formulation falls short of all baseline mod-370

els. This suggests that ChatGPT’s strength lies in371

semantic understanding and its tendency to recom-372

mend articles similar to those previously read by373

users. However, an intriguing finding is that for the374

rating task the zero-shot performance on Group 1375

and Group 2 customers are similar to each other.376

One possible explanation is that, within the zero-377

shot setup, ChatGPT interprets the rating task in378

a manner akin to sentiment classification, where379

a rating of 1 represents strongly negative and 5380

indicates strongly positive. To substantiate this381

hypothesis, we introduce a similar prompt as the382

rating task, instructing ChatGPT to generate rela-383

tive sentiment scores for candidate articles directly. 384

The resulting zero-shot performance, treated as a 385

sentiment classification task, is illustrated in Fig- 386

ure 2. Our findings provide empirical support for 387

our hypothesis that within the zero-shot context, 388

ChatGPT perceives the rating task as a form of 389

sentiment classification for candidates, a perspec- 390

tive that exhibits notable zero-shot performance as 391

demonstrated in previous work (Wang et al., 2023). 392

This interpretation results in the noteworthy perfor- 393

mance observed with Group 2 customers, and the 394

observation also demonstrates the importance of 395

proper prompt-based task formulation when fine- 396

tuning ChatGPT for downstream tasks. 397

Figure 2: Comparison of zero-shot ChatGPT perfor-
mance between sentiment classification for candidate
article and the rating task among Group 2 customers.
Five independent experiments are conducted, and the
figure shows the average performances.

Under the fine-tuning setup, there is a notable 398

improvement in performance compared to zero- 399

shot with ranking task, particularly in Group 1. 400

This improvement may be attributed to the fact that 401

fine-tuning not only enhances ChatGPT’s seman- 402

tic understanding but also makes more effective 403

use of position information. During the fine-tuning 404

process, the clicked articles are consistently placed 405

at the first position in the generated ranking list 406

response, regardless of their original position in the 407

provided candidate list. This allows the model to 408

better exploit the positional information. In con- 409

trast, for the rating prompt, the five scores may 410

manifest at various positions within the generated 411

responses. For customers in Group 2, fine-tuning 412

also leads to improvements compared to zero-shot, 413

albeit not as substantial as observed in Group 1, 414

even when using the same fine-tuning sample sizes. 415

One possible explanation is that ChatGPT tends to 416

recommend articles from diverse topics after fine- 417

tuning. However, within the provided candidate 418

articles, multiple options may satisfy this diversity 419
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Group 1 Group 2
Method MRR@3 MRR@5 NDCG@3 NDCG@5 MRR@3 MRR@5 NDCG@3 NDCG@5
NAML 0.4086 0.4882 0.4689 0.6136 0.3614 0.4599 0.4123 0.5917
LSTUR 0.4129 0.5041 0.4614 0.6256 0.4128 0.4978 0.4596 0.6213
NRMS 0.4263 0.4984 0.4913 0.6219 0.3972 0.4911 0.4438 0.6151

Popularity 0.4764 0.5423 0.5355 0.6551 0.5264 0.5826 0.5829 0.6855
Zero-shot (Ranking) 0.4446±0.0023 0.5258±0.0021 0.4936±0.0023 0.6420±0.0016 0.2935±0.0023 0.3930±0.0021 0.3604±0.0024 0.5415±0.0015
Zero-shot (Rating) 0.3735±0.0029 0.4540±0.0024 0.4428±0.0029 0.5886±0.0018 0.3754±0.0112 0.4691±0.0079 0.4266±0.0133 0.5984±0.0063

Fine-tuned (Ranking) 0.5278±0.0719 0.5928±0.0598 0.5755±0.0682 0.6930±0.0454 0.3802±0.0279 0.4690±0.0221 0.4372±0.0298 0.5989±0.0169
Fine-tuned (Rating) 0.3794±0.0249 0.4659±0.0223 0.4494±0.0234 0.5969±0.0168 0.3637±0.0209 0.4538±0.0199 0.4261±0.0245 0.5865±0.0145

Table 1: The news recommendation performance on customers. Bold numbers indicate the best performance.
5 independent experiments are conducted for zero-shot ranking and rating, while 25 independent experiments
are conducted for fine-tuning setting. The statistical significance was assessed using the Student’s t-test, with a
significance level of p < 0.05.

requirement. Without knowledge of the popularity420

of these articles, ChatGPT might randomly select421

one to fulfill the diversity requirement.422

However, under the fine-tuning setup, the perfor-423

mances are similar when using rating task, whether424

applied to Group 1 or Group 2, as compared to zero-425

shot approach. This might be attributed to the fact426

that, even during fine-tuning, while semantic under-427

standing can be improved, the model’s capacity for428

handling numerical comparison remains relatively429

unchanged. Additionally, the rating task lacks the430

advantage of utilizing positional information from431

the generated responses during fine-tuning, unlike432

the ranking task. Furthermore, the rating prompt433

necessitates the assignment of scores for all candi-434

date simultaneously, making the rating task more435

challenging. Lastly, it’s worth noting that different436

customers may use the rating scale differently (i.e.,437

the system must learn user biases). This finding438

that ranking outperforms the rating task aligns with439

prior research, particularly comparing point-wise440

and list-wise ranking (Dai et al., 2023).441

5.2 RQ3: Performance Under Different442

Fine-tuning Sample Sizes443

Our experiments reveal a notable performance en-444

hancement in ChatGPT when using ranking tasks445

after fine-tuning. In this subsection, we investigate446

how the quantity of fine-tuning samples affects fine-447

tuned ChatGPT’s recommendation performance us-448

ing ranking task. We conduct experiments varying449

the sample size within the range {50, 80, 100, 120}.450

For each sample size, fine-tuning is performed inde-451

pendently five times, utilizing distinct fine-tuning452

data samples. The results are presented in Figure 3,453

demonstrating the performance differences across454

sample sizes, as measured by NDCG@3.455

Our observations indicate that the average perfor-456

mance (i.e., NDCG@k) remains consistent across457

different fine-tuning sample sizes, suggesting that458

the quantity of fine-tuned data samples does not 459

significantly affect the performance of fine-tuned 460

ChatGPT (the p-value from a one-way ANOVA, 461

testing the equality of means, exceeds 0.1). Ad- 462

ditionally, when the same number of samples was 463

used for fine-tuning, there was variability in perfor- 464

mance on the same test set. This not only reaffirms 465

that performance is not solely contingent on the 466

fine-tuning sample sizes but also emphasizes our 467

interest in identifying the quality of data samples 468

that enhance performance. 469

Figure 3: Recommendation performances with different
quantities of fine-tuning samples. The first subfigure is
for Group 1 while the second is for Group 2 readers.

5.3 RQ4: Quality of Fine-tuning Samples 470

ChatGPT, when using ranking tasks after fine- 471

tuning, even outperforms the popularity-based 472

model for Group 1 users. In this subsection, we 473
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delve deeper into the realm of ranking tasks and474

aim to detect specific factors that boost fine-tuned475

ChatGPT’s performance in news recommendation.476

The intriguing observation that fine-tuned Chat-477

GPT, using ranking tasks, can even outperform the478

popularity-based model for Group 1 users moti-479

vates us to analyze the impact of the proportion480

of top-ranked articles in the test set that were also481

present in the training set. A higher proportion in-482

dicates more overlap between the articles users483

engaged with during training and testing. The484

first subfigure in Figure 4 illustrates that fine-tuned485

ChatGPT’s performance for Group 1 customers486

shows improvement as the overlap ratio increases487

toward a certain threshold with statistical signifi-488

cance (p-value < 0.05). This finding may offer a489

possible explanation for the model’s superior per-490

formance compared to the popularity-based model491

for Group 1 users. When ChatGPT encounters492

articles during testing that it has previously inter-493

acted with during the fine-tuning process, it might494

discern implicit popularity signals from these ar-495

ticles, utilizing the positional information derived496

from the ranking task. Group 1 users, with their497

consistent interests and ChatGPT’s proficiency in498

textual understanding, benefit from this approach,499

leveraging both positional information and seman-500

tic understanding. Notably, this factor does not501

yield statistically significant effects for Group 2502

users (p-value > 0.1).503

We also investigate the impact of the presence504

of “cold” articles in the candidates during testing.505

A candidate article is labeled as “cold” if it is not506

part of the fine-tuning samples. As observed in507

the last two subfigures of Figure 4, we find that508

the proportion of cold articles significantly influ-509

ences fine-tuned ChatGPT’s performance (p-values510

below 0.05 for Group 1 and below 0.1 for Group511

2). In general, we notice that as the ratio of “cold”512

articles in the test set increases, the fine-tuned Chat-513

GPT’s performance decreases. The observation514

that fine-tuned ChatGPT can surpass specific base-515

lines, which are trained with more data samples516

and fewer “cold” items during evaluation, under-517

scores ChatGPT’s potential in addressing the “cold”518

item challenge in RS, as long as the ratio of “cold”519

articles remains within a particular threshold, as520

shown in Figure 4.521

5.4 Computational Cost522

In our experiments, fine-tuning ChatGPT with a523

maximum of 120 samples typically took around 30524

Figure 4: Influence of overlap ratio and “cold” articles
on fine-tuned ChatGPT’s news recommendation perfor-
mance using the ranking prompt. Fine-tuned ChatGPT
outperforms all baselines for Group 1 readers when the
ratio of “cold” articles < 0.6, and surpasses the NAML
baseline for Group 2 readers when the ratio < 0.45.

minutes to complete. This is done with an aver- 525

age of approximately 310 input tokens and using 526

the default number of epochs once the fine-tuning 527

process began. 528

6 Conclusion 529

In this study, we conduct experiments that show- 530

case the substantial benefits of fine-tuning Chat- 531

GPT for news recommendation. This may seem 532

like a trivial task. However, as we have shown 533

in the research, the performance of fine-tuning de- 534

pends on several factors such as the topic align- 535

ment, prompt formulation, sample sizes, and the 536

quality of fine-tuning samples. More specifically, 537

we compare the effectiveness of ranking and rat- 538
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ing tasks for fine-tuning ChatGPT, and our results539

indicate that ranking consistently outperforms rat-540

ing by leveraging both positional cues from the541

generated responses during fine-tuning and seman-542

tic understanding. The challenges of rating tasks543

become evident as ChatGPT struggles with mak-544

ing numerical comparisons when tasked with gen-545

erating ratings for all candidates simultaneously.546

Additionally, ChatGPT sometimes interprets the547

rating task as a sentiment classification task in the548

zero-shot mode, particularly for Group 2 customers.549

Moreover, we delve into the factors influencing550

ChatGPT’s ranking performance after fine-tuning.551

Our investigation unveils the degree of overlap be-552

tween the articles users interacted with during both553

training and testing is a significant factor when554

user interests remain consistent. One of the most555

promising findings in our study is ChatGPT’s po-556

tential to address the “cold” item issue in RS. De-557

spite competing with baselines trained on larger558

datasets with fewer “cold” items during evaluation,559

fine-tuned ChatGPT consistently outperforms them560

within a specific threshold of ratio of “cold” items.561

This observation underscores ChatGPT’s capacity562

to mitigate the “cold” item issue to enhance RS.563

For future studies, we envision several promis-564

ing research directions. Given the fundamental role565

of popularity in news recommendation, a notable566

avenue for future exploration is the effective in-567

corporation of popularity-related information into568

prompts. Additionally, enhancing news recommen-569

dation for users when their interests undergo shifts,570

particularly via fine-tuning ChatGPT, holds signifi-571

cant potential for further advancement.572

7 Limitations573

In this study, our primary focus revolves around the574

recommendation performance of ChatGPT, partic-575

ularly after fine-tuning with diverse recommenda-576

tion prompts, including ranking and rating. We577

assess its efficacy across two distinct customer578

groups—those with consistent interests and those579

with varying topic preferences. However, it is cru-580

cial to acknowledge certain limitations within the581

scope of our investigation.582

One notable limitation is that our designed583

prompts involve presenting candidate articles to584

ChatGPT. While this approach allows us to eval-585

uate recommendation performance, it does not di-586

rectly address the potential ethical considerations587

or the risk of hallucination issues that might arise if588

ChatGPT were tasked with generating recommen- 589

dations without specific article candidates. This 590

avenue remains unexplored within the confines of 591

our current study and presents an opportunity for 592

future research to delve into the intricacies of using 593

ChatGPT in a more unconstrained recommendation 594

setting. An additional limitation is the observation 595

that, even after fine-tuning, ChatGPT may exhibit 596

suboptimal performance for users with diverse in- 597

terests. However, no specific potential solution was 598

put forth in this study. 599
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