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Abstract001

The ability to attribute others’ mental states,002
known as Theory-of-Mind (ToM), is a cor-003
nerstone of social intelligence. While large004
language models (LLMs) have exhibited im-005
pressive performance at various tasks includ-006
ing role-playing, their ToM reasoning capa-007
bilities remain limited and unreliable com-008
pared to humans. Meanwhile, the potential009
of intuitively leveraging role-playing for en-010
hancing social cognition remains largely un-011
explored. To bridge this gap, we pioneer012
the investigation into how role-playing influ-013
ences LLMs’ Theory-of-Mind capabilities. We014
introduce RoleToM, a exploratory approach015
that integrates step-by-step reasoning with role-016
playing, demonstrating superior ToM abili-017
ties compared to perspective-taking and Chain-018
of-Thought methods alone. Additional ex-019
periments including ablation study of role-020
playing and fine-tuning Llama 3.1-8B-Instruct021
on RoleToM-generated data, showed that struc-022
tured first-person simulation can effectively im-023
prove LLMs’ ToM capabilities and generalize024
across different scenarios. We hope the role-025
playing methodology opens potential avenues026
for further applications and research in LLMs’027
social cognition and intelligence.028

1 Introduction029

Theory-of-Mind (ToM) refers to the ability to un-030

derstand the mental states of others, including their031

intentions, beliefs, desires, and emotions. This032

cognitive capacity is fundamental to social inter-033

actions, enabling individuals to predict others’ be-034

havior, interpret emotions, and engage in effec-035

tive communication (Premack and Woodruff, 1978;036

Wimmer and Perner, 1983). Research on ToM is037

significant not only for understanding human so-038

cial cognition but also for advancing fields such as039

psychology and cognitive science (Williams et al.,040

2022). With the emergence of large language mod-041

els (LLMs), this area has gained unprecedented042

attention, as it intersects with computational lin- 043

guistics and human-computer interaction, funda- 044

mentally shaping how we approach social intelli- 045

gence mechanisms in artificial systems (Kosinski, 046

2023; Ullman, 2023; Shapira et al., 2024). 047

ToM is often implicit in complex social situa- 048

tions and requires careful analysis, including under- 049

standing character relationships and events ocur- 050

rence (Apperly, 2012), demanding sophisticated 051

approaches that can handle nuanced interpreta- 052

tions and multi-step analysis. Chain-of-Thought 053

(CoT) (Wei et al., 2022) is a versatile technique 054

that has significantly enhanced reasoning abilities 055

in general contexts. Through the lens of Gardner’s 056

Multiple Intelligence Theory (Gardner, 2011), this 057

method facilitates the conversion of LLMs’ inher- 058

ent linguistic competence into enhanced logical- 059

mathematical reasoning abilities. However, it still 060

faces issues on vagueness, including shortcut trap- 061

ping, hallucinations and information loss, particu- 062

larly when processing complex scenarios with al- 063

ternating details and belief states (Chu et al., 2023; 064

Feng et al., 2024). 065

Meanwhile, numerous studies have demon- 066

strated LLMs’ remarkable proficiency in role- 067

playing tasks and character simulation (Wilf et al., 068

2024; Shao et al., 2023). This success has in- 069

spired researchers to explore character-based ap- 070

proaches for enhancing LLMs’ reasoning capabil- 071

ities. Notably, SIMTOM (Wilf et al., 2024) intro- 072

duced a perspective-taking workflow that generates 073

characters’ beliefs about story events to answer 074

questions from the character’s perspective. While 075

perspective-taking shows promise for enhancing 076

ToM capabilities, psychological research reveals its 077

limitations (Zhang et al., 2012) that although first- 078

person perspective advantages exist in predictive 079

reasoning, perspective-taking neither accelerates 080

reasoning acquisition nor affects cognitive process- 081

ing efficiency. 082

To draw an analogy with how humans approach 083
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Figure 1: The framework on investigating how role-playing affect on Theory-Of-Mind abilities of LLMs

such complex ToM problems, we would typically084

immerse ourselves in a role within a scenario, fo-085

cus on the transitions of events, and distinguish086

between known and unknown facts (Baron-Cohen087

et al., 1985). This has inspired us to combine role-088

playing and reasoning approach, where the LLM089

plays the role of a character in a story and gradually090

updates its knowledge through analyzing immedi-091

ate events. The advantage of this method is that by092

adopting a first-person perspective, such as “I am093

xxx,” the LLM can intuitively try to appropriately094

understand and elicit the differing beliefs between095

characters, observe limitations in its own knowl-096

edge, and hopefully detect shifts in key information097

in time.098

Our framework is illustrated in Figure 1. The099

designed process-oriented role-playing method,100

named RoleToM, outperformed vast majority of101

existing baselines, which indicates that our explo-102

ration of first-person perspective has yielded some103

positive outcomes. We analyzed some counterintu-104

itive cases and the variance of RoleToM outputs in105

experiments section and Appendix G. To evaluate106

to what extend it can simulate well generally, we107

further conducted ablation studies under settings108

of RoleToM submodules. Furthermore, we fine-109

tuned a small model Llama-3.1-8B-Instruct (Dubey110

et al., 2024) on RoleToM-generated data to vali-111

date its effectiveness. It resulted in a slight perfor-112

mance boost and stable out-of-domain generaliza-113

tion, which further highlights the potential of the114

RoleToM method. Besides, we view this frame-115

work as an exploratory trial, given the uncertainties116

in role-playing design schemes and the lack of stan-117

dardized evaluation metrics. We point it out that a118

systematic evaluation of LLMs’ role-playing abili-119

ties on random stories is essentially needed to gain120

comprehensive understanding on any simulation121

workflow (Wang et al., 2024), including our Ro-122

leToM. To the best of our knowledge, however, 123

existing benchmarks only evaluate models on pre- 124

defined stories and questions, which falls short of 125

our intended purpose. We leave this as a direction 126

for future work. 127

In summary, the contributions of this paper are 128

three-fold: 129

• We raised the problem of how role-playing in- 130

fluences the Theory-of-Mind (ToM) abilities 131

of LLMs and pioneered the investigation into 132

this topic. Our framework integrating Chain- 133

of-Thought (CoT) and role-playing showed 134

that structured first-person simulation could 135

pave the way towards advancing social intelli- 136

gence of LLM-powered agent. 137

• We proposed RoleToM, an exploratory work- 138

flow that splits the events along a timeline, 139

performs multi-stage role-playing and updates 140

character’ s perspectives. The result demon- 141

strated the enhancement on ToM benchmarks 142

compared with perspective-taking and CoT 143

alone. 144

• We leveraged RoleToM-generated data to fine- 145

tune a small model, achieving improved zero- 146

shot ToM reasoning without human anno- 147

tations or prompt engineering, which ascer- 148

tains whether role-playing perspective main- 149

tains task-specific generalization in resource- 150

constrained settings and consolidates the ef- 151

fectiveness of RoleToM. 152

2 Related Works 153

2.1 Theory-of-Mind on Large Language 154

Models 155

LLMs have demonstrated unprecedented capabili- 156

ties in natural language processing, driving substan- 157

tial progress in simulating human-like behaviors 158
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and language (Kosinski, 2023; Bubeck et al., 2023;159

Sclar et al., 2022; Tang and Belle, 2024). Despite160

their advancements, achieving robust Theory-of-161

Mind (ToM), social intelligence, and commonsense162

reasoning in LLMs remains a significant AI chal-163

lenge (Ullman, 2023).164

Additionally, there is debate about the various165

reasons why LLMs may fail to accurately demon-166

strate ToM, including the lack of long-term con-167

textual memory, limited understanding of com-168

plex social situations, and biases or errors in the169

model’s reasoning processes (Ullman, 2023). Some170

argue that ToM capabilities are merely advanced171

pattern recognition and statistical inference (Sap172

et al., 2022), others suggest that the complexity173

and adaptability of LLMs may hint at a form of174

proto-consciousness, raising profound questions175

about the nature of intelligence and the boundaries176

between artificial and human cognition (Kosinski,177

2023; Strachan et al., 2024; Hagendorff, 2024).178

(Trott et al., 2023) indicated that human belief rea-179

soning capabilities stem from both language ex-180

perience (which can be learned by LLMs) and in-181

nate social intelligence (which is difficult to model182

and not inherent in LLMs), while raising cognitive183

philosophical debates about whether existing eval-184

uation methods can serve as valid benchmarks for185

proving LLMs’ ToM capabilities.186

2.2 LLMs-based Agents for Role-Playing187

Agent-based Modeling (ABM) has evolved in tan-188

dem with neural language systems and their hu-189

man value alignment. Early work (Zhang et al.,190

2018) laid the foundation for persona-based di-191

alogue systems, focusing on maintaining consis-192

tent personality traits using datasets like Persona-193

Chat. LaMDA (Thoppilan et al., 2022) sparked194

the first discussion that consciousness might have195

emerged in language models. Researchers are now196

exploring whether LLMs exhibit emergent proper-197

ties akin to consciousness, such as self-awareness,198

intentionality, and the ability to reflect on their199

own outputs (Sclar et al., 2023; Liu et al., 2023).200

Along with those investigations in different person-201

alities on LLMs (Tan et al., 2024), role-playing202

with LLMs has evolved significantly, transition-203

ing from basic persona-based dialogue systems to204

sophisticated, multi-dimensional character simula-205

tions (Shanahan et al., 2023). It was revealed that206

models like GPT-4 and Claude-3 exhibit stronger207

performance in third-person belief inference com-208

pared to first-person scenarios (Suzgun et al., 2024).209

ToMATO (Shinoda et al., 2025) simulates the for- 210

mation and expression of different perspectives in 211

human conversations through information asymme- 212

try, introspective cues, and subsets of contradictory 213

beliefs. 214

3 RoleToM 215

3.1 Method Overview 216

Humans possess a natural ability to understand 217

others’ mental states, often by mentally "stepping 218

into their shoes" and simulating their perspective 219

given a sequence of events (Wellman et al., 2001). 220

Drawing inspiration from this cognitive process, 221

we introduce RoleToM, a novel method designed to 222

enhance Theory-of-Mind capabilities of LLMs. Ro- 223

leToM elicits ToM reasoning by prompting LLMs 224

to simulate in story comprehension through a struc- 225

tured, first-person role-playing experience. This 226

approach consists of two core components in func- 227

tionality: a simulator and a reasoner, which work 228

sequentially to process narrative information and 229

infer mental states. 230

3.2 Simulator 231

The simulator component is responsible for con- 232

structing a first-person and dynamic experience 233

for the narrative story. It guides the LLM to role- 234

play as the protagonist, meticulously processing 235

the story event by event to build an internal rep- 236

resentation of the character’s evolving knowledge. 237

This process involves the following key steps: 238

Temporal Event Segmentation: The in- 239

put story is first segmented into discrete events 240

(E1, E2, . . . , En) based on their temporal order. 241

This ensures that the LLM processes information 242

sequentially and mirrors how events unfold in 243

timestamps. In our experimental setting, event seg- 244

mentation was conducted by splitting numbered 245

markers within the text beforehand. However, if 246

stories do not have explicit markers, we will in- 247

tegrate this segmentation process into a separate 248

prompt and executing event partitioning in an inde- 249

pendent message. 250

Iterative Belief State Update: For each event 251

Et in the chronological sequence, the simulator 252

prompts the LLM to role-play as the protagonist in 253

question. When a question pertains to a fact and 254

involves no characters, the LLM then simulates the 255

role of an oracle. This process begins with the LLM 256

identifying key new information introduced, focus- 257

ing particularly on changes concerning characters, 258
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people: Jayden
objects: None

actions: enter the attic
knowledge: unknown

answer: unknown

people: Jayden, Hannah
objects: hat, envelope

actions: in the attic
knowledge: hat in the envelope

answer: envelope

people: Jayden, Hannah
objects: hat, envelope, container

actions: Hannah transferred
knowledge: hat moved to container

answer: container 

Jayden: I see 
Hannah moved hat
 to the container.

container

Timestamp 1

Timestamp 4

Timestamp 7

Summarized Belief

Answer

Reasoning based on
character' s belief

context

simulator

reasoner
1 Jayden entered the attic.
2 Hannah entered the attic.
3 The hat is in the envelope.
4 The envelope is in the attic.

5 Jayden exited the attic.
6 Jayden entered the attic.

7 Hannah moved the hat to the container.
8 The container is in the attic.

Story

Where will Jayden look for the hat?

Question

Candidate answers

container/envelope

<analysis>

Figure 2: One example for RoleToM workflow

entities, locations, and their actions. Based only on259

the information available up to and including this260

current event, the LLM then explicitly articulates261

the protagonist’s understanding and perception of262

the situation. Finally, this articulated perspective263

is used to formulate an updated belief state Bt,264

which reflects the protagonist’s cumulative knowl-265

edge and perspective at timestamp t. This formu-266

lation involves integrating new information from267

Et with the previous belief state Bt−1 (where B0268

represents an initial empty or context-setting state),269

thereby tracking the crucial shifts in the protago-270

nist’s awareness.271

3.3 Reasoner272

The reasoner leverages the rich, temporally-273

grounded belief states generated by simulator to274

perform explicit ToM reasoning and answer tar-275

geted questions. It also employs a role-playing276

instruction for the LLM, guiding it through two277

main operational steps.278

Core Belief Summarization: After role-279

playing from simulator, the LLM is prompted to280

still embody the protagonist’ s role and summa-281

rize the core belief Bcore. In the case of factual282

questions, the reasoner just omits the former step.283

This summarization serves to achieve contextual284

condensation by reducing potentially extensive and285

detailed context into a concise representation of the286

protagonist’s most relevant knowledge and beliefs287

directly pertinent to the ToM query. Furthermore,288

this process enhances clarity, mitigating potential289

confusion that might arise from processing overlap-290

ping keywords present in the long raw sequence of291

belief states. 292

Question Answering: The reasoner proceeds 293

to perform reasoning and question answering based 294

on the core belief obtained before. Specifically, 295

the LLM is tasked to deduce what the protago- 296

nist would know, believe, or feel in response to 297

the query based on the core belief obtained before 298

and generate an answer to the ToM question that 299

is logically consistent with the whole story and 300

simulation. 301

3.4 Example 302

Figure 2 provides a step-by-step illustration of Ro- 303

leToM’s application to a sample story. The nar- 304

rative is first segmented by timestamps (simula- 305

tor step 1). For each timestamp, the simulator 306

generates a formatted belief description from the 307

protagonist’s perspective, reflecting their updated 308

knowledge (simulator step 2) at t. The reasoner 309

synthesizes these evolving beliefs into a core belief 310

summary Bcore (reasoner step 1). Subsequently, 311

the reasoner derives the answer to the ToM ques- 312

tion (reasoner step 2). The specific prompts used to 313

guide the LLM in both the simulator and reasoner 314

components are detailed in Appendix F. 315

4 Experiments 316

4.1 Overview 317

To dive into how Theory-of-Mind ability gain from 318

structured role-playing and demystify the influence 319

behind this method, we conduct RoleToM on three 320

benchmarks with ablations on simulator and rea- 321

soner perspectively, and finetuned on Llama-3.1- 322

8B-Instruct with RoleToM-generated data. More- 323
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over, we investigate the prevailing scaling law on324

ToM scenario by measuring performance on in-325

creasing gradually tokens.326

4.2 RoleToM Results327

4.2.1 Benchmarks328

We evaluated RoleToM on three benchmarks.329

ToMi (Le et al., 2019) is a dataset inspired by clas-330

sic Sally-Anne test of false belief created by using331

a stochastic rule-based algorithm that generates sto-332

ries involving two participants, an object, and a333

set of locations or containers where the object is334

moved. Each story comes with questions that have335

two different location answers. Here we use an336

updated version (Sap et al., 2022) with size 1000337

which corrects mislabeled second-order questions338

and clarifies the reference of container locations.339

BigToM (Gandhi et al., 2024) is a benchmark de-340

signed to assess a more comprehensive Theory-of-341

Mind reasoning capabilities of LLMs. BigToM en-342

compasses question types in forward and backward,343

action and belief, and true or false information sep-344

arately. We only evaluate on forward split with size345

800 of the whole dataset as well as half of the false346

beliefs samples within it.347

HiToM (Wu et al., 2023) is a benchmark designed348

to evaluate the higher-order Theory-of-Mind rea-349

soning capabilities, which involving 600 samples350

of recursive reasoning about others’ beliefs and351

thereby assessing the ability to understand complex352

mental states.353

4.2.2 Baselines354

ZeroShot: The base prompt without any explicit355

constrains or tools. We added the phrase "do not356

include any other words" at the end of the question.357

Chain-of-Thought (Wei et al., 2022): Chain-of-358

Thought (CoT) is a well-established technique that359

enhances LLMs reasoning abilities by encouraging360

them to generate intermediate reasoning steps be-361

fore arriving at a final answer.362

PercepToM (Jung et al., 2024): It first infer char-363

acters’ perceptions from an input context and aids364

in perception-to-belief inference through a perspec-365

tive context extraction step, which isolates the con-366

text perceived by the target character using a simple367

string-matching algorithm. Finally, LLMs answer368

ToM questions based on the isolated context.369

SIMTOM (Wilf et al., 2024): This method first fil-370

ters the context to include only information known371

to the character in their perspective. Subsequently,372

it prompts the LLM to answer ToM questions based373

on this filtered context. We provide detailed com- 374

parison in Appendix B. 375

4.2.3 Overall Performance 376

The evaluated models span different scales and ac- 377

cessibility: Llama-3.1-8B-Instruct and Llama-3.3- 378

70B-Instruct (Dubey et al., 2024), GPT-4 (Achiam 379

et al., 2023), Qwen2.5-7B and Qwen2.5-72B (Yang 380

et al., 2024), and Deepseek-R1 (Guo et al., 381

2025). We deployed the open source models by 382

vLLM (Kwon et al., 2023) offline and called Ope- 383

nAI or Aliyun API to access the closed source 384

models separately. 385

Our experimental results demonstrate that Role- 386

ToM consistently outperforms most existing base- 387

lines across diverse models and benchmarks. The 388

main experiments affirm RoleToM’s superiority 389

and showcase substantial improvements. RoleToM 390

improves performance by approximately 2.1% up 391

to a significant 42.6%. On larger models except for 392

reasoning model R1, like Llama-3.3-70B-Instruct 393

and GPT-4, RoleToM achieves the highest accuracy 394

on most benchmarks, notably improving ToM’ per- 395

formance by approximately 4-10 percentage. The 396

enhanced efficacy observed on all baselines in these 397

models likely stems from their more developed 398

context understanding and instruction-following 399

capabilities. On smaller models like Qwen2.5- 400

7B, RoleToM maintains superior performance with 401

75.20% on ToMi, while other methods show per- 402

formance degradation to some extent. The exclu- 403

sive deep reasoning model, R1, achieved top per- 404

formance despite marginal improvement, thereby 405

demonstrating the significant advantages conferred 406

by its capacity for profound analysis and sophisti- 407

cated multi-step reasoning. 408

While the ablation of RoleToM shows reduced 409

performance, it still outperforms perspective-taking 410

and zero-shot methods in overall, demonstrating 411

that role-playing is inherently valuable for ToM 412

reasoning. Furthermore, we evaluated the reliance 413

on simulator accuracy by having an independent 414

GPT-4o score simulated processes and manually 415

assessing 20% of samples from each benchmark. 416

See Appendix C for details please. 417

However, some unconventional results were ob- 418

served with ZeroShot baseline, on HiToM bench- 419

mark, and Qwen2.5-72B model. For instance, Per- 420

cepToM underperforms ZeroShot sometimes due 421

to its original, exclusive design for ToMi dataset 422

or Llama’ s occasional output in repeating format. 423

Concerning HiToM benchmark, which is character- 424
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Model Benchmarks Methods

ZeroShot CoT PercepToM SIMTOM RoleToM w/o simulator w/o reasoner

Llama-3.1
-8B-Inst.

ToMi 60.60 64.40 53.30 56.80 69.90 64.60 66.40
BigToM all 59.88 52.38 36.75 46.25 80.00 67.50 71.50
BigToM false all 35.50 40.50 24.25 30.75 66.75 45.00 46.00
HiToM 37.50 50.00 12.67 14.83 53.50 51.00 50.50

Llama-3.3
-70B-Inst.

ToMi 71.40 71.50 66.70 77.00 81.20 72.50 79.70
BigToM all 88.00 91.13 69.25 91.75 93.38 86.63 89.63
BigToM false all 79.75 84.75 55.50 86.25 88.25 79.00 87.75
HiToM 38.75 63.33 52.17 62.33 67.17 61.33 66.83

GPT-4

ToMi 70.50 76.30 61.50 80.60 81.70 71.90 81.90
BigToM all 88.13 90.00 70.75 91.50 94.50 86.00 93.63
BigToM false all 78.50 82.75 58.50 87.00 91.00 75.50 85.25
HiToM 54.67 11.67 35.00 60.33 60.50 60.33 60.17

Qwen2.5-7B

ToMi 62.30 61.70 68.10 59.30 75.20 71.80 72.00
BigToM all 71.00 68.38 50.75 25.38 72.50 72.25 72.13
BigToM false all 48.00 49.50 31.25 9.75 55.00 51.50 53.50
HiToM 47.08 34.50 46.50 27.33 56.33 49.00 52.83

Qwen2.5-72B

ToMi 68.70 73.30 73.70 86.50 84.80 76.60 81.60
BigToM all 79.63 90.13 68.38 82.25 83.63 78.25 83.25
BigToM false all 65.75 83.50 50.75 69.50 70.00 63.75 64.25
HiToM 57.17 25.83 48.67 63.50 60.83 61.00 60.17

DeepSeek-R1

ToMi 90.60 89.70 83.30 95.90 96.80 94.80 96.00
BigToM all 77.88 84.75 78.63 87.38 91.75 90.88 90.38
BigToM false all 74.75 80.50 61.75 81.50 89.25 85.00 79.75
HiToM 64.00 64.83 67.17 68.50 70.00 69.50 66.17

Table 1: Overall performance. Bold indicates the best performance.

ized by its emphasis on specially set high-order be-425

liefs, RoleToM is primarily designed to accurately426

simulate the unfolding of directly observable facts427

(i.e., 0th-order beliefs) rather than to specialize428

in processing such massive and confusing entities.429

This design choice is potentially more effective430

for benchmarks like ToMi and BigToM in terms431

of filtering interference noise and discerning key432

information within intricate scenarios. When per-433

forming Chain-of-Thought reasoning on numerous434

items within a story, a model becomes vulnerable435

to being led astray by the intricate details. These436

observations are discussed in detail in Appendix G.437

It is important to note that these explanations are438

specific to these anomalous cases and do not rep-439

resent a general critique of overall efficacy of the440

methods involved.441

Additionally, Figure 3 showed the instability of442

perspective-taking and CoT compared with our443

methods on the first five models in our experi-444

ments, where error bars indicate the variation. Find-445

ings from cognitive psychology align with our ob-446

servations in LLM experiments, suggesting that447

perspective-taking approaches alone may yield less448

stable or incomplete improvements in ToM capa-449

bilities, and possibly depend on specific models’450

ToMi' BigToM all HiToM
0

20

40
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80

100

Ac
cu

ra
cy
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Zero-shot
CoT
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RoleToM

Figure 3: Performance comparison between zero-shot,
perspective-taking and CoT across three benchmarks

underlying capabilities in some cases. 451

4.3 Finetuned Experiments 452

4.3.1 Experiments Overview 453

In this section, we investigate fine-tuning a small 454

model, Llama-3.1-8B-Instruct, using response data 455

generated by RoleToM from Section 3.1. We col- 456

lected responses within correct samples pool across 457

four models except Llama-3.1-8B-Instruct and R1. 458

For training data preparation, we specifically uti- 459

lized the belief summarization from the simulator 460

and responses from the reasoner as our primary 461

dialogue pairs. Training dataset statistics are in 462

Appendix A. We excluded detailed knowledge up- 463
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dates from individual timestamps, ensuring that464

training data effectively encompasses the story’s465

progression and preserves key information while466

maintaining temporal consistency.467

We conducted three experiments to evaluate the468

generalization capabilities of models fine-tuned on469

RoleToM-generated data: (1) the impact of varying470

proportions of training data from different sources,471

(2) zero-shot transfer capabilities across unseen472

benchmarks, and (3) robustness of performance473

within each benchmark. We finetuned them on474

1×NVIDIA A100 80G GPUs for 3 epochs using475

LoRA methods with rank = 8 and α = 16. The476

duration of a single fine-tuning process is approxi-477

mately 10-30 minutes.478

4.3.2 Impact of Training Data Composition479

This experiment investigates how varying propor-480

tions of different data sources affect model per-481

formance. We constructed multiple training sets482

by combining two data categories: correct outputs483

generated by RoleToM and answers labeled via a484

ZeroShot method. We set the ratio of two types485

of data to quintiles from 0 to 100% to create sev-486

eral training dataset configurations. The model was487

then fine-tuned on each mixed dataset and evalu-488

ated across all three benchmarks.489

4.3.3 Cross-Benchmark Evaluation490

We iteratively selected RoleToM-generated data491

from two benchmarks for training while reserving492

the third benchmark for testing. This rotation was493

performed three times, ensuring each benchmark494

served as the test set once while the other two pro-495

vided training data. We set the temperature for496

LLM inference to 0.3 and ran the process three497

times to obtain error bars.498

4.3.4 Random Split Evaluation within499

Benchmark500

This experiment assesses the reliability and consis-501

tency of our fine-tuning approach through within-502

benchmark evaluation. For each benchmark, we503

employed a random stratification protocol, allocat-504

ing 70% of the data for fine-tuning and 30% for505

testing. We conducted three iterations of random506

splits individually to compare the base and fine-507

tuned model performance with temperature at 0,508

with error bars shown for statistical significance.509

4.3.5 Results510

The results demonstrate fine-tuning with RoleToM-511

generated data demonstrates consistent, albeit mod-512

est and transferability capabilities. 513

Figure 4 shows that increasing the proportion 514

of RoleToM data generally leads to better perfor- 515

mance, particularly for the BigToM all metric. The 516

cross-benchmark evaluation in Figure 5 reveals that 517

the fine-tuned model consistently outperforms the 518

base model across all benchmarks, with improve- 519

ments ranging from 2-6 percentage points. Fig- 520

ure 6 further confirms steady performance gains, 521

while showed slightly small enhancement on ToMi 522

and HiToM. While the improvements are relatively 523

small in magnitude, they are notably consistent 524

across different evaluation settings, suggesting that 525

RoleToM-based fine-tuning provides reliable, if 526

incremental, enhancements to model performance. 527

4.4 Inference-time Scaling trial 528

We investigate the relationship between inference- 529

time tokens consumption (Snell et al., 2024) and 530

model performance, comparing the scaling behav- 531

ior of RoleToM against traditional CoT approaches 532

on Llama-3.1-8B-Instruct. We conducted experi- 533

ments on ToMi with token lengths of approximately 534

128, 256, 512 and 1024. We set 4 tokens for zero- 535

shot answers only. Given that full RoleToM pro- 536

duced an average of 1029 tokens, we considered 537

this output length representative of a full-scale gen- 538

eration (conceptually a 1024 token point). For sub- 539

sequent experiments, we then set maximum token 540

lengths to 256 and 512 via vLLM inference for re- 541

running. Figure 7 show that increasing the number 542

of inference tokens on Llama-3.1-8B-Instruct cor- 543

relates positively with performance improvements. 544

In contrast, similar increases in token allocation for 545

CoT methods yield relatively minimal performance 546

gains, suggesting that merely extending the reason- 547

ing chain length does not enhance ToM capabilities 548

as effectively as the character-specific simulation. 549

Results for four Llama and Qwen models presented 550

in Appendix D exhibit a similar tendency. 551

5 Discussion 552

Many studies debate whether Theory-of-Mind can 553

spontaneously emerge in LLMs (Kosinski, 2023; 554

Ullman, 2023; Sap et al., 2022), but the underly- 555

ing mechanisms remain largely unexplained due to 556

LLMs’ black-box nature and diverse yet complex 557

training methods (Yao et al., 2024).The most ad- 558

vanced reasoning LLMs, such as OpenAI-o1 and 559

Deepseek-R1, have made remarkable strides in han- 560

dling complex text tasks and mathematical prob- 561
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lems, even surpassing most human experts (Di-562

dolkar et al., 2024). Yet, these models still re-563

quire carefully curated and evaluated data, highly564

technical training schemes, external tools, reason-565

ing strategies, etc. The excellent performance of566

these models in engineering, mathematical rea-567

soning, and coding does not robustly generalize568

to social intelligence (Ullman, 2023). Addition-569

ally, no research has proven that scaling up during570

such training can enable LLMs to spontaneously571

develop robust ToM capabilities. In specific scenar-572

ios, LLMs fail at critical deduction steps in long573

narrative texts even with correct information (Sap574

et al., 2022). For example, they might acknowl-575

edge that a character is in a room while denying576

a publicly known event’s occurrence. And the ex-577

act point at which the failure occurs, leading to578
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Figure 7: Tokens scaling impact on CoT and RoleToM
for Llama-3.1-8B-Instruct

deviations in ToM performance, has not been thor- 579

oughly investigated (Jung et al., 2024). Besides, 580

more discussion concerning the impact of biases 581

introduced by training methods and especially over- 582

looked data composition on LLMs’ social intelli- 583

gence should be given greater priority. While a 584

comprehensive account of their underlying princi- 585

ples and mechanisms may be exceedingly difficult 586

to provide, offering insights upon this area would 587

be invaluable for researchers in constructing new 588

benchmarks and designing novel methodologies 589

and techniques. 590

6 Conclusion 591

In this paper, we explore how role-playing 592

influences LLMs’ Theory-of-Mind capabilities. 593

Through RoleToM approach, ablation studies and 594

fine-tuning experiments, we demonstrate the ad- 595

vantages of our approach in inference time over 596

standalone role-playing and third-person reasoning 597

methods. Though challenges remain in develop- 598

ing universal role-playing frameworks, we provide 599

valuable insights into how role-playing influences 600

LLMs’ cognitive abilities and suggest promising 601

directions for future AI development in social in- 602

telligence. 603
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7 Limitations604

First, a framework that specifically evaluates the605

simulation of LLM in non-preset or arbitrary so-606

cial scenarios should be prior to quantitatively ana-607

lyze the effect of our method. As far as we know,608

the existing benchmarks focus on evaluating preset609

story templates or scoring based on game strategies.610

These works are limited by the manually designed611

simulation templates and application scenarios, and612

fail to evaluate the simulation effect of arbitrary613

stories. In particular, there is no benchmark for614

evaluating simulation in three story scenarios of615

our evaluation datasets. Multiple variants of Ro-616

leToM can be designed based on ours to observe617

the performance of Theory-of-Mind, but a more618

comprehensive and general framework needs to be619

introduced to the community for reliable and sys-620

tematic role-playing evaluation. In our approach,621

we emphasized that developing a universal role-622

playing framework applicable to all scenarios for623

current generative LLMs is very challenging (Chen624

et al., 2024b,a; Xu et al., 2025; Hao et al., 2024).625

Current limitations exist at both ends of the spec-626

trum, for instance, smaller language models often627

struggle with basic instruction following (Kasneci628

et al., 2023), while larger models face issues related629

to training data contamination (Zhao et al., 2024).630

While achieving human-level performance remains631

beyond our current capabilities, our objective is to632

raise and highlight this topic and, as an example,633

introduce an intuitive, heuristic role-playing ap-634

proach to investigate its influence the ToM abilities635

of LLMs.636

Second, our approach consumes more tokens637

(list vs. tokens per baseline), which means it may638

be a challenge for applications with high concur-639

rency requirements. In addition, RoleToM does640

not involve explicit LLMs agent dialogue, although641

some data samples may involve dialogue, but this is642

not the focus of the dataset construction, as well as643

the experimental practice of mental ability does not644

explicitly distinguish between dialogue and non-645

dialogue if needed. The tradition is to align di-646

alogue with public events and assume that every647

involved character can grasp this fact.648
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A Training dataset statistics908

Model ToMi BigToM HiToM

Llama-3.3-70B-Inst. 812 747 403
GPT-4 817 756 363
Qwen2.5-7B 752 580 338
Qwen2.5-72B 848 669 365

Total 3229 2752 1469

Table 2: Training dataset statistics

B Differences between RoleToM and909

SIMTOM910

The fundamental differences between RoleToM911

and SIMTOM lie in their core design philosophies,912

operational complexities, and adaptive capabilities913

for reasoning tasks. SIMTOM employs a relatively914

straightforward, two-stage process: it first estab-915

lishes a character’s perspective and then generates916

an answer based on that viewpoint. This method917

relies on a fixed two-round prompt structure, at-918

tempts to capture all narrative developments in one919

go, and does not incorporate additional reasoning920

in its answering phase. In stark contrast, Role-921

ToM implements a more sophisticated and dynamic922

methodology.923

Design:924

• SIMTOM only has two rounds of prompts,925

namely perspective-taking and answering.926

First, the perspective information of a certain927

role is obtained, and then the answer is given928

based on this. There is no additional reason-929

ing technology designed for the second step930

of answering.931

• The method of RoleToM is to combine role-932

playing and step-by-step reasoning. First, the933

story scene is split by timestamps, and then934

reasoning is performed at each time node, in-935

cluding the transformation of key objects, the936

characters involved, different scene informa-937

tion and instant answers (in order to track the938

connection with the original question). Fi-939

nally, the plot of the whole story is summa-940

rized and key information is retained. The941

step-by-step reasoning here not only includes942

the update of each timestamp, but also in-943

cludes orderly disassembly of problems, sort-944

ing out the analysis process and generating945

the final answer.946

Prompt Structure: 947

• SIMTOM has only two fixed rounds, the key 948

to SIMTOM is a single perspective-taking and 949

attempts to capture all plot changes of the 950

story at one time. 951

• RoleToM will change according to the com- 952

plexity of the story, atomically perform multi- 953

step role-playing, and additionally summarize 954

the step-by-step process for reasoning. 955

The motivation behind RoleToM’s more elabo- 956

rate architecture is to better equip language mod- 957

els, particularly those with fewer parameters, to 958

navigate and interpret complex information and 959

high-order beliefs—challenges where simpler ap- 960

proaches might prove insufficient. Moreover, Role- 961

ToM’s strategy of summarizing its detailed simula- 962

tion process effectively mitigates potential issues 963

such as excessive context length and information 964

redundancy. 965

C Reliance on Simulator Accuracy 966

Since RoleToM’s reasoning depends on the simula- 967

tor’s ability to correctly segment events and track 968

belief updates, we conducted evaluation study on 969

simulator’ s accuracy. Specifically, we used an ad- 970

ditional independent GPT-4o to score the processes 971

simulated by the simulator and manually scored 972

the accuracy of 20% of the random samples from 973

each benchmark. Scores range from 1 to 5, and the 974

human annotation procedure was done by one of 975

the authors. We compared results of the two, show- 976

ing that the accuracy and stability of the simulation 977

process are close to the level of human scoring, but 978

there are still differences. This shows that there 979

is room for improvement within the simulator, but 980

the conclusion that the model of step-by-step role- 981

playing and then reasoning is effective still holds. 982

983

D Tokens scaling on Llama and Qwen 984

series 985

Please see Figure 8 below. 986

E Probing Rectification 987

We reproduce the probing methodology to extract 988

answers from SIMTOM framework. However, 989

it required modifications due to several factors. 990

While we ran evaluations on ToMi and BigToM, 991

we encountered challenges when applying original 992
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Figure 8: Tokens scaling impact on CoT and RoleToM

Model Benchmarks Judge

GPT-4o Human

Llama-3.1-
8B-Inst.

ToMi 3.99 4.05
BigToM all 4.00 4.30
false all 3.84 3.85
HiToM 3.68 3.98

Llama-3.3-
70B-Inst.

ToMi 4.56 4.65
BigToM all 4.67 4.97
BigToM false all 4.41 4.42
HiToM 4.36 4.66

GPT-4

ToMi 4.58 4.65
BigToM all 4.73 4.83
BigToM false all 4.55 4.56
HiToM 4.03 4.33

Qwen2.5-7B

ToMi 4.26 4.30
BigToM all 3.62 3.92
BigToM false all 2.75 2.76
HiToM 3.32 3.62

Qwen2.5-72B

ToMi 4.74 4.84
BigToM all 4.18 4.48
BigToM false all 3.50 3.51
HiToM 3.54 3.84

Deepseek-R1

ToMi 4.78 4.96
BigToM all 4.61 4.98
BigToM false all 4.56 4.86
HiToM 4.34 4.78

Table 3: Accuracy score of simulated process in Role-
ToM

prompting methods to newer models. The original 993

approach, which used "choose from the follow- 994

ing" prompts and judged whether correct answers 995

appeared in the model’s complete output, proved 996

inadequate for all models we evaluated. Some mod- 997

els tend to generate detailed analytical responses 998

rather than direct answers, which included both 999

choices appear in the long context and made the 1000

original detection method unreliable. For instance, 1001

when evaluating GPT-4 using ZeroShot, we ob- 1002

served an unusually high accuracy of 94% on ToMi 1003

with detailed analyses of each response. To address 1004

these issues, we adopted different strategies based 1005

on model accessibility. For closed-source mod- 1006

els, we implemented a two-stage approach: first, 1007

obtaining the initial response to the question, and 1008

then requesting a concise final answer without ad- 1009

ditional commentary. For open-source models, we 1010

utilized the vLLM inference engine’s GuidedDe- 1011

codingParams method to constrain output formats, 1012

ensuring consistent and comparable responses. We 1013

mainly tested them between November 2024 and 1014

January 2025. 1015

F Full Prompt of RoleToM 1016

The note part is adapted from HiToM (Wu et al., 1017

2023) prompt. 1018
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F.1 Template1019

1020

Simulator:

• You are <name>.
You are presented with a record of
events, described in time order by
a bystander. This bystander has
observed all events, including
details that you may or may not know.
<Story>
<Question>
To minimize bias and prevent
misleading conclusions, your task
is to reconstruct your knowledge
step by step before addressing the
question directly. Follow the steps
below:
(1) Divide the story by timestamps
or clear time markers: Break the
story into discrete events, noting
the specific timestamp or sequence
when each occurred.
(2) For each timestamp or event:
Explain your knowledge available at
that point in the story, while
identifying any potentially
irrelevant information.
Determine what your choice would be
regarding the question at that
specific time and explain your
reasoning.
Note: Each agent only knows what
they have observed directly or
through communication and direct
interaction. If not explicitly
stated that something was unnoticed
or unseen, an agent is assumed to
know everything that occurs and
every objects at a location from
the time they enter until the time
they leave.
By completing these steps, ensure
your reasoning and conclusions are
transparent and rooted in the
temporal sequence of the events.
Please answer in the following format,
completing all items ending with "_1"
and adding more if necessary. Keep
your words concise, but sufficient
to restore the whole story:
{

1021

"timestamp_1":{
"people involved": "person_1, ",

"objects": "object_1, ",
"actions": "action_1",
"my knowledge": "belief_1",
"answer and why": "reason_1,
Answer:<option_1>"

}
}

• <agent_full_knowledge>

1022

Reasoner:

•• Based on your knowledge, what' s
your answer and reason? Please respond
in the following structured format:
{{

"question": "Restate the full
question context here to ensure
accuracy and avoid misunder-
standings.",
"reason": "Provide a clear and
concise explanation for your
answer, rooted in the knowledge
and reasoning available."

"answer": "Based on my perspective,
the answer is <option>.",

}}

• Based on the previous conversation,
summarize your response to the
following question:
<Question>
Instructions:
Output one and only one of the
candidate answers.
Do not include any additional words,
explanations, or formatting. Only
provide the chosen answer in plain
text.

1023

F.2 Example 1024

Simulator:

• You are Jayden.
You are presented with a record of
events, described in time order by a
bystander. This bystander has observed
all events, including details that

1025
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you may or may not know.
1 Jayden entered the attic.
2 Hannah entered the attic.
3 The hat is in the envelope.
4 The envelope is in the attic.
5 Jayden exited the attic.
6 Jayden entered the attic.
7 Hannah moved the hat to the
container.
8 The container is in the attic.
There is a Quesiton:
Where will Jayden look for the hat?
Choose from the following:
container, drawer
...
Please answer in the following format,
completing all items ending with "_1"
and adding more if necessary. Keep
your words concise, but sufficient
to restore the whole story:
{

"timestamp_1":{
"people involved": "person_1, ",

"objects": "object_1, ",
"actions": "action_1",
"my knowledge": "belief_1",
"answer and why": "reason_1,
Answer:<option_1>"

}
}

• {
"timestamp_1":{

"people involved": "Jayden",
"objects": "attic",

"actions": "Jayden entered the
attic",

"my knowledge": "Jayden is in
the attic",

"answer and why": "No information
about the hat yet, Answer: N/A"

},
"timestamp_2":{

"people involved": "Hannah",
"objects": "attic",

"actions": "Hannah entered the
attic",

"my knowledge": "Both Jayden and
Hannah are in the attic",
"answer and why": "Still no
information about the hat,

1026

Answer: N/A"
},
"timestamp_3":{

"people involved": "None
directly",
"objects": "hat, envelope",

"actions": "The hat is in the
envelope",
"my knowledge": "The hat is

inside the envelope, but location
of envelope unknown to Jayden",
"answer and why": "Jayden does
not know the location of the
envelope yet, Answer: N/A"

},
"timestamp_4":{

"people involved": "None
directly",

"objects": "envelope, attic",
"actions": "The envelope is in

the attic",
"my knowledge": "The envelope,
and thus the hat, is in the attic.
Jayden is aware since he is in
the attic.",

"answer and why": "Jayden knows
the hat is in the

envelope in the attic, Answer:
envelope"

},
"timestamp_5":{

"people involved": "Jayden",
"objects": "attic",

"actions": "Jayden exited the
attic",

"my knowledge": "Jayden left the
attic, last known location of
the hat was in the envelope in
the attic",

"answer and why": "Jayden last
saw the hat in the envelope in
the attic, Answer: envelope"

},
"timestamp_6":{

"people involved": "Jayden",
"objects": "attic",

"actions": "Jayden entered the
attic again",
"my knowledge": "Jayden re-
entered the attic, still

1027
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believes the hat is in the
envelope",

"answer and why": "Jayden still
believes the hat is in the

envelope in the attic, Answer:
envelope"

},
"timestamp_7":{

"people involved": "Hannah",
"objects": "hat, container",

"actions": "Hannah moved the hat
to the container",

"my knowledge": "Jayden does not
see this action; he still
believes the hat is in the
envelope",
"answer and why": "Jayden is

unaware of the hat's new location,
still believes it's in the
envelope,
Answer: envelope"

},
"timestamp_8":{

"people involved": "None
directly",

"objects": "container, attic",
"actions": "The container is in

the attic",
"my knowledge": "Jayden does not
know the hat has been moved to
the container",

"answer and why": "Jayden still
believes the hat is in the
envelope, Answer: envelope"

}
}

1028

Reasoner:

• Based on your knowledge, what' s
your answer and reason? Please respond
in the following structured format:
{{

"question": "Restate the full
question context here to ensure
accuracy and avoid
misunderstandings.",
"reason": "Provide a clear and
concise explanation for your
answer, rooted in the knowledge
and reasoning available."

1029

"answer": "Based on my perspective,
the answer is <option>.",

}}

• {
"question": <Question>,

"reason": "Based on the sequence of
events, Jayden last knew that the
hat was in the envelope when he was
in the attic. He exited and re-

entered the attic without observing
Hannah moving the hat to the

container. Therefore, Jayden's last
known location of the hat is still
the envelope.",

"answer": "Based on my perspective,
the answer is envelope."

}

• Based on the previous conversation,
summarize your response to the
following question:
Where will Jayden look for the hat?
Instructions:
Output one and only one of the
candidate answers. Do not include
any additional words, explanations,
or formatting. Only provide the
chosen answer in plain text.

• Based on the full context of the story
and the given beliefs, Jayden will
look for the hat in the container.
Here's the reasoning:

1. Jayden entered the attic (Step 1)
and knew the envelope was in the
attic (Step 4).
2. Jayden exited the attic (Step 5)
and then re-entered (Step 6).
3. While Jayden was not in the attic,
Hannah moved the hat from the
envelope to the container (Step 7).
4. The container is in the attic
(Step 8).

Since it is not explicitly stated that
Jayden did not notice the movement of
the hat by Hannah, and given that
agents are assumed to know everything
that occurs in a location from the
time they enter until the time they

1030
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leave, Jayden would be aware that the
hat is now in the container. Therefore,
Jayden will look for the hat in the
container.

1031

G Counterintuitive cases in main1032

experiments1033

Some cases in main experiments have undergone1034

several counterintuitive results. It’s noted that cer-1035

tain results in Table 1 depict ZeroShot, the sim-1036

plest baseline, occasionally outperforming other1037

baseline methods. This phenomenon, while seem-1038

ingly counterintuitive, could be attributed to sev-1039

eral factors specific to model behaviors and base-1040

line characteristics, rather than indicating a general1041

superiority of ZeroShot approach. We observed1042

instances of out-of-distribution outputs from cer-1043

tain models. For example, Llama-series sometimes1044

tend to continue completing options presented in1045

the question rather than providing a direct answer.1046

Smaller models, in some cases, produced answers1047

with internal logical inconsistencies that were not1048

rectified by re-prompting or slight modifications to1049

the prompt wording.1050

As to Qwen-2.5-72B case, which have under-1051

gone prior training of reasoning pattern, was ob-1052

served thet it spontaneously incorporated CoT-like1053

reasoning steps even when interfacing with simpler1054

baselines. This spontaneous combination of meth-1055

ods did not consistently lead to improved outcomes,1056

as the integration of different approaches does not1057

always ensure stable performance enhancements;1058

indeed, individual methods inherently possess cer-1059

tain error rates.1060

The PercepToM baseline, in particular, some-1061

times performed abnormally lower than ZeroShot.1062

This might be contextualized by its original de-1063

sign, which was specifically tailored for the ToMi1064

dataset. Given that the original ToMi dataset is1065

known to contain few systematic errors and incor-1066

rect answers, applying PercepToM (which is sen-1067

sitive to this dataset’s nuances) can lead to perfor-1068

mance deviations when compared to a more general1069

approach like ZeroShot.1070

17


	Introduction
	Related Works
	Theory-of-Mind on Large Language Models
	LLMs-based Agents for Role-Playing

	RoleToM
	Method Overview
	Simulator
	Reasoner
	Example

	Experiments
	Overview
	RoleToM Results
	Benchmarks
	Baselines
	Overall Performance

	Finetuned Experiments
	Experiments Overview
	Impact of Training Data Composition
	Cross-Benchmark Evaluation
	Random Split Evaluation within Benchmark
	Results

	Inference-time Scaling trial

	Discussion
	Conclusion
	Limitations
	Training dataset statistics
	Differences between RoleToM and SIMTOM
	Reliance on Simulator Accuracy
	Tokens scaling on Llama and Qwen series
	Probing Rectification
	Full Prompt of RoleToM
	Template
	Example

	Counterintuitive cases in main experiments

