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#### Abstract

Though current Seq2Seq summarization models are capable of generating fluent and grammatical summaries, they are still suffering from the unfaithful generation problem. In this paper, we study the faithfulness of existing systems from a new perspective of factual robustness which is the ability to correctly generate factual information over adversarial unfaithful information. We first define the measurement of a model's factual robustness as its success rate to defend against adversarial attacks when generating factual information. The factual robustness analysis on a wide range of current systems shows its good consistency with human judgments on faithfulness. Inspired by these findings, we propose to improve a model's faithfulness by enhancing its factual robustness. Specifically, we propose a novel training strategy, namely FRSUM, which teaches the model to defend against both explicit adversarial samples and implicit factual adversarial perturbations. Extensive automatic and human evaluation results show that FRSUM consistently improves the faithfulness of various Seq2Seq models, such as T5, BART and PEGASUS, and reduces up to $41 \%$ target errors in summaries.


## 1 Introduction

Abstractive summarization aims to produce fluent, informative, and faithful summaries for a given document. Benefited from large-scale pre-training techniques, recent abstractive summarization systems are able to generate fluent and coherent summaries (Dong et al., 2019; Lewis et al., 2020; Xiao et al., 2020; Zhang et al., 2020a). However, challenges remain for this task. One of the most urgent problems is that neural Seq2Seq-based models tend to generate unfaithful content, which seriously limits their applicability (Kryscinski et al., 2019). An earlier study observes nearly $30 \%$ of summaries suffer from this problem on the Gigawords dataset (Cao et al., 2018), while recent large-scale human
evaluation concludes that $60 \%$ of summaries by several popular models contain at least one factual error on XSum and CNN/DM datasets (Pagnoni et al., 2021). These findings push the importance of improving faithfulness of summarization to the forefront of research.

Many recent studies focus on improving the faithfulness of summarization models, which can be mainly divided into three categories. The first type modifies the model architecture to introduce pre-extracted guidance information as additional input (Cao et al., 2018; Dou et al., 2021; Zhu et al., 2021), while the second type relies on a post-editing module to correct the generated summaries (Dong et al., 2020a; Chen et al., 2021). The last type takes advantages of auxiliary tasks like entailment (Li et al., 2018) and QA (Question Answering) (Huang et al., 2020; Nan et al., 2021) on faithfulness. Different from previous studies, this work focuses on refining the training strategy of Seq 2 Seq models to improve their faithfulness universally without involving any extra parameters, post-editing procedures and external auxiliary tasks.

In this paper, we study the faithfulness problem of Seq2Seq models from a new perspective of factual robustness, which is the robustness of generating factual information. We first define factual robustness as the model's ability to correctly generate factual information over adversarial unfaithful information. Following this definition, we analyze the factual robustness of a wide range of Seq2Seq models by measuring their success rate to defend against adversarial attacks when generating factual information. The analysis results (see Table 1) demonstrate good consistency between models' factual robustness and their faithfulness by human judgments, and also reveal that current models are vulnerable to generate different types of unfaithful information. For example, the robustness of generating numbers in the XSum dataset
for most Seq2Seq models is very weak. Inspired by the findings above, we propose a novel faithful improvement training strategy, namely FRSUM, which improves a model's faithfulness by enhancing its factual robustness. Concretely, FRSUM teaches the model to defend against adversarial attacks by a novel factual adversarial loss, which constrains the model to generate correct information over the unfaithful adversarial samples. To further improve the generalization of FRSUM, we add factual adversarial perturbation to the training process which induces the model to generate unfaithful information. In this way, FRSUM not only requires the model to defend against explicit adversarial samples but also insensitive to implicit adversarial perturbations. Thus, the model becomes more robust in generating factual spans, and generates fewer errors during inference. Moreover, the FRSUM is adaptive to all Seq2Seq models.

Extensive experiments on several state-of-theart Seq2Seq models demonstrate the effectiveness of FRSUM, which improves the faithfulness of various Seq2Seq models while maintaining their informativeness. Besides automatic evaluation, we also conduct fine-grained human evaluation to analyze different types of factual errors. The human evaluation results also show that FRSUM greatly reduces different types of factual errors. Especially, when applying on T5, our method reduces $23.0 \%$ and $41.2 \%$ of target factual errors on the XSum and CNN/DM datasets, respectively. Our contributions can be summarized as the following three points:

- We study the problem of unfaithful generation from a new perspective, factual robustness of Seq2Seq models, which is found consistent with faithfulness of summaries.
- We propose a new training method, FRSUM, which improves the factual robustness and faithfulness of a model by defending against both explicit and implicit adversarial attacks.
- Extensive automatic and human evaluations validate the effectiveness of FRSUM and also show that FRSUM greatly reduces different types of factual errors.


## 2 Related Work

### 2.1 Faithfulness of Summarization

Studies of faithfulness mainly focus on how to improve the faithfulness of an abstractive summarization model. Though it is challenging, some recent
works prose various methods to study this problem, which can be summarized as following. One of a typical methods use pre-extracted information from input document as additional input (Dou et al., 2021), like triplet (Cao et al., 2018), keywords (He et al., 2020), knowledge graph (Huang et al., 2020; Zhu et al., 2021) or extractive summaries (Dou et al., 2021). These methods encourage the model to copy from the faithful guidance information. Another type of popular method focuses on designing a post-editing module, like QA model (Dong et al., 2020a), Seq2Seq-based editing model (Chen et al., 2021), to correct the generated errors. But these methods are harmful to the informativeness of original summaries. Some other works apply RL (Reinforcement Learning) based methods, especially policy gradient, which utilize a variety of factual-relevant tasks for calculating rewards, such as information extraction (Zhang et al., 2020b), entailment (Li et al., 2018), QA (Huang et al., 2020; Nan et al., 2021). This type of methods suffer from high-variance training of RL.

### 2.2 Adversarial Attacks for Text

Though DNNs (deep neural networks) have shown significant performance in various tasks, a series of studies have found that adversarial samples by adding imperceptible perturbations could easily fool DNNs (Szegedy et al., 2014; Goodfellow et al., 2015). These findings not only reveal potential security threats to DNN-based systems, but also show that training with adversarial attacks can enhance the robustness of a system (Carlini and Wagner, 2017). Recently, a large amount of studies focus on adversarial attacks for a variety of NLP tasks, such as text classification (Ebrahimi et al., 2018; Gil et al., 2019), question answering (Jia and Liang, 2017; Gan and Ng, 2019) and natural language inference (Minervini and Riedel, 2018; Li et al., 2020). Because of the discrete nature of language, these works mainly apply the methods of inserting, removing, or deleting different levels of text units (char, token, sentence) to build adversarial samples (Ren et al., 2019; Zang et al., 2020). Besides the aforementioned language understating tasks, some recent works also apply adversarial attacks on language generation. Cheng et al. (2019) applies adversarial attacks on both encoder and decoder to improve the performance of translation. Seq2Sick focuses on designing adversarial samples to attack SeqSeq models for evaluating their robustness on


Figure 1: illustrates the procedure of an adversarial attack on a two-token entity span. After extracting a factual span $s$, a factual prompt $p_{s}$, and a set of corresponding adversarial samples $A_{s}$, we calculate the probability of generating $s$ and spans in $A_{s}$ given $p_{s}$. Based on the probability, we check whether this attack succeed by Equation 3.
informativeness (Cheng et al., 2020). Compared with previous works, we are the first to study the problem of unfaithful generation from the perspective of robustness.

## 3 Factual Robustness on Seq2Seqs

In this section, we introduce the definition and measurement of factual robustness. The factual robustness is defined as the ability of a Seq 2 Seq model to correctly generate factual information over adversarial unfaithful information. We adopt a process similar to adversarial attacks to measure the factual robustness of a Seq2Seq model. Extended from the conventional adversarial attack framework, we take the generation process of a factual information span as the target for attack. After constructing a set of adversarial samples, we check whether an attack succeeds by comparing the generation probabilities between the span and adversaries. We then define the measurement of factual robustness as the success rate of a model to defend against these attacks in a corpus. Following this definition, we measure the factual robustness of current models and analyze their relations with faithfulness.

### 3.1 Measurement of Factual Robustness

In this section, we measure the factual robustness of Seq2Seqs by adversarial attacks. Though adversarial attack has been well-studied in classification tasks, it is not straightforward to be directly applied in text generation models. Different from attacking on a single label prediction in classification tasks, we consider the multi-step token predictions when generating a span of information.

Given a document $x$ and its reference summary $y=\left\{y_{1}, y_{2}, \ldots, y_{m}\right\}$, we define a factual span as the elementary unit of factual information, which is utilized as the target for factual adversarial attack.
Factual Span and Factual Prompt We define a factual span $s$ as a span of tokens that represents a piece of specific factual information, which can represent various types of facts. As the first study on factual robustness, we only analyze entity and number spans which are the most common types of information errors in existing summarization models. After extracting a factual span $s$, we define the prefix before $s$ in the reference $y$ as factual prompt $p_{s}$, base on which the model should generate span $s$ correctly.
Adversarial Sample $s^{a}$ is a span that make the information $\left[p_{s}, s^{a}\right]$ contradict with the input $x$. It is used to attack the generation process of $s$. Previous study finds that intrinsic hallucinations are the most frequent factual errors in Seq2Seq models (Maynez et al., 2020). This kind of factual errors usually occurs when the model confuses other information presented in the input document with the target information during generation. Thus, in this study, we construct a set of adversarial samples $A_{s}$ by extracting entity and number spans from the source document $x$ that are irrelevant with the target span s: $A_{s}=\left\{s^{a} \mid s^{a} \in x \& s^{a} \neq s\right\}$ to introduce intrinsic hallucinations.
Adversarial Attack We measure factual robustness by an adversarial attack process utilizing the above adversarial samples. Specifically, given the input $x$ and a factual prompt $p_{s}$, we apply adversarial attack on the process of auto-regressively

| System | XSum |  |  |  | CNN/DM |  |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Mix\% $\downarrow$ | Ent $\% \downarrow$ | Num $\% \downarrow$ | R-L $\uparrow$ | Incor $\% \downarrow$ | Mix $\% \downarrow$ | Ent $\% \downarrow$ | Num $\% \downarrow$ | R-L $\uparrow$ | Incor\% $\downarrow$ |
| TransS2S | 49.6 | 54.0 | 52.1 | 23.7 | 96.9 | 43.3 | 50.8 | 40.5 | 36.9 | 74.8 |
| BERTSum | 40.1 | 36.0 | 47.2 | 30.5 | 83.7 | 33.4 | 36.2 | 29.5 | 39.0 | 27.2 |
| T5 | 37.3 | 33.2 | 43.4 | 33.0 | 82.0 | 36.4 | 39.9 | 31.9 | 40.2 | 26.7 |
| BART | 26.7 | 25.0 | 31.6 | 36.8 | 66.7 | 29.0 | 32.2 | 23.8 | 40.5 | 24.7 |
| PEGASUS | 22.4 | 20.0 | 29.0 | 38.4 | 60.7 | 28.3 | 29.6 | 22.2 | 40.5 | 13.3 |

Table 1: reports the factual robustness of different systems on CNN/DM and XSum datasets. Ent\% and Num\% are the $E$ of entity and number spans, respectively. Mix\% is the average success rate $E$ of attacking both the number and entity spans. R-L is the abbreviation of ROUGE-L listed aside for reference. Incor\% is incorrect ratio of generated summaries annotated by human. The Pearson Correlation Coefficient and Spearman Correlation Coefficient between Mix $\%$ and Inroc $\%$ are 0.57 and 0.66 , respectively.
generating $s$ by using the adversarial samples in $A_{s}$. In every generation step, we check whether the model has the highest probability to generate the prefixs of $s$. Following conditional probability, in step $t$, the probability of generating the first $t$-token prefix of $s(t \leq|s|,|s|$ denotes the length of $s)$ is:

$$
\begin{equation*}
p\left(s_{1: t} \mid p_{s}, x, \theta\right)=\prod_{i=1}^{t} p\left(s_{i} \mid s_{1: i-1}, p_{s}, x, \theta\right) \tag{1}
\end{equation*}
$$

where $s_{t}$ and $s_{1: t}$ are respectively the $t$-th token and first $t$-token of $s$, and $\theta$ denotes the model parameters. In the following, Equation 1 is abbreviated as $p\left(s_{1: t}\right)$. Based on the definition of $p$, we compare the probability of generating the prefixs of the target factual span $s_{1: t}$ and adversarial samples $s_{1: t}^{a}$ as:

$$
\begin{equation*}
d_{t}\left(s, A_{s}\right)=\max _{s^{a} \in A_{s}}\left(\max \left(p\left(s_{1: t}^{a}\right)-p\left(s_{1: t}\right), 0\right)\right) \tag{2}
\end{equation*}
$$

which measures the tendency of generating unfaithful spans in adversarial samples over the factual span. To measure the full generation process, we average the probability contrast $d_{t}\left(s, A_{s}\right)$ of the total $|s|$ generation steps:

$$
\begin{equation*}
d\left(s, A_{s}\right)=\frac{1}{|s|} \sum_{t=1}^{|s|} d_{t}\left(s, A_{s}\right) \tag{3}
\end{equation*}
$$

For the adversarial samples with different length $\left|s^{a}\right| \neq|s|, s^{a}$ is truncated or padded to $|s|$. The probability of generating the padded token is set to 0 . In this way, every step we compare the probability of generating prefixes of spans with the same length. In any step, if a prefix in adversarial samples has a higher probability, then $d\left(s, A_{s}\right)>0$, indicating the success of this adversarial attack. An example of a successful adversarial attack is illustrated in Figure 1. In the first step, the model has a
higher probability of generating the token " Galib" in adversarial samples instead of "Alan", so the adversarial attack succeed.
Factual Robustness Following the definition above, we measure the factual robustness of a model via its success rate of adversarial attack in the corpus level. Given a test set $D$ containing $N$ samples and a model with parameters $\theta$, following Equation 3, the success rate of adversarial attack on $D$ is defined as:

$$
\begin{equation*}
E=\frac{\sum_{x, y \in D} \sum_{s \in y} \mathbb{1}\left[d\left(s, A_{s}\right)>0\right]}{\sum_{y \in D} C_{s}(y)} \tag{4}
\end{equation*}
$$

where $C_{s}(y)$ is the number of factual spans in the reference $y$, and $\mathbb{1}$ is the indicator function. Obviously, lower $E$ indicates better factual robustness

### 3.2 Factual Robustness and Faithfulness

After we define the measurement of factual robustness in Equation 4, we apply it to measure current SOTA Seq2seq summariation systems and analyse its relations with faithfulness. We report both factual robustness and faithfulness of models in different datasets in Table 1. Details about these models and datasets are introduced in Section 5. We evaluate the factual robustness of two different kinds of factual spans, i.e. entity and number. Their corresponding success rates of adversarial attacks are denoted as Ent\% and Num\%. Mix\% is the average success rate of attacking both entity and number spans. Incor\% denotes the ratio of unfaithful summaries annotated by human ${ }^{1}$.

From the number of $\mathrm{Mix} \%$ and Incor\% reported in Table 1, we can conclude that factual robustness and faithfulness have good consistency: the more

[^0]factually robust the model is (lower Mix\%) the better faithfulness the generated summaries (lower Incor\%). Specifically, the Pearson Correlation Coefficient and Spearman Correlation Coefficient between factual robustness (Mix\%) and faithfulness (Incor $\%$ ) are 0.57 and 0.66 , respectively, which also show the great potential of utilizing factual robustness for faithfulness assessment. We also draw several other conclusions based on the results. Firstly, considering the simplicity of our adversarial samples, current systems are still vulnerable in factual robustness. Even current SOTA models PEGASUS and BART fail to defend nearly $30 \%$ of the attacks. It can be further supposed that these models will have a lower factual robustness when defending against stronger adversarial samples. Secondly, a better pre-training strategy not only largely improves ROUGE scores but also improves the factual robustness and faithfulness, which is also confirmed by human evaluations (Maynez et al., 2020). Lastly, different types of factual spans perform differently in respective of factual robustness. Generating numbers are more challenging in XSum than CNN/DM because it requires the model to comprehend and rewrite the numbers in the summaries rather than just copying them from the input.

## 4 FRSUM

In the previous section, we introduce factual robustness and reveal its relation with faithfulness. We also discover that current systems are not robust enough in generating factual spans. Based on these findings, it is natural to improve a model's faithfulness by enhancing its factual robustness. Thus, we propose FRSUM, which is a training strategy to improve the faithfulness of Seq2Seqs models by enhancing their factual robustness. FRSUM is composed of factual adversarial loss and factual adversarial perturbation. Factual adversarial loss encourages the model to defend against explicit adversarial samples. Factual adversarial perturbation further applies implicit factual-relevant adversarial permutations to the previous procedure to enhance the factual robustness. We follow the notations in Section 3 to introduce FRSUM in details.

FRSUM can be applied to all kinds of Seq2Seq models which are composed of an encoder and a decoder. Following the common Seq 2 Seq architecture, we apply Negative Likelihood Loss (NLL) in the training process to generate fluent summaries. Given a document $x$ and its reference $y$, the encoder
first encodes input document $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ into hidden representations $h=\left(h_{1}, h_{2}, \ldots, h_{n}\right)$. After that, the decoder computes the NLL based on $h$ and $y$ :

$$
\begin{equation*}
\mathcal{L}_{n l l}(\theta)=-\frac{1}{m} \sum_{t=1}^{m} \log p\left(y_{t} \mid y_{<t}, h, \theta\right) \tag{5}
\end{equation*}
$$

### 4.1 Factual Adversarial Loss

In addition to NLL, we further propose factual adversarial loss to enhance the model's factual robustness. As introduced in Section 3, we apply the success rate of adversarial attack $E$ to measure a model's factual robustness. Similarly, we can also optimize $E$ to enhance factual robustness. Because Equation 4 is discrete and intractable for direct optimization, we apply the probability contrast between $s$ and $A_{s}$ (as in Equation 2) for optimization instead. We first modify the probability contrast between two samples $s$ and $s^{a}$ by further adding a constant margin $\gamma$ to adjust the degree of contrast:

$$
d_{t}\left(s^{a}, s, \gamma\right)=\max \left(l p\left(s_{1: t}^{a}\right)-l p\left(s_{1: t}\right)+\gamma, 0\right)
$$

where $l p$ denotes the logarithm of the original $p$, $t$ denotes the $t$-th generation step, consisting with previous sections. In this way, we encourage the model to generate faithful content over the adversaries by a margin in probability. Then, we expand the above pairwise probability contrast to a set of adversarial samples $A_{s}$ and further compute the factual adversarial loss:

$$
\begin{equation*}
\mathcal{L}_{f a}=\frac{1}{C_{s}(y)} \sum_{s \in y} \frac{1}{|s|} \sum_{t=1}^{|s|} \max _{s}{ }^{a} \in A_{s}(t)\left(s^{a}, s, \gamma\right) \tag{6}
\end{equation*}
$$

### 4.2 Factual Adversarial Perturbation

Besides defending against explicit adversarial samples, we further apply implicit adversarial perturbations to enhance generalization of factual robustness (Madry et al., 2018). We propose factual adversarial perturbations and add it to the training process, which induce the model to have a higher probability to generate unfaithful information. In this way, FRSUM not only requires the model to defend against explicit adversarial samples but also insensitive to implicit adversarial perturbations. Formally, the purpose of the perturbation is to disturb the generation of factual span $s$ as much as possible. We measure the quality of generating factual span $s$ by its NLL loss given the factual prefix $p_{s}$ :

$$
\begin{equation*}
l_{s}(\theta, h)=-\sum_{t=1}^{|s|} \log p\left(s_{t} \mid s_{1: t-1}, p_{s}, h, \theta\right) \tag{7}
\end{equation*}
$$

$$
366
$$

For the simplicity of implementation, we add perturbation $\delta=\left[\delta_{1} \ldots, \delta_{n}\right]$ on the encoded hidden states $h$. Following the definition of adversarial perturbation, the expected perturbation should satisfy the following condition:

$$
\begin{equation*}
\delta=\underset{\delta^{\prime},\left\|\delta^{\prime}\right\| \leq \epsilon}{\arg \max } l_{s}\left(\theta, h+\delta^{\prime}\right) \tag{8}
\end{equation*}
$$

where $\epsilon$ is an arbitrarily small variable. We follow Goodfellow et al. (2015) to approximate $\delta$ by the first-order derivative of $l_{s}$, because the exact solution for $\delta$ is intractable in deep neural networks:

$$
\begin{gather*}
\delta=\nabla_{h} l_{s}(\theta, h) /\left\|\nabla_{h} l_{s}(\theta, h)\right\|  \tag{9}\\
\widehat{h}=h+\tau * \delta \tag{10}
\end{gather*}
$$

where $\widehat{h}$ is the hidden representation after perturbation, and $\tau$ is the update step. After getting the perturbated hidden state $\widehat{h}$, we replace $h$ with it to predict the probability of generating $s$ and $s^{a}$ to compute a new $\mathcal{L}_{f a}^{p}$ under perturbation by Equation 6.

### 4.3 Training Procedure

The overall loss function of FRSUM is:

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{n l l}+\eta * \mathcal{L}_{f a}^{p} \tag{11}
\end{equation*}
$$

where $\eta \in[0,1]$ balances the NLL and factual adversarial loss. We gradually increase the difficulties of training by slowly increasing $\tau$ in Equation 10:

$$
\begin{equation*}
\tau=\min (\max ((\text { epoch }-S), 0) * 0.1,0.5) \tag{12}
\end{equation*}
$$

where epoch is the number of current training epoches and $S$ is the start epoch that we use explicit adversarial perturbations. When epoch is larger than $S, \tau$ is gradually increased till the maximum of 0.5 for perturbations.

## 5 Experiment Setup

In this section, we describe the datasets of our experiments and various implementation details.

### 5.1 Datasets

XSum XSum (Narayan et al., 2018) is a news dataset for extreme summarization, which requires the model to summarize a news document with only one sentence. Due to its abstractiveness, current summarization models perform poorly on faithfulness (Maynez et al., 2020) on XSum.
CNN/DM CNN/DM is a news dataset with multisentence summaries. Compared with XSum,

CNN/DM is relatively more extractive and current models perform better on faithfulness on this dataset (Maynez et al., 2020; Pagnoni et al., 2021).

### 5.2 Automatic Metric

We evaluate FRSUM automatically by both informative and factual metrics.
Factual Metric We evaluate the faithfulness of the generated summaries by FactCC (Kryscinski et al., 2020). Although there are several other factual metrics, recent large-scale human evaluation discovers that FactCC correlates best with human judgments on both CNN/DM and XSum, and also reports that different metrics even negatively correlate with each other (Pagnoni et al., 2021) .
Informative Metric We evaluate the informativeness of generated summaries using ROUGE $F_{1}$ (Lin, 2004). Specifically, we use ROUGE-1, ROUGE-2 and ROUGE-L.

### 5.3 Baselines

We evaluate FRSUM on extensive baseline systems. As pre-training significantly improves the performance of Seq2seqs, we mainly evaluate FRSUM on SOTA pre-trained models. For non-pretrained model, we select vanilla Transformer (Vaswani et al., 2017) based Seq2Seq model (TranS2S) as the representative. For pre-trained models, we select the following models: partially pre-trained model, BertSumAbs (Liu and Lapata, 2019); unified petrained model for both language understanding and generation, T5 (Raffel et al., 2019); pre-trained model for language generation tasks, BART (Lewis et al., 2020); pre-trained model specifically for summarization, PEGASUS (Zhang et al., 2020a). We fine-tune these models based on the pre-trained checkpoints. We also compare against other universal faithfulness improvement methods: Split Encoders (Dong et al., 2020b), a two-encoder pointer generator (See et al., 2017a), and Fact Correction (Dong et al., 2020b), a QA-based based model that correct the errors in the summary.

### 5.4 Implementation Details

For TransS2S, we set the number of both transformer encoder and decoder layers to 6 and the hidden state dimension to 512 . For other pre-training based models, we follow their original parameters for training. We apply the base-version of T5 and large-version for BART and PEGASUS. Detail hyper-parameters for FRSUM and the above baselines can be found in the Appendix C.

| Dataset | XSum |  |  |  |  | CNN/DM |  |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | FactCC | $E \% \downarrow$ | R-1 | R-2 | R-L | FactCC | $E \% \downarrow$ | R-1 | R-2 | R-L |
| TranS2S | 24.15 | 53.1 | 29.86 | 10.05 | 23.78 | 80.51 | 48.0 | 39.96 | 17.63 | $\mathbf{3 6 . 9 0}$ |
| Split Encoders | 24.78 | - | 28.14 | 8.65 | 22.70 | 73.11 | - | 38.83 | 16.51 | 35.71 |
| Fact Correction | 25.75 | - | 29.45 | 9.59 | 23.40 | 82.82 | - | 39.87 | 17.50 | 36.80 |
| +FRSUM | $\mathbf{2 8 . 4 7}$ | $\mathbf{4 9 . 6}$ | $\mathbf{3 1 . 3 8}$ | $\mathbf{1 0 . 8 9}$ | $\mathbf{2 5 . 0 1}$ | $\mathbf{8 4 . 1 7}$ | $\mathbf{4 3 . 3}$ | $\mathbf{4 0 . 1 3}$ | $\mathbf{1 7 . 8 4}$ | 36.75 |
| BertSumAbs | 23.60 | 40.1 | 37.78 | 15.84 | 30.50 | 76.01 | 33.4 | $\mathbf{4 1 . 8 7}$ | $\mathbf{1 9 . 1 2}$ | $\mathbf{3 8 . 9 5}$ |
| Split Encoders | 24.19 | - | 34.22 | 13.76 | 27.86 | 76.43 | - | 39.78 | 17.87 | 37.01 |
| Fact Correction | 25.08 | - | 36.24 | 14.37 | 29.22 | $\mathbf{7 8 . 6 9}$ | - | 41.13 | 18.58 | 38.04 |
| +FRSUM | $\mathbf{2 5 . 2 8}$ | $\mathbf{3 8 . 5}$ | $\mathbf{3 8 . 1 4}$ | $\mathbf{1 5 . 9 2}$ | $\mathbf{3 0 . 6 2}$ | 77.18 | $\mathbf{3 1 . 0}$ | 41.59 | 19.03 | 38.66 |
| BART | 25.05 | 26.7 | $\mathbf{4 4 . 9 0}$ | $\mathbf{2 1 . 7 7}$ | $\mathbf{3 6 . 7 9}$ | 81.16 | 29.0 | $\mathbf{4 3 . 8 5}$ | $\mathbf{2 0 . 8 9}$ | 40.50 |
| +FRSUM | $\mathbf{2 5 . 5 2}$ | $\mathbf{2 4 . 3}$ | 44.75 | 21.66 | 36.76 | $\mathbf{8 1 . 3 8}$ | $\mathbf{2 7 . 5}$ | 43.79 | 20.82 | 40.50 |
| PEGASUS | 23.15 | 22.4 | 46.85 | 23.58 | 38.36 | 79.15 | 28.3 | $\mathbf{4 3 . 8 5}$ | $\mathbf{2 0 . 8 7}$ | $\mathbf{4 0 . 5 0}$ |
| +FRSUM | $\mathbf{2 3 . 4 5}$ | $\mathbf{2 0 . 6}$ | $\mathbf{4 6 . 8 6}$ | $\mathbf{2 3 . 6 8}$ | $\mathbf{3 8 . 5 3}$ | $\mathbf{7 9 . 7 1}$ | $\mathbf{2 7 . 8}$ | 43.69 | 27.80 | 40.34 |
| T5 | 23.63 | 37.3 | $\mathbf{4 1 . 2 7}$ | 18.15 | 32.91 | 69.23 | 37.5 | $\mathbf{4 3 . 2 2}$ | $\mathbf{2 0 . 3 3}$ | $\mathbf{4 0 . 1 8}$ |
| +FRSUM | $\mathbf{2 4 . 9 1}$ | $\mathbf{3 5 . 7}$ | 41.26 | $\mathbf{1 8 . 3 1}$ | $\mathbf{3 3 . 3 0}$ | $\mathbf{7 5 . 0 0}$ | $\mathbf{3 6 . 4}$ | 42.73 | 20.03 | 39.62 |
| w/o permut | 24.24 | 36.2 | 41.16 | 18.16 | 33.18 | 73.98 | 37.2 | 43.05 | 20.32 | 40.00 |
| w/o fa | 24.76 | 36.3 | 41.19 | 18.24 | 33.25 | 74.28 | 37.0 | 42.96 | 20.20 | 39.81 |

Table 2: Evaluation results of FRSUM on two datasets, where the results of baseline models are in gray. All the results are the average performance of the top 3 ROUGE score checkpoints to eliminate the variance. R-1, R-2, R-L are abbreviations for ROUGE-1, ROUGE-2 and ROUGE-L, respectively. $E \%$ denotes the measurement of factual robustness. permut and fa refer to factual adversarial permutation and factual adversarial loss.

## 6 Results

We report the performance of FRSUM trained on various baselines. Because this work focuses on faithfulness, we expect improvements on factual metric without harming the performance of informative metric. We select the T5 model for ablation study and human evaluations because it is a widely used model with a relatively moderate $E \%$.

### 6.1 Automatic Evaluation

The experimental results are reported in Table 2, where columns in gray report baselines trained with only NLL loss. +FRSUM in the last column of each block reports the performance of the baseline further trained with FRSUM. $E \%$ in the table reports the factual robustness of the system. Concretely, $E \%$ equals to $M i x \%$ in Table 1 which is the average success rate of defend adversarial attacks on entity and number spans. According to the results, we can conclude that FRSUM consistently improves the FactCC score of all baseline methods while reducing $E \%$, and thus improves faithfulness. For models (TransS2S, BertSumAbs, T5) that are relatively weak at factual robustness ( $E \%>30 \%$ ), FRSUM improves their FactCC score over 1 point on both datasets. Similarly, for the other two models (PEGASUS and BART) that
are relatively robust in factual ( $E \%<30 \%$ ), FRSUM still stably improves their FactCC. In aspect of informativeness, FRSUM maintains the performance of baselines well and even improves the ROUGE scores of several baseline methods, such as TranS2S. Comparing with "Split Encoders" and "Fact Correction", FRSUM not only achieves higher FactCC score but also much better ROUGE scores.
Ablation Study We further conduct ablation study on T5. The reulsts are reported in the last two rows in Table 2. w/o permut represents removing the factual adversarial perturbation of FRSUM, and w/o fa represents removing the factual adversarial loss and apply factual adversarial permutations on NLL. After removing factual adversarial permutations or factual adversarial loss, FRSUM decreases in FactCC and increases on $E \%$. Thus, we conclude that these two mechanisms can work separately and combining them further improve the faithfulness.

### 6.2 Human Evaluation

We further conduct human evaluations to assess the effectiveness of FRSUM. For faithfulness assessment, instead of comparing systems in pairwise like previous studies, we report the exact number of different types of factual errors. For factual error

| Model | EntE | CircE | OutE | PredE | OtherE | \#Target Error | \#Total Errors | Inf. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| T5 | 39.5 | 41.0 | 48.5 | 27.0 | 1.0 | 80.5 | 157 | 32.6\% |
| +FRSUM | 28.5 | 33.5 | 47.0 | 24.5 | 1.0 | 62.0(23.0\% $\downarrow)$ | 137(12.7\% $\downarrow$ ) | 34.0\% |
| (a) XSum |  |  |  |  |  |  |  |  |
| Model | EntE | CircE | OutE | PredE | OtherE | \#Target Error | \#Total Errors | Inf. |
| T5 | 17.0 | 17.0 | 2.0 | 4.0 | 1 | 34 | 41 | 31.0\% |
| +FRSUM | 11.5 | 8.5 | 2.0 | 2.0 | 0.5 | 20(41.2\% $\downarrow$ ) | $24.5(40.2 \% \downarrow)$ | 42.0\% |

(b) CNN/DM

Table 3: Human evaluation results on XSum and CNN/DM datasets. The second to the sixth columns report the number of each type of factual errors. The last three columns report the total number of factual errors, the number of target types of errors and the informativeness (abbreviated as Inf.), respectively. Inf. denotes the ratio of summaries that have a better informativeness than the other systems. All the numbers are the average scores of two annotators. The average kappa scores of the two systems on XSum and CNN/DM are 0.45 and 0.79 respectively, which denote good inter-annotator agreement.
annotations, we adopt the linguistically grounded typology of factual errors from Frank (Pagnoni et al., 2021). According to Frank, we divide factual errors into 5 types: Entity Error (EntE), Circumstance Error (CircE), Out of Article Error (OutE), Predicate Error (PredE), and Other Error (OtherE). In the categorization above, EntE and OutE relate to entity error, and CircE mainly relates to numeric errors. EntE captures entity errors that contained in the input, while OutE captures entity errors that are not contained in the input. More details on categorization of factual errors can be found in Appendix D. For informativeness evaluations, we apply a pairwise comparison between FRSUM trained on T5 and the original T5. We invite two professional annotators and randomly select 150 samples from both XSum and CNN/DM test sets for evaluations. Each annotator is first trained to recognize and classify factual errors into a certain category by comparing summaries with the input documents. A summary may contains more than one factual error. During annotation, each annotator is given a document with two generated summaries from T5 and FRSUM, respectively. After annotating all the factual errors in these summaries, the annotator also needs to judge which summary is more or equally informative.

We report the average results from two annotators in Table 3, where "Inf." denotes the ratio of summaries that have a better informativeness than the other systems. From the number of total errors we can see that FRSUM reduces factual errors of T5 in both datasets by $12.74 \%$ and $40.2 \%$, respectively. In respective of specific error types, FRSUM substantially reduces EntE and CircE, which are
the target types of factual spans for adversarial attack. In total, FRSUM reduces the number of target errors by $23.0 \%$ and $41.2 \%$ on XSum and CNN/DM, respectively. Thus, FRSUM has the potential of optimizing more error types by defending against adversarial attack on different types of factual spans. We also notice that models generate a large number of OutEs on XSum which are not optimized by FRSUM. This is because the XSum dataset itself contains a large number of OutEs in the reference summary while FRSUM is not designed to overcome such noises (Gehrmann et al., 2021). The results also demonstrate the superiority of FRSUM in informativeness on both datasets. Examples of generated summaries and human annotations can be found in Appendix E.

## 7 Conclusions and Future Works

In this paper, we study the faithfulness of abstractive summarization from a new perspective of factual robustness. We propose an novel adversarial attack method to measure and analyze the factual robustness of current Seq2Seq models. Furthermore, we propose FRSUM, a faithful improvement training strategy by enhancing the factual robustness of a Seq2Seq model. FRSUM improves faithfulness of various Seq2Seq models by defending against both explicit and implicit adversarial attacks. Extensive experiments validate the effectiveness of FRSUM in reducing various factual errors. FRSUM also demonstrates its potential in further improving and assessing faithfulness of Seq2Seq models with richer adversarial samples. In the future work, we will analyze and improve the factual robustness of models on other text generation tasks.
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## A FRSUM

The whole training process is illustrated in Algorithm 1. For a given document-reference pair $(x, y)$, we first extract and sample an entity or numeric span $s$ from $y$ and its corresponding adversarial set $A_{s}$ from $x$ (line 2-3), where $\operatorname{Sample}(a, b)$ indicates sampling $b$ samples from set $a, E()$ indicates the extraction of entity or number. After the model calculated $\mathcal{L}_{\text {nll }}$ (line 5-7), we add adversarial perturbations to $h$ (line 9-10), where $s_{s}$ and $s_{e}$ are the start position and end position of $s$ in $y$. After that, we apply $\hat{h}$ to calculate factual contrast $\operatorname{loss} \mathcal{L}_{f c}^{p}$ based on the perturbated hidden state $\hat{h}$ (line 12-16). Finally, we use the final output loss $\mathcal{L}$ for training.

```
Algorithm 1: FRSUM
    Input : Document \(x\), Reference \(y\), Entity and
            Number extractor E().
    Output: Training loss \(\mathcal{L}\)
    \(\operatorname{Sampl}(E(y), 1)\). \(\triangleright\) Data Pre-processing
    \(s, p_{s} \leftarrow \operatorname{Sample}(E(y), 1) ;\)
    \(A_{s} \leftarrow \operatorname{Sample}(E(x) \backslash s, 10)\)
    \(\triangleright\) NLL Loss
    \(h=E n c o d e r(x)\)
    6 \(P_{t g t}=\operatorname{Decoder}(h, y)=\left[p_{1}, p_{2}, \ldots, p_{m}\right]\);
    \(\mathcal{L}_{n l l}=-\frac{1}{m} \sum_{i=1}^{m} \log P_{\text {tgt }}[i]\);
    \(\triangleright\) Factual Relevant Permutation
    \(l_{s}(\theta, h)=-\frac{1}{|s|} \sum_{i=s_{s}}^{s_{e}} \log P_{t g t}[i]\)
    \(\hat{h}=h+\epsilon * \nabla_{h} l_{s} /\left|\nabla_{h} l_{s}\right|\)
\(11 \quad \triangleright\) Factual Contrast Loss
    \(p(f)=\operatorname{Decoder}(\hat{h},[p, f])\)
    for \(s^{a}\) in \(A_{s}\) do
        \(p\left(s^{a}\right)=\operatorname{Decoder}\left(\hat{h},\left[p_{s}, s^{a}\right]\right)\)
    end
    \(\mathcal{L}_{f c}^{p} \leftarrow\) Eq. 6 with \(p(s),\left\{p\left(s^{a}\right) \mid a^{a} \in A_{s}\right\}\)
    \(\triangleright\) Output Loss
    \(\mathcal{L}=\mathcal{L}_{n l l}+\eta * \mathcal{L}_{f c}^{p}\)
```


## B Dataset Details

CNN/DM CNN/DM is a news dataset with multisentence summaries. CNN/DM contains news articles and associated highlights, which are used as a multi-sentence summary. We used the standard splits of Hermann et al. for training, validation, and testing (90,266/1,220/1,093 CNN documents and 196,961/12,148/10,397 DailyMail documents). We used pre-processed version from See et al., and the input documents were truncated to 512 tokens.

| Model | Dataset | Training <br> Steps | Learning <br> Rate | Batch <br> Size |
| :--- | :--- | :--- | :--- | :--- |
| T5 | XSum | 50 k | $1 \mathrm{e}-2$ | 128 |
|  | CNN/DM | 50 k | $1 \mathrm{e}-2$ | 128 |
| BART | XSum | 20 k | $5 \mathrm{e}-5$ | 64 |
|  | CNN/DM | 15 k | $5 \mathrm{e}-5$ | 128 |
| PEGASUS | XSum | 80 k | $1 \mathrm{e}-4$ | 256 |
|  | CNN/DM | 170 k | $5 \mathrm{e}-5$ | 256 |

Table 4: Parameter settings of pre-train based models used in our experiments

XSum XSum (Narayan et al., 2018) is a news dataset for extreme summarization, which requires the model to summarize a news document with only one sentence summary. We used the splits of Narayan et al. (2018) for training, validation, and testing $(204,045 / 11,332 / 11,334)$ and followed the pre-processing introduced in their work. Input documents were truncated to 512 tokens.

## C Hyper-parameter Details

The detailed training settings of all the baseline models are set in Table 4. We apply beam search for inference. During inference, for the XSum dataset, we set beam size to 6 , alpha to 0.90 , maximum length to 100 , maximum length to 10 ; for CNN/DM dataset, we set beam size to 5 , alpha to 0.95 , maximum length to 150 , maximum length to 30. For FRSUM, we apply Spacy for extracting entities and numbers. In the training process of factual adversarial loss, we randomly sample one $s$ in $y$ for optimization, which we find easier for training. And we also find a larger size of $A_{s}$ leads to better performance. Thus in practice, we constrain the maximum size of $A_{s}$ to 10 due to memory constraints. For time efficiency, we trained the model with FRSUM on the checkpoint when the model is close to coverage. $\eta$ is set to $0.3, \lambda$ is set to 0.05 and $S$ is the second epoch that the model starts to apply FRSUM for training.

## D Typology of Factual Errors

Recently, Pagnoni et al. (2021) proposes a typology of factual errors which is theoretically grounded in frame semantics (Baker et al., 1998; Palmer et al., 2005), and linguistic discourse analysis (McRoy, 2000). This typology divided factual errors into 7 different categories including Circumstance Error (CircE), Entity Error (EntE), Out of Article Error (OutE), PredE (Relation Error), Coreference Error (CorefE), Discourse Link Error (LinkE), Grammatical Error (GrammerE). Because CorefE, LinkE,

|  | Category | Description | Example |
| :--- | :--- | :--- | :--- |
| CircE | Circumstance Error | The additional information (like location or <br> time) specifying the circumstance around a <br> predicate is wrong. | A 22-year-old teenager has been charged in <br> connection with a serious assault in Bridge <br> Street. |
| EntE | Entity Error | The primary arguments (or their attributes) <br> of the predicate are wrong. | A teenager has been charged in connection <br> with a serious assault in Aberdeen Sheriff <br> Court. |
| OutE | Out of Article Error | The statement contains information not <br> present in the source article. | A teenager has been charged in connection <br> with a serious assault in London. |
| PredE | Relation Error | The predicate in the summary statement is <br> inconsistent with the source article. | A teenager is not charged in connection with <br> a serious assault in Bridge Street. |
| OtherE | Other Error | Other factual errors like Grammatical Error, | A teenager has been charged in connect with <br> a serious assault in Bridge Street. (Gram- <br> marE) |

Table 5: Typology of factual errors in out human evaluation. Original text from the XSum dataset for the examples:The 22-year - old man needed hospital treatment after the incident on Bridge Street on New Year's Day. Police Scotland said a 15-year - old boy had been charged. The teenager is expected to appear at Aberdeen Sheriff Court.
and GrammerE seldomly appear in generated summaries, in our study, we categorize them jointly as OtherE. The definitions and examples of typology of factual errors are illustrated in Table 5.

## E Case Study

We show some cases to demonstrate our human evaluation and the effectiveness of FRSUM in Table 6 and Table 7 on XSum and CNN/DM datasets, respectively. From Document 1 and Document 2, we illustrate how FRSUM reduces CircE and EntE on XSum. Document 3 illustrates a special case where the Baseline model generates two errors, OutE and EntE. Notice that its gold reference also contains OutE, we can infer that the generated OutE is mainly caused by the unfaithful reference in training. Applying FRSUM on baseline reduces the EntE error but can not reduce the OutE. Table 7 illustrates FRSUM reduces numeric errors (CircE) including date, frequency and score, of 3 examples from CNN/DM.

## XSum Human Evaluation Cases

$\left.\begin{array}{ll}\hline \text { Document } 1 & \begin{array}{l}\text { The animal had been shot twice in the shoulder and once in its left back leg, which vets had to amputate.The } \\ \text { charity said the one-year-old cat was "incredibly lucky" to survive.Last year the Scottish government held a } \\ \text { consultation on licensing air weapons, but a majority of responders opposed the plan.One-year-old Teenie was }\end{array} \\ & \text { found injured by her owner Sarah Nisbett in NiddryView, Winchburgh, at about 16:30 on Friday } 14 \text { March } \\ \text { and taken to the Scottish SPCA.Mrs Nisbett said the cat was now having to learn how to walk again."The gun } \\ \text { that was used must have some power because the pellet actually went through her back leg, that's why it was }\end{array}\right]$

Table 6: Three samples from human evaluations on XSum dataset.

## CNN/DM Human Evaluation Cases

| Document 4 | Lewis Hamilton has conceded to feeling more powerful now than at any stage in his F1 career. It is an ominous warning from a man who has won nine of the last 11 grands prix, been on pole at the last four, and who already holds a 27 -point cushion in the drivers' standings. It is no wonder after winning in Bahrain, when Hamilton stepped out of his Mercedes, he immediately stood on top of it and pretended to smack an imaginary baseball out of the circuit. Lewis Hamilton stands on his Mercedes after winning the Bahrain Grand Prix It was another 'home run' performance from Hamilton, a man who claims he is a perfectionist, and who appears to be driving as close to perfection as can possibly be achieved in the sport. It led to the suggestion that perhaps he was feeling unbeatable, to which he replied: 'I don't know what the feeling of being unbeatable is. 'I know I feel very powerful in this car with the package we have, and I feel I'm able to get everything from it. 'I also feel more comfortable in this car than I did in the one last year, and I feel within myself, with whatever approach I have, the power is greater than ever in terms of strength in the car. 'It's like 'yes'. I put the car there and it goes there, I get the exit. 'Naturally you always feel there are things you can still improve on, but it's hard to always pinpoint what those are and to tell the team what to focus on. Hamilton is congratulated by Ferrari rival Kimi Raikkonen on Sunday 'That's what a team leader has to do, and, along with Nico (Rosberg), I'm trying to guide the team, to tell them where to go next.' ... |
| :---: | :---: |
| Baseline | "Lewis Hamilton won the Bahrain Grand Prix on Sunday. The 30-year - old has won nine of the last 11 grands prix. He has been on pole at the last four and holds a 27 -point cushion. Hamilton claims he is a perfectionist. " (CircE) |
| +FRSUM | "Lewis Hamilton has conceded to feeling more powerful now than at any stage in his F1 career. The 30-year - old has won nine of the last 11 grands prix and been on pole at the last four. Hamilton holds a 27-point cushion in the drivers'standings. ' |
| Document 5 | Jermain Defoe says his stunning Wear-Tyne derby winner is justification for his decision to quit MLS and return to the Premier League. The former FC Toronto striker had scored just twice for struggling Sunderland since arriving on $£ 80,000$-per-week wages in January. But Defoe was the hero on Sunday as his 20-yard volley proved enough to secure a fifth straight victory for the Black Cats over Newcastle. Sunderland striker Jermain Defoe believes his stunning volley against Newcastle has proven his worth Defoe's superb first-half strike was enough to secure a 1-0 win for Sunderland in the Wear-Tyne derby Newcastle goalkeeper Tim Krul was completely helpless as Defoe's shot found its way into the top corner The 32-year-old was overcome with emotion in the wake of his brilliant blast, and admits the joy it brought to a sold-out Stadium of Light was too much to take in. ... |
| Baseline | Sunderland beat Newcastle 1-0 in the Wear - Tyne derby on Sunday. Jermain Defoe scored a stunning first half volley for the Black Cats. The former FC Toronto striker had scored just twice for the club. "(CircE) |
| +FRSUM | "Sunderland beat Newcastle 1-0 in the Wear - Tyne derby on Sunday. Jermain Defoe scored a stunning volley in the first half. Defoe had scored just twice for struggling Sunderland since January. " |
| Document 6 | Former Valencia striker Aritz Aduriz denied his old team victory with a last-gasp equaliser for Athletic Bilbao at San Mames Stadium. Aduriz pounced in the 90th minute to secure a 1-1 draw after Valencia had been reduced to 10 men. Nicolas Otamendi had harshly received a straight red card eight minutes earlier for a high challenge, and Valencia were unable to hold out in his absence. Athletic Bilbao Aritz Aduriz scored a 90th minute equaliser to deny his former club Valencia victory Substitute Rodrigo De Paul celebrates after coming on to give Valencia the lead Substitute Rodrigo De Paul had given the visitors a deserved lead 16 minutes into the second period, but even though they were unable to claim maximum points, a draw took them above Sevilla into fourth place in their pursuit of possible Champions League qualification. Getafe bolstered their hopes of securing Primera Division status for next season after moving 10 points clear of the bottom three by edging to a 1-0 win at struggling Elche. Fredy Hinestroza scored the only goal of the game with only five minutes remaining in a rare attack for Getafe, after the hosts had spurned a series of chances in the first half. Getafe celebrate after taking a step closer to survival by defeating Elche through Fredy Hinestroza's strike Ecuadorian Felipe Caicedo scored twice for Espanyol in the 3-0 defeat of Villarreal Elsewhere, Espanyol extended Villarreal's winless streak to six games in all competitions as two goals from Felipe Caicedo handed the Catalans a 3-0 win at El Madrigal. Caicedo had a slice of fortune in opening the scoring as Javi Lopez's miscued header deflected off the Ecuadorian and he then thumped home his second of the evening after the break at Sergio Asenjo's near post. Asenjo had a night to forget as he also spilled Sergio Garcia's cross 11 minutes from time to allow Victor Sanchez to roll the ball into an empty net to complete Villarreal's misery. |
| Baseline | "Aritz Aduriz scored a 90th minute equaliser for Athletic Bilbao. The former Valencia striker denied his former club's 1-1 victory. Getafe moved up to fourth in the table after a $1-0$ win at Elche. Felipe Caicedo scored twice for Espanyol in the 3-0 defeat of Villarreal. "(CircE ) |
| +FRSUM | "Aritz Aduriz scored a 90th minute equaliser for Athletic Bilbao. Valencia were reduced to 10 men after Nicolas Otamendi was sent off. Getafe moved 10 points clear of the bottom three with a 1-0 win at Elche. Felipe Caicedo scored twice for Espanyol against Villarreal. " |

Table 7: Three samples from human evaluations on CNN/DM dataset.


[^0]:    ${ }^{1}$ Incor\% annotation of T5 comes from Section 5, while TransS2S and BERTSum come from Pagnoni et al. (2021), BART and PEGASUS come from Cao and Wang (2021).

