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Abstract

The ’pre-train, prompt, predict’ paradigm of large language models (LLMs) has1

achieved remarkable success in open-domain question answering (OD-QA). How-2

ever, few works explore this paradigm in the scenario of multi-document question3

answering (MD-QA), a task demanding a thorough understanding of the logical4

associations among the contents and structures of different documents. To fill5

this crucial gap, we propose a Knowledge Graph Prompting (KGP) method to6

formulate the right context in prompting LLMs for MD-QA, which consists of a7

graph construction module and a graph traversal module. For graph construction,8

we create a knowledge graph (KG) over multiple documents with nodes symboliz-9

ing passages or document structures (e.g., pages/tables), and edges denoting the10

semantic/lexical similarity between passages or intra-document structural relations.11

For graph traversal, we design an LM-guided graph traverser that navigates across12

nodes and gathers supporting passages assisting LLMs in MD-QA. The constructed13

graph serves as the global ruler that regulates the transitional space among passages14

and reduces retrieval latency. Concurrently, the LM-guided traverser acts as a local15

navigator that gathers pertinent context to progressively approach the question and16

guarantee retrieval quality. Extensive experiments underscore the efficacy of KGP17

for MD-QA, signifying the potential of leveraging graphs in enhancing the prompt18

design for LLMs. Our code will be released upon publication.19

1 Introduction20

Due to the emergence of large language models (LLMs), the "pre-train, prompt, predict" paradigm has21

revolutionized natural language processing (NLP) in real-world applications, such as open-domain22

question answering (O-QA), fact-checking (FC), and arithmetic reasoning (AR) [1, 6, 2, 22, 38, 32].23

However, no significant efforts have investigated this framework in the scenario of multi-documental24

question answering (MD-QA), which enjoys practical usage in academic research, customer support,25

and financial/legal inquiries that require analysis/insights derived from multiple documents [3, 37].26

To investigate the capability of LLMs for MD-QA, we randomly sample multi-document ques-27

tions from the development set of 2WikiMQA [14] and MuSiQue [41], and then prompt LLMs28

in four different strategies for the answer1. Successfully answering these questions requires29

knowledge of multiple Wikipedia documents. As shown in Figure 1, on 2WikiMQA and30

MuSiQue, directly prompting LLMs without providing any context, i.e., None, achieves only31

25.07%/10.58% F1 and 18.60%/4.60% EM on 2WikiMQA and MuSiQue, which is far less than32

59.69%/47.75% F1 and 40.20%/30.60% EM when prompting with supporting facts2 provided33

1Detailed experimental setting is presented in Section 5.
2Supporting facts: passages that are assumed to contain the answer to the question.
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as contexts, i.e., the Golden one. This demonstrates the limitation of fulfilling MD-QA us-34

ing solely the knowledge encoded in LLMs. One standard solution to overcome this limitation35

in conventional O-QA and single document question-answering (D-QA) [27, 45] is to retrieve36

grounding contexts and derive faithful answers from the contexts, i.e., retrieve-and-read [21, 56].37

Figure 1: MD-QA performance when prompting
ChatGPT with contexts retrieved in different ways.

38

However, unlike O-QA and D-QA, the primary39

challenge of MD-QA roots in its demands for al-40

ternatively retrieving and reasoning knowledge41

across different documents [5, 31]. For exam-42

ple, successfully answering questions in Fig-43

ure 2(a)-(b) requires reasoning over distinct pas-44

sages from two different documents (in these45

two cases, Wikipedia pages). Moreover, each46

document is essentially a compilation of multi-47

modality structured data (e.g., pages, sections,48

paragraphs, tables, and figures) and some ques-49

tions may specifically ask for the content in specific structures, which necessitates a comprehensive50

grasp of these complex document structures. For example, the question in Figure 2(c) asks about the51

difference between Page 1 and Table 2, which is unanswerable if leveraging heuristic methods like52

BM25 or deep-learning ones like DPR [22]. Building on previous challenges, the advent of LLMs53

introduces new complexities.54

For the challenge of alternatively retrieving and reasoning knowledge across different documents,55

although previous works train a multi-hop retriever [44, 52] to imitate such process by sequentially56

fetching the next passage based on the already-retrieved ones, none of them explore the potential of57

engaging LLMs into this process. More recent works design different prompting strategies such as58

Chain/Tree/Graph-of-thought [40, 42, 48, 49] to guide LLMs approaching answers progressively.59

However, prompting non-open-sourced LLMs back and forth incurs forbiddable latency as well as60

unaffordable consumption. In addition, how to integrate different document structures into the prompt61

design so that LLMs can understand them is still an open-ended question.62

In view of the above challenges, we propose a knowledge graph prompting (KGP) method for enhanc-63

ing LLMs in MD-QA. Specifically, we construct a knowledge graph (KG) over the given documents64

with nodes symbolizing passages or document structures and edges denoting their lexical/semantic65

similarity between passages or intra-document structural relations. Then for the first challenge of66

alternative retrieving and reasoning knowledge across different documents, we address it by alterna-67

tively prompting LMs to generate the next evidence to approach the question, i.e., reasoning, and68

selecting the most promising neighbor to visit next from the constructed KG based on the generated69

evidence, i.e., retrieval. Moreover, we apply the instruction fine-tuning strategy to augment the70

reasoning capability of our own LMs and hence refrain from repeatedly prompting non-open-sourced71

LLMs for evidence generation. For the multi-modality challenge, we add different types of nodes72

to the KG characterizing different document structures and hence enabling content retrieval within73

those specific structures. We highlight our contributions as follows:74

• Generally-applicable KG Construction. We propose three KG construction methods over75

documents, with passages or document structures as nodes and their lexical/semantical similarity76

or structural relations as edges. Then we empirically evaluate the quality of the constructed KGs in77

MD-QA by checking the level of overlap between the neighborhood and the supporting facts for78

each question (Figure 4). We also provide a comprehensive summary of our proposed and existing79

KG construction methods in Table 5 in Supplementary.80

• Engaging KG for Prompt Formulation. We design a Knowledge Graph Prompting (KGP) method,81

which retrieves the question-relevant contexts by traversing the constructed KG. Meanwhile, we82

fine-tune LMs that guide the graph traverser to adaptively navigate the most promising neighbors83

for approaching the question based on the already-visited nodes (retrieved passages).84

• Case Studies Verifying MD-QA Framework. We provide insightful analysis, including comparing85

the quality of the constructed KGs in MD-QA and the performance of using different LMs to guide86

the graph traversal. We design a user interface and conduct case studies on visualizing MD-QA in87

Section A.7 in Supplementary.88
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Figure 2: Questions requiring reasoning and retrieving over passages/pages/tables from multiple
documents. (a) Bridging questions rely on sequential reasoning while (b) Comparing questions
rely on parallel reasoning over different passages. (c) Structural questions rely on fetching contents
in the corresponding document structures.

2 Related Work89

Question answering Question Answering (QA) aims to provide answers to users’ questions in90

natural language [30, 56], and most QA systems are composed of information retrieval (IR) and91

answer extraction (AE) [21, 26]. In IR, the system searches for query-relevant factual passages92

using heuristic methods (BM25) [36] or neural-ranking ones (DPR) [22]. In AE, the final answer is93

usually extracted as a textual span from related passages. Although this framework has been broadly94

applied in O-QA [26, 29] and D-QA [27, 45], no previous work focus on MD-QA, which demands95

alternatively reasoning and retrieving knowledge from multiple documents. To tackle this issue,96

we construct the KG to encode the logical associations among different passages across multiple97

documents and design an LM-guided traverser to alternatively generate the reason and visit the most98

matching passage node.99

Pre-train, Prompt, and Predict with LLMs With the emergence of LLMs, the paradigm of ‘pre-train,100

prompt, predict’ has gained magnificent popularity in handling a wide spectrum of tasks [13, 24, 54].101

This approach begins with pre-training LLMs by pretext tasks to encode world knowledge into102

tremendous parameters [43] followed by a prompting function to extract pertinent knowledge for103

downstream tasks [46]. Recent advancements explore different prompting strategies to enhance104

LLMs’ reasoning capabilities [42, 48]. In contrast to that, our work offers a novel perspective by105

transforming the prompt formulation into the KG traversal.106

3 Knowledge Graph Construction107

Following [17], let G = (V, E) be a knowledge graph constructed from a set of documents D, where108

the node set V = {vi}ni=1 representing document structures (e.g., passages/pages/tables, etc.) and109

the edge set E ⊂ V × V representing the connections among different nodes (e.g., semantic/lexical110

similarity and belonging relations among document structures, etc.). Let X = {Xi}ni be node features111

and Xi corresponds to the feature of node vi, the form of which could be the text for the passage, the112

markdown for the table and the page number for the page.113

Despite numerous well-established KGs [15, 23], they treat nodes/edges as entities/relations, which114

necessitates sophisticated relational extraction techniques and thereby limits their applicability in115

general domains [18]. Additionally, their primary focus on the Wikipedia domain also restricts their116

usage for answering non-Wikipedia questions such as ones over legal or financial documents. To117

remedy this issue, we propose generally-applicable KG construction methods.118

We first analyze two representative questions in Figure 2(a)-(b) to motivate our KG construction.119

Answering these two questions necessitates the deduction of logical associations among different120

passages. These associations are encoded either through 1) lexical similarity: common keywords121

shared among different passages, e.g., ‘Alf Clausen’ bridges passage S1 and passage S2 in Figure 2(a),122

or 2) semantic similarity: syntactic elements that convey semantic relations, e.g., ‘nationality’ and123

‘American director’ in Figure 2(b). This motivates us to construct the graph by modeling passages124

as nodes and their lexical/semantic similarity as edges. More specifically in Figure 3, we split each125

document into individual passages, and for each passage Si, we add a node vi to the KG with its126

feature being the text of that passage Xi. Then we add edges by checking the lexical/semantic127

similarity between pairs of passage nodes.128
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Figure 3: Knowledge Graph Construction. We split each document in the document collection into
passages. For each passage, we either directly obtain their embeddings via pre-trained encoders or
extract their keywords to build bag-of-word (BOW) features. Then we connect two passages based
on their embedding similarity or whether they share common keywords. Additionally, we extract
tables/pages via Extract-PDF API and add them as structural nodes to the KG. If pages include
passages and tables, we add a directed edge to denote the belonging relations. The table nodes include
the markdown formatted content of that table as Figure 8 in Supplementary has empirically shown
that LLMs are able to understand tables in this format.

3.1 TF-IDF KG Construction129

For adding edges according to lexical similarity, we first apply TF-IDF keyword extraction [35] over130

each document to filter out meaningless words such as supporting verbs and articles, which reduces131

the dimension of BOW features, sparsifies the constructed graph and increases the efficiency of the132

graph traversal. In addition, we add the document title into the extracted keyword set since some133

questions focus on title entities. We collect the extracted keywords from all documents to form the134

keyword space W and then connect two passages if they share any common keyword in W .135

3.2 KNN-ST/MDR KG Construction136

For adding edges according to semantic similarity, we can readily employ pre-existing models such as137

sentence transformers to generate passage embedding Xi for each node vi and subsequently compute138

pairwise similarity matrix to construct the K-nearest neighbor (KNN) graph. However, these off-the-139

shelf models, typically trained on tasks not so-related to MD-QA, may not adequately encapsulate140

necessary logical associations in their embedding similarity demanded by the question. To overcome141

this problem, we follow the training strategy of MDR [44] and train a sentence encoder by predicting142

the subsequent supporting facts based on previously supporting facts, thereby endowing the encoder143

with reasoning capability. Consequently, the embedding similarity and the corresponding constructed144

KNN graph fundamentally encapsulate the necessary logical associations between different passages.145

3.3 TAGME146

Moreover, we employ TAGME [28] to extract Wikipedia entities from each passage and construct the147

graph based on whether two passage nodes share common Wikipedia entities.148

In addition to passage nodes, we further add structural nodes into the graph by extracting document149

structures via Extract-PDF 3. In this paper, we only consider adding pages and tables but the150

constructed KG can include more different types of document structures. The feature of table nodes151

is the markdown since LLMs can understand this as demonstrated in Figure 8 in Supplementary. The152

feature of page nodes is the page number and we add directed edges from it to sentence/table nodes153

in that page. Note that we do not aim to propose a one-size-fits-all KG construction method. Instead,154

we seek to compare the merits and limitations of various methods in Table 5, offering guidance on155

which KGs are best suited for specific scenarios.156

To verify the constructed KGs indeed encode the necessary information for MD-QA, we randomly157

sample questions from HotpotQA and construct KGs over the set of documents for each of these158

questions using our proposed methods. We vary the hyperparameters to control the sparsity of159

3https://developer.adobe.com/document-services/docs/overview/pdf-extract-api/
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the constructed graph and measure how much percentage of the supporting facts are covered by160

neighbors of the seeding passages initialized by TF-IDF. Details about the construction methods161

and their hyperparameters are included in Section A.5 in Supplementary. As shown in Figure 4,162

as the constructed graph becomes denser, the chance that the neighboring node passages hit the163

supporting facts increases (i.e., SF-EM increases) although the redundant information also increases164

(i.e., the precision decreases). Given the common keywords shared between one passage to all other165

passages are typically far less than the total number of passages across all documents, the density166

of the constructed graph by TF-IDF would be upper-bounded, causing lower SF-EM (evidenced by167

SF-EM below 0.7 in Figure 4 for TF-IDF curve). For TAGME, we empirically find it identifies a168

larger quantity of entities mentioned in a single passage, which leads to a denser graph and causes the169

starting SF-EM of TAGME to be already around 0.95. In addition, since KNN-MDR is pre-trained170

by predicting the next supporting facts [44] on HotpotQA, it achieves better trade-off than KNN-ST171

where the embeddings are directly from the sentence transformer without dataset-specific pre-training.172

Figure 4: MD-QA performance when prompting
ChatGPT with contexts retrieved in different ways.

To summarize, although high SF-EM indicates173

that the supporting facts for most questions are174

fully covered by the neighbors of seeding pas-175

sages, low precision signifies that most of these176

neighboring passages are irrelevant to the ques-177

tion. Therefore, if we blindly perform graph178

traversal without any question-tailored adapta-179

tion, our retrieved contexts would include redun-180

dant passages and compromise the capability of181

LLMs in MD-QA (which is also verified by the182

low performance of KGP w/o LM in Table 3).183

To remedy this issue, in the next section, we184

introduce an LM-guided graph traverser to adap-185

tively visit neighboring passages that are most186

conducive to answering the given question.187

4 LM-guided Graph Traverser188

A natural solution to enable adaptive graph traversal is to rank the candidate nodes, i.e., the neighbors189

of the already-visited nodes in our case, thereby determining which ones to visit next. The most190

straightforward way is to apply heuristic-based fuzzy matching or embedding-based similarity ranking,191

which cannot capture the intrinsic logic relations between the already traversed paths and the nodes192

to visit. Instead, we fine-tune a language model (LM) to guide the graph traversal toward the next193

most promising passages in approaching the question based on the visited passages.194

Given a question q asking about the document content, the LM-guided graph traverser reasons over195

previously visited nodes/retrieved passages {sk}jk=0 and then generates the next passage sj+1 as196

follows:197

sj+1 = argmax
v∈Nj

ϕ(g(Xv), f(||jk=0Xk)), (1)

where ||jk=0Xk concatenates the textual information of previously retrieved passages/visited nodes.198

For the choice of f , one way is to employ encoder-only models like Roberta-base [2, 44, 52] and199

correspondingly g would be another encoder model with ϕ(·) being the inner product measuring200

the embedding similarity. Another way is to employ encoder-decoder models such as T5 [4, 39]201

and correspondingly g would be an identity function with ϕ(·) measuring the textual similarity. To202

mitigate the hallucination issue [19] and enhance the reasoning capability [42] of LMs, we further203

apply instruction fine-tuning to f [7] by predicting the next supporting facts based on previous204

supporting facts, thereby integrating commonsense knowledge encoded originally in their pre-trained205

parameters with the enhanced reasoning capability inherited from the instruction fine-tuning. After206

visiting the top-scoring nodes selected from the candidate neighbor queue by Eq (1), the candidate207

neighbor queue is updated by adding neighbors of these newly visited nodes. We iteratively apply208

this process until hitting the preset budget. Next, we illustrate the above process with an example in209

Figure 5 but leave the comprehensive traversal algorithm in Algorithm 1 in Supplementary.210

In Figure 5, the content-based question asks ‘In what year was the creator of the current arrangement211

of Simpson’s Theme born?’. We use TF-IDF search to initialize our seeding passage Node 1, which212
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Figure 5: LM-guided graph traverser for context retrieval. For questions on document structures
(left), we employ LM to extract structures and retrieve their corresponding contents (the content of
pages are passages belonging to that page, and the content of tables is the markdown-formatted text).
For questions on document content, we concatenate it with the currently retrieved context and prompt
the LM to generate the next evidence to answer the question. By comparing the similarity between
the candidate neighboring sentences and the generated passage, we determine the next passage node
to traverse. Correspondingly, the candidate neighbors are updated for the next round of traversal.

reads: ‘Alf Heiberg Clausen (born March 28, 1941) is an American film composer’. Subsequently, we213

prefix the currently retrieved-context (Node 1) with the question and prompt the LM to generate the214

next evidence required to approach the question closer. Because we augment the reasoning capability215

of the LM by instruction fine-tuning, it is expected to recognize the logical associations between the216

question and the currently retrieved context. Consequently, it can predict the subsequent passage that217

maintains logical coherence, albeit may contain factual mistakes, i.e., ‘Alf Clausen (born April 16,218

1941) is an American composer of film and television scores.’ To rectify this potential factual mistake,219

we select nodes from the candidate neighbors that match the most with the LM generated passage, in220

this case, Node 4 ‘Alf Heiberg Clausen (born March 28, 1941) is an American film composer’. Since221

this passage sources directly from documents, it inherently ensures the validity of the information.222

Then we prompt LLMs along with the retrieved context Node 1 and 4 for the answer.223

Additionally, for questions asking about document structures, we extract the document structure224

names and locate their corresponding structural nodes in the KG. For the table node, we retrieve its225

markdown formatted content while for the page node, we traverse its one-hop neighbor and obtain226

passages belonging to that page.227

5 Experiment228

In this section, we conduct experiments to verify the proposed knowledge graph prompting method229

(KGP) for MD-QA. In particular, we answer the following questions:230

• Q1 - Section 5.2: How well does KGP perform MD-QA compared with existing baselines?231

• Q2 - Section 5.3-5.4: How do the quality of the constructed KG and the LM-guided graph traverser232

impact the MD-QA performance?233

Due to space limitations, we first briefly introduce our experimental setting in the following and leave234

comprehensive details in Supplementary A.1-A.2.235

Table 1: Statistics of document collections and KGs constructed by TAGME average across questions.

Dataset # Questions # Passages # Edges Passage
Avg. Length

KG
Density

HotpotQA 500 715.22 70420.68 37.55 0.23
IIRC 477 1120.55 143136.17 37.24 0.20
WikiMHop 500 294.19 19235.15 37.24 0.27
MuSiQue 500 748.04 97931.28 38.56 0.29
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5.1 Experimental Setting236

5.1.1 Dataset237

To explore the uncharted domain of MD-QA, we have created our own datasets to simulate real-world238

scenarios where users maintain folders containing various documents and pose questions to which the239

answers are only from certain parts of these documents. Specifically, we randomly sample questions240

from the development set of four existing datasets: HotpotQA [47], IIRC [10], 2WikiMQA [14], and241

MuSiQue [41]. For each question, we source documents from Wikipedia that encompass supporting242

facts pertaining to the question and combine them with randomly sampled negative documents to243

form the document collection. In addition to the content-based questions from these four existing244

datasets, we additionally incorporate the ‘Comp’ dataset, an internal company collection of real-world245

document-based questions. During its creation, humans were asked to read documents and pose246

questions according to document structures. We summarize the statistics of each dataset along with247

their KGs in Table 1 with more details in Supplementary.248

5.1.2 Baselines249

We compare KGP with retrieval baselines in three categories. The first category is the heuristic-based250

retriever including KNN with fuzzy search, TF-IDF [35], and BM25 [36]. The second category251

is the deep-learning-based retriever including DPR [22] and MDR [44]. The third category is the252

prompting-based retriever including IRCoT [40]. For KGP, we explore three variants based on their253

LM-guided graph traverser: KGP-T5, KGP-LLaMA, and KGP-MDR, using T5 (encoder-decoder),254

LLaMA (decoder only), and MDR (encoder only) respectively as f in Eq (1).255

5.1.3 Evaluation Criteria256

Following [53], we compute F1 and EM to compare the LLM’s answer and the ground-truth one. As257

the predicted answer may not overlap with the ground-truth one, we additionally check the correctness258

of the answer following [9, 25, 55] by prompting the LLM. Moreover, for evaluating the quality259

of KGs in Figure 4, we adopt SF-EM (Supporting Fact Exact Matching) and precision from [44].260

Given the subjective nature of the questions in Comp, we devise the metric, Structure Exact Matching261

(Struct-EM) to assess if retrieved contexts include the document structures mentioned in the question.262

5.2 Performance Comparison on MD-QA263

We compare the MD-QA performance of the proposed KGP-T5 and other baselines in Table 2. Firstly,264

the baseline ’None’ and ’Golden’ achieve the worst and the best performance because one provides265

no context and the other provides the golden context. All other baselines achieve the performance266

in-between because the retrieved context only covers the partial of the supporting facts. Our proposed267

methods KGP-T5 rank at the Top-1 except for the Golden baseline. The 2nd-performing baseline268

MDR fine-tunes a RoBERTa-base encoder by predicting the next supporting fact based on the question269

and the already retrieved contexts [44]. This next-passage prediction pretext task equips the model270

with the reasoning capability of the knowledge across different passages and hence increases the271

quality of the retrieved contexts. The other deep-learning-based retriever DPR achieves much worse272

performance than MDR because it only fine-tunes the encoder by maximizing the similarity between273

the query and its supporting facts regardless of their sequential order, demonstrating the importance of274

understanding the logical order of different knowledge when solving MD-QA [44]. By comparing the275

MD-QA performance across different datasets, we find that all baselines perform better on HotpotQA276

than on IIRC. This is because questions in HotpotQA are generally simpler than in IIRC. Existing277

works [20] have shown that some questions can be easily answered by following shortcuts while278

questions in IIRC sometimes necessitate arithmetic skills to derive the numerical answers, e.g., ‘How279

many years did the event last when Wingfield lost much of his fortune?’.280

Moreover, without any particular design for document structures, no existing baselines can handle281

structural questions in Comp, e.g. ‘What is the difference between Page 1 and Page 2’ or ‘In Table 3,282

which station has the highest average flow rate?’. Fortunately, with the constructed KG incorporating283

the structural nodes and our designed traversal algorithm retrieving structural contexts, our proposed284

method achieves 67% Struct-EM.285
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Table 2: MD-QA performances of different baselines. The best (runner-up) are in bold (underlined).

Method Metric None KNN TF-IDF BM25 DPR MDR IRCoT KGP-MDR KGP-T5 KGP-LLaMA Golden

HotpotQA
Acc 41.80 71.57 76.64 71.95 73.43 75.30 74.36 75.72 76.53 75.66 82.19
EM 19.00 40.73 45.97 41.46 43.61 45.55 45.29 46.09 46.51 46.22 50.20
F1 30.50 57.97 64.64 59.73 62.11 65.16 64.12 65.77 66.77 66.31 71.06

IIRC
Acc 19.50 43.82 47.47 41.93 48.11 50.84 49.78 49.58 48.28 49.57 62.68
EM 8.60 25.15 27.22 23.48 26.89 27.52 27.73 29.32 26.94 28.09 35.64
F1 13.17 37.24 40.80 35.55 41.85 43.47 41.65 43.21 41.54 42.56 54.76

2WikiMQA
Acc 44.40 52.40 58.40 55.80 62.40 63.00 61.81 60.94 63.50 62.45 72.60
EM 18.60 31.20 34.60 30.80 35.60 36.00 37.75 37.22 39.80 37.55 40.20
F1 25.07 42.13 44.50 40.55 51.10 52.44 50.17 51.29 53.50 52.45 59.69

MuSiQue
Acc 30.40 44.70 44.40 44.47 44.27 48.39 45.14 51.22 50.92 50.81 57.00
EM 4.60 18.86 21.59 21.11 20.32 23.49 22.46 27.76 27.90 26.72 30.60
F1 10.58 30.04 32.50 31.15 31.64 37.03 34.21 41.11 41.19 40.01 47.75

Comp Acc 0.00 – – – – – – 67.00 100.00

Rank w Comp 10.54 9.00 6.69 8.92 7.23 4.54 5.61 3.23 3.69 3.69 1.00
w/o Comp 11.00 9.33 6.83 9.25 7.42 4.50 5.66 3.33 3.83 3.83 1.00

None: no passages but only the question is provided. Golden: supporting facts are provided along with the question.

5.3 Impact of the LM-guided Graph Traverser286

Here we study the influence of using different LMs in guiding graph traversers over TAGME-287

constructed KG on MD-QA performance. Specifically, we compare the guidance by no LM (w/o288

LM), LLaMA, T5, and MDR in Table 3. Because TAGME w/o LM only blindly traverses in the KG289

without any guidance from LM, it unavoidably collects irrelevant passages and hence achieves the290

worst performance than others with LM guidance. This aligns with our previous observation on the291

generally low precision in Figure 4 and further demonstrates the necessity of using LMs to guide the292

graph traversal. Interestingly, we find that KGP-T5 performs better than LLaMA even though the293

parameters of LLaMA (7B) are more than the ones with T5 (0.7B). We hypothesize this is because294

models with larger amounts of parameters require more training data to avoid over-fitting.295

Table 3: Statistics of document collections and KGs by TAGME average across all questions.
Dataset HotpotQA IIRC 2WikiMQA MuSiQue
Metric Acc EM F1 Acc EM F1 Acc EM F1 Acc EM F1

TAGME

w/o LM 73.52 43.79 63.14 46.30 27.70 41.43 58.12 35.07 45.95 44.67 21.93 32.90
LLaMA 75.66 46.22 66.31 49.57 28.09 42.56 62.45 37.55 52.45 50.81 26.72 40.01

T5 76.53 46.51 66.77 48.28 26.94 41.54 63.50 39.80 53.50 50.92 27.90 41.19
MDR 75.72 46.09 65.77 49.58 29.32 43.21 60.94 37.22 51.29 51.22 27.76 41.11

5.4 Impact of the Constructed Graph and Branching Factor in Graph Traversal296

Here we construct KGs with varying densities by changing the hyperparameters of TF-IDF/KNN-297

ST/KNN-MDR/TAGME and studying its impact on the performance and the neighbor matching time298

of MD-QA using KGP-T5. Since the LM-guided graph traverser selects the next node to visit from299

neighbors of already visited nodes, the chance that it hits the supporting facts increases as the number300

of neighbors increases. In contrast, the neighborhood matching efficiency decreases as the candidate301

pool, i.e., Nj in Eq (1), becomes larger. As evidenced in Figure 6(a), we observe a similar trend, i.e.,302

as the KG density increases, the F1/EM increases and then stays stable while the latency for selecting303

the most promising neighbors to visit next also increases. KNN-MDR performs better than KNN-ST304

when the density of the two constructed KGs is the same. This is because the encoder in KNN-ST305

is pre-trained on wide-spectrum datasets while the encoder in MDR is specifically pre-trained on306

the HotpotQA dataset by the pretext task of predicting the next supporting facts. Therefore, the307

embedding similarity and the corresponding neighbor relations better reflect the logical associations308

among different passages, which aligns with the better constructed KG by KNN-MDR than the KG by309

KNN-ST in Figure 4. Compared with KNN-MDR/ST, TAGME delivers superior performance at the310

cost of increasing latency since the generated KG by TAGME is denser than KGs by KNN-ST/MDR.311

Furthermore, we perform the sensitivity analysis of the branching factor (the number of nodes312

selected from candidate neighbors to visit next). In Figure 6(b) the performance first increases as the313

branching factor increases because more passage nodes selected from the candidate neighbors lead314

to more reasoning paths to reach the final answer. However, as we fix the context budget to ensure315

fair comparison (i.e., the total number of passages we are allowed to retrieve for each question is the316

same across all baselines), the performance declines as the branching factor increases because the317

number of initial seeding nodes diminishes, leading to reduced coverage of the KG.318

8



Figure 6: (a): The performance/latency increases as the KG density increases. The results are
averaged across 100 randomly sampled questions on HotpotQA. (b): The performance first increases
and then decreases as the branching factor increases. The results are averaged across 100 sampled
questions on 2WikiMQA and MuSiQue.

5.5 Visualizing the Reasoning-and-Retrieving Process of LM-guided Graph Traverser319

In this section, we visualize the KG-LLaMA’s reasoning-and-retrieving process in retrieving relevant320

context for MD-QA. Due to space limitation, for each question, we visualize the top-3 sentence nodes321

visited at 1-hop along with their generated evidence from LLaMA that required further to approach322

the answer. Based on the generated evidence, we retrieve the top-2 sentence nodes from the candidate323

neighbor queue. For each retrieved sentence node, we also visualize its ranking score given by324

TF-IDF. We can see that the first retrieved evidence suggests the academy (USMMA) where Joseph325

D. Stewart was appointed Superintendent. Based on that, the LLM can then rationalize correctly and326

suggest the next passage should include information indicating the location of USMMA, which is327

used further to retrieve the ground-truth passage including that information.328

Figure 7: Visualizing the graph traversal over MD-QA.

6 Conclusion329

Answering multi-document questions demands knowledge reasoning and retrieving from different330

documents across various modalities, presenting challenges for applying the paradigm of ‘pre-train,331

prompt and predict’ with LLMs. Recognizing that the logical associations among passages and332

structural relations within the documents can be unified into a graphical representation, we propose a333

Knowledge Graph Prompting method (KGP) for aiding LLMs in MD-QA. The KGP constructs KGs334

from documents with nodes depicting sentences or document structures and edges denoting their335

lexical/semantic similarity or structural relations. Since the constructed KGs may contain irrelevant336

neighbor information, we further design an LM-guided graph traverser that selectively visits the most337

promising node in approaching the question. In the future, we plan to investigate the capability of338

LLMs in understanding graph topology and explore the potential of fine-tuning/prompting LLMs to339

encode complex topological signals hidden in the graph.340
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A Supplementary504

A.1 Dataset Collection505

This section introduces the collection of datasets used for the experiments conducted in this paper.506

A.1.1 Document Set Collection and Procession507

As no previous works focus on MD-QA, we create our own datasets to simulate real-world scenarios508

where users maintain folders containing various documents and pose questions to which the answers509

are only from certain parts of these documents. To imitate this scenario, we randomly sample510

questions from the development set of existing datasets: HotpotQA/IIRC/2WikiMQA/MuSiQue, and511

then for each specific question, we fetch documents from Wikipedia that encompass supporting facts512

pertaining to the question 4 and term these documents as golden documents. Then we randomly513

sample negative documents from Wikipedia and pair them with golden documents to constitute the514

document collection. For each document in the collected document set, we split it into multiple515

passages with the default passage length being the sentence length. As questions from these existing516

datasets are only focused on document contents, we additionally incorporate the ‘Comp’ dataset, an517

internal company collection of real-world questions focusing on document structures.518

A.1.2 Knowledge Graph Construction519

We construct a knowledge graph for each question and its corresponding collection of documents.520

For datasets where the questions are from Wikipedia: HotpotQA, IIRC, WikiMHop, and Musique,521

we only have passage nodes since answering questions in these datasets does not require information522

about document structures. For the Comp dataset, in addition to passage nodes, we apply ExtractAPI523

to obtain the page and table information so that the constructed KG also has pages/tables as nodes.524

For all of these datasets, we add edges following Section 3. Table 4 summarizes the average statistics525

of the document collections across all questions with their corresponding KGs. Except for Comp, we526

plan to release the code for collecting the documents and constructing the KGs upon publication.527

Table 4: Statistics of document collections and their corresponding knowledge graph used in Table 2
and 3 average across all questions.

Dataset #Docs #Questions #Passages #Edges Passage
Avg. Length

KG
Density

HotpotQA 12 500 715.22 70420.68 37.55 0.23
IIRC 12 477 1120.55 143136.17 37.24 0.20
2WikiMQA 12 500 294.19 19235.15 37.24 0.27
MuSiQue 12 500 748.04 97931.28 38.55 0.29

For Comp, due to privacy concerns, we omit the data statistics but only provide some question528

examples, e.g., ’How many more classical students in Table 2 had the mixed teaching style versus the529

classical teaching style?’ or ’Can you give me a simple summary about page 5?’.530

A.1.3 Sequential Data Collection531

Training MDR [44] requires rearranging supporting facts into the sequential order that progressively532

approaches the answer. To fulfill this requirement, we directly follow MDR and use the pre-processed533

HotpotQA data from the GitHub Repository5 to train the encoder and apply it to other datasets that534

do not provide the sequential order of supporting facts. For instruction fine-tuning LLaMA, we535

still use the above HotpotQA data and rearrange it into the instruction-input-output format and use536

the instruction ‘What evidence do we need to answer the question given the current evidence’. We537

present one example in Listing 1. For T5-large, we use the same input-output but prefix the reasoning538

instruction to the input following the original T5 input format [34].539

4The HotpotQA/IIRC/2WikiMQA/Musique datasets already have the supporting facts for each question.
5https://github.com/facebookresearch/multihop_dense_retrieval/tree/main
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A.2 Experiment Details540

A.2.1 Training DPR and MDR541

For training DPR [22], we pair each question with its supporting facts as its positive passages, and542

some randomly sampled negative passages as its negative passages. For training MDR [44], as543

each question in HotpotQA only requires 2 supporting facts to derive the answer, we set the first544

supporting fact as the positive pair for each question. Further, we concatenate this question and the545

first supporting fact to form a new question and for this newly-formed question, we set the second546

supporting fact as its positive pair. For both the original question and the concatenated one, we547

randomly sample other passages as the negative pair. Following [44, 22], we use RoBERTa-base as548

the default encoder and search hyperparameters for them as follows: hidden dimension 768, max549

context length {128, 256, 350}, batch size {128, 256, 512}, epoch 50, warmup steps 300, learning550

rate 2e− 5, gradient clipping range 2.551

A.2.2 Instruction Fine-tuning LLaMA6 and T5-Large7552

We fine-tune LLaMA using instruction data in Listing 1. Due to the computational limitation, we553

choose LLaMA-7B and use LoRA [16]. For fine-tuning T5-Large, we use the same instruction data554

except that we remove the instruction but only prefix the reasoning instruction to the input [34]. We555

use the default hyperparameters from their original GitHub repository to fine-tune these two LLMs.556

A.2.3 Prompting LLMs for MD-QA - Table 2 and 3557

Following [40], we randomly select questions from the development set for reporting the performance.558

To ensure a fair comparison, we set the number of retrieved passages to 30 across all baselines and559

use ChatGPT as the downstream LLM for reading the retrieved passages and generating the answer.560

We summarize the key implementation details for each baseline as follows:561

• KNN: We employ the sentence-transformer variant ‘multi-qa-MiniLM-L6-cos-v1’ to obtain passage562

embeddings as it has been trained on 215M (question, answer) pairs from diverse sources. Then we563

select the top-15 passages according to the embedding similarity and the top-15 passages according564

to the fuzzy matching8.565

• MDR: We use beam search with the inner product as the scoring function to rank passages. We566

limit the search depth to 2 as answering questions in HotpotQA requires at most 2-hop reasoning567

steps [44]. We set the number of passages to be 15 in the first-hop retrieval and for each of these568

passages, we further retrieve 3 more passages in the second round, which in total generates 45569

passage pairs. Then we rank these 45 passage pairs by the product of the scores between the570

first-hop and the second-hop retrieval and select the top 30 ones as the final context.571

• IRCoT: Instead of directly employing the original IRCoT code [40], we modify it based on our572

problem setting. The first reason is that passages to be retrieved in IRCoT [40] are the pre-processed573

Wikipedia Corpus and do not cover the whole contents of Wikipedia documents, which thereby574

is not aligned with our MD-QA setting. The second reason is that the question-answering reader575

employed in IRCoT requires running on A100-80G GPU, which is not affordable on our side.576

Therefore, we modify the IRCoT by replacing the question reader with the ChatGPT and using577

our pre-processed Wikipedia document collections as introduced in Section A.1. For the prompt578

used in the reasoning step, we select 2 examples from ‘gold_with_2_distractors_context’ for the579

demonstration purpose. We iteratively select top-5 passages based on the generated reason from580

LLM along with their document titles and add them to the retrieved context until hitting the prefix581

budget. For the prompt used in the reading step, we use exactly the same prompt as other baselines582

as we find it empirically leads to better performance than the original one used in IRCoT [40].583

• KGP-T5/LLaMA/MDR: We use T5-large/LLaMA-7B/MDR as the LM to guide the graph traversal584

respectively. For content-based questions, similar to MDR, we perform a 2-hop retrieval but for585

each hop, we only search the node to visit next from neighbor candidates. In the 1st-hop retrieval,586

we select 10 passages and in 2nd-hop retrieval, we select 3 passages, which totally forms 30587

reasoning paths. Note that passages in the 1st-hop retrieval are allowed to overlap with the ones in588

the 2nd-hop retrieval. For structural-based questions, we first use ChatGPT to extract page/table589

6https://github.com/Lightning-AI/lit-llama
7https://shivanandroy.com/fine-tune-t5-transformer-with-pytorch/
8We use Levenshtein-distance to measure the lexical distance between two passages.
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structures and then fetch relevant contents in those structures. Future work could explore how to590

pre-train a structural extraction model to obtain document structures.591

• KGP w/o LM: We remove the LM-guided graph traversal but select passages nodes based on their592

TF-IDF similarity to the given question.593

Note that we put the prompt template for running all the above baselines in Section A.9.594

A.3 Algorithm and Complexity for KGP595

Here we present the algorithm for our proposed knowledge graph prompting (KGP) method for596

MD-QA. Given a question, we first apply LLM to classify whether the question is asking about597

the document structure or document content. If the question focuses on the document structure, we598

extract the structural keywords such as Page or Table, and retrieve the content in the corresponding599

structural nodes in KG. If the question focuses on the document content, we follow the step according600

to Algorithm 1. Specifically, we first initialize seeding passages Vs and the reasoning path queue P601

by TF-IDF search. Then for each seeding passage vi ∈ Vs, we add its neighboring passage nodes602

Ni into the candidate neighbor queue C. (lines 1-4) After that, we iteratively pop out the leftmost603

reasoning path/candidate neighborhood Pi/Ci from P/C and employ the fine-tuned LM-guided graph604

traverser to rank the popped out neighbors in Ci by Eq. (1) (lines 5-7). Last, we select top-k passage605

nodes V ′
i from Ci to visit next based on their rank and correspondingly update the candidate neighbor606

queue/reasoning path queue (lines 8-13). The above process terminates when either the candidate607

neighbor queue becomes empty or the prefixed budget K for the retrieved passages is met.608

Algorithm 1: Knowledge Graph Prompting Method for Questions on Document Contents

Input: A question q over a set of documents D, the constructed knowledge Graph G = {V, E ,X} over D,
the fine-tuned LLM-guided graph traversal fGT, the preset context budget K, the initial TF-IDF
search function g.

1 Initialize seed passages Vs = g(V,X , q)
2 Initialize the retrieved passage queue P = [{vi}|vi ∈ Vs]
3 Initialize the candidate neighbor queue C = [Ni|vi ∈ Vs]
4 Initialize the retrieved passage counter k =

∑
Pi∈P |Pi|

5 while queue P and queue C are not empty do
6 Pi ← P.dequeue(), Ci ← C.dequeue()
7 V ′

i = Graph Traversal({q} ∪ Pi, Ci, k) by Eq (1)
8 for v ∈ V ′

i do
9 P.enqueue(Pi ∪ {v})

10 C.enqueue(Nv)
11 k ← k + 1
12 if k > K then
13 Terminate
14 return Retrieved Passage Queue P

Since our algorithm can be essentially deemed as the combination of the neighborhood ranking by609

Eq. (1) and the breadth-first-search. The time complexity would be the multiplication between the610

time of bread-first-search O(|V| + |E|) and the time of neighborhood ranking O(|N |γ) = O(d̂γ)611

where γ is the time for computing the embedding similarity between a specific neighbor passage612

and the retrieved reasoning path and d̂ is the average degree of the KG. Therefore the final time613

complexity would be O((|V|+ |E|)d̂γ), which is in-between the linear and quadratic to the size of the614

graph. As users typically maintain 10-100 documents, correspondingly the number of nodes in the615

constructed KG would be around 1,000-10,000 (according to Table 4, a collection of 12 documents616

have roughly 200-1000 passage nodes), which is affordable even with the quadratic time complexity.617

Moreover, we can apply advanced techniques to further reduce the time complexity for neighborhood618

ranking, such as KD-tree [33] and LSH [12].619

For space complexity, it takes O(|V|(α+ β)) to maintain the constructed KG on the fly where α is620

the average space for saving the passage embedding vector while β is the average space for saving621

the textual information of that passage. Although our constructed KG treats passages as nodes, which622

cannot scale very well when the graph is extremely large, the total number of documents a user623

maintains in a folder is typically around 10-100, which is still affordable.624
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A.4 Markdown-Formatted Table625

Figure 8 demonstrates that by sending Tables in the markdown format, ChatGPT can successfully626

understand their content and perform information retrieval based on the given questions. However,627

we do observe that such a markdown-formatted solution is not feasible for the long table due to the628

input token limitation of ChatGPT, we plan to explore the solution using SQL as the prompt content629

or modeling the Table as the grid graph to solve the issue in the future.

Figure 8: An example demonstrating that ChatGPT can understand table in the markdown format.

630

A.5 Knowledge Graph Construction Comparison631

Table 5 compares different knowledge graph construction methods and their pros and cons.632

Table 5: Systematically Comparison among existing and our proposed Knowledge Graphs.

KG Node Edge Domain Constructor Scalability Hyperparameters Advantage Disadvantage

TAGME Passage
Common
Wikipedia

Entity
Wikipedia / No Prior Threshold Effectively Identify

Wikipedia Entities

Low efficiency for
Entity Identification

Narrow Domain
Application

TF-IDF Passage Common
Keyword General / No # Keywords No Domain

Limitation
Common keywords

irrelevant to question

KNN-ST Passage Semantic
Similarity General Sentence

Transformer No # Neighbors No Domain
Limitation

Semantic Similarity
irrelevant to question

KNN-MDR Passage Semantic
Similarity General MDR No # Neighbors

Encoding the
logical association

for QA

Require logically
ordered supporting facts

to pre-train the model

Knowledge
Base Entity Relationship Specific Human Yes /

Powerful in
encoding factual

information

Relation Extraction
is non-trivial

Domain Specific

• TAGME: TAGME [11] is very effective in extracting Wikipedia Entities from a passage despite633

the low efficiency. In our graph construction, it usually takes more than 8 hours to extract entities634

of all passages for even just 12 Wikipedia documents. Even after we apply parallel processing,635

it still takes more than 2 hours. In addition, it can only handle entities mentioned in the existing636

Wikipedia system and hence cannot generalize to documents from other domains.637

• TF-IDF and KNN-ST: Although there is no domain limitation, it is hard to guarantee the extracted638

keywords or the embedding semantic similarity can precisely encode the relationships that are639

desired for answering the given question between any two passages. We empirically find TF-IDF is640

more likely to extract meaningless keywords even after removing supporting verbs and articles.641
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• KNN-MDR: Since KNN-MDR pre-trains the sentence encoder by predicting the next supporting642

passage given already-retrieved passages, the embedding similarity between two passages is more643

likely to encode necessary logical associations required for MD-QA. However, the main bottleneck644

here is how to obtain the logically ordered supporting facts that can progressively reach the645

answer. Obtaining these sequential data is non-trivial and usually requires a large number of human646

resources for well-curated annotation.647

• Existing Knowledge Base: One common approach in the literature is to use existing knowledge648

bases or extract subgraphs from them for specific tasks [8, 50, 51]. Because the factual information649

is characterized as a triplet consisting of two entity nodes and their relationship, it is very powerful650

in encoding factual information/commonsense knowledge and also avoids the scalability issue651

(since two different passages might share the same entity). Despite its potency and ease of652

use, constructing this type of KGs demands meticulously designed relation extractors, which is653

still deemed a challenging task in the literature. Recent research has explored using LLMs for654

relation extraction. However, with increasing document numbers, using non-open-sourced LLMs655

can become prohibitively expensive. A potential solution is fine-tuning an open-sourced LLM656

specifically for relation extraction. Detailed discussion on this is beyond the scope of this study657

and is thus omitted.658

To put it in a nutshell, there’s no one-size-fits-all method for KG construction. Our paper offers659

an in-depth analysis of the proposed KG construction methods alongside other existing ones. The660

best approach often depends on the specific use case. For broad domains containing general factual661

information, tools like ’TAGME’ or ’Knowledge Base’ might be apt. However, for more niche or662

sensitive areas, methods like TF-IDF/KNN-ST are more appropriate. In certain situations, gathering663

domain-specific data and pre-training encoders is the most effective way to build the KG.664

A.6 Additional Results and Discussions665

A.6.1 Quality of KG on MuSiQue666

Similar to the setting used for Figure 4, we change the hyperparameters to construct KGs for each667

question in MuSiQue with varying levels of sparsity and measure how much percentage of the668

supporting facts are covered by neighbors of the seeding passages that are initially retrieved by669

TF-IDF. The general trend in Figure 9(a) is similar to the one in Figure 4, i.e., as the graph becomes670

denser, the precision decreases while the SF-EM increases. However, on MuSiQue, KNN-MDR671

achieves the worst trade-off between Precision and SF-EM compared with KNN-ST and TF-IDF.672

This is because our KNN-MDR is pre-trained on HotpotQA and due to the distribution shift from673

HotpotQA to MuSiQue, it is expected for the graph constructed with KNN-MDR to have less quality.674

Note that although here KNN-ST leads to a better KG than KNN-MDR, it does not mean the KNN675

baseline in Table 2 should perform better than MDR because the baseline name only refers to the676

retrieval method while the name in this figure refers to the KG construction method.677

Figure 9: (a): Quality of constructed KGs with different methods on MuSiQue. TF-IDF: lexical
similarity based on common keywords extracted by TF-IDF. KNN-ST: KNN graph constructed
based semantic similarity of embeddings from sentence-transformer; KNN-MDR: KNN graph
constructed based on semantic similarity of embeddings from the pre-trained MDR [44]; TAGME:
graph constructed based on whether two passages share common Wikipedia entity mentions. (b):
The performance/latency increases as the KG density increases. The results are averaged across 100
randomly sampled questions on MuSiQue.
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A.6.2 The impact of KG on MuSiQue678

Similar to the setting used for Figure 6, we compare the MD-QA performance for KGP-T5 using679

TAGME-based KG with different levels of density. Similar to Figure 6, here we also observe that as680

the KG becomes denser, the MD-QA performance increases while the time for the next node search681

increases. However, on MuSiQue, in most cases, KNN-ST achieves better F1/EM than KNN-MDR,682

which exactly aligns with the constructed KG quality observed in Figure 9, i.e., KNN-ST achieves683

better Precision/SF-EM trade-off than KNN-MDR on MuSiQue.684
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A.7 Case study on Structural/Content Questions685

In this section, we conduct six MD-QA case studies using our self-designed user interface coupled686

with the proposed method on the backend. Examples include two table-based QA (Figure 10-11),687

one page-based QA (Figure 12), one single-document content-based QA (Figure 13) and two multi-688

document content-based QA (Figure 14-17). In our designed interface, we can upload documents we689

are interested in reading and the model on the backend will split each of them into multiple passages.690

In addition, on the left side, we can ask questions related to the currently uploaded documents. By691

clicking the button ‘SUBMIT’, the question would be sent to the model on the backend and it retrieves692

relevant context and arranges them as the prompt to get the answer from ChatGPT. In the figures693

below, we can see our system can understand the Table/Page questions and also questions requiring694

knowledge across multiple documents.695

Figure 10: Table QA asking for the number of people belonging to the membership grade ’Fellow’.
It is shown that ChatGPT can understand table structure in the format of markdown and successfully
fetch the number of people belonging to membership ’Fellow’.

Figure 11: Table QA asking for the place where the event on Date 5-18-07 will occur.
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Figure 12: Page QA asking the main content on Page 2. The answer provides a high-level summa-
rization of Page 2, covering the title of each section.

Figure 13: Single Document Content QA asking Sedentariness. The 2-nd retrieved sentence includes
the answer and corresponds to the first sentence in the abstract of the paper.
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Figure 14: Multi-document Bridging Question asking the information about Lebron James and State
Ohio. It requires to first retrieve the sentence stating the state where Lebron James grew up playing
basketball.

Figure 15: Multi-document Bridging Question asking the information about Lebron James and State
Ohio. Then it requires to judge whether the State Ohio ranks the 34th-largest by area in the US.
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Figure 16: Multi-document Question comparing Lebron James and Michael Jordan. It requires the
birthday information of Lebron and Jordan.

Figure 17: Multi-document Question comparing Lebron James and Michael Jordan. It requires the
birthday information of Lebron and Jordan.
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A.8 Visualizing the Reasoning-and-Retrieving Process of LM-guided Graph Traverser696

In this section, we visualize the KG-LLaMA’s reasoning-and-retrieving process in retrieving relevant697

context for MD-QA. Due to space limitation, for each question, we visualize the top-3 sentence698

nodes visited at 1-hop along with their generated evidence from LLaMA that required further to699

approach the answer. Based on the generated evidence, we retrieve the top-2 sentence nodes from the700

candidate neighbor queue. For each retrieved sentence node, we also visualize its ranking score given701

by TF-IDF. We can clearly see our designed LM-guided graph traversal could find the right evidence702

path to answer the given question.703

Figure 18: Visualizing the graph traversal over MD-QA-Example 1.

Figure 19: Visualizing the graph traversal over MD-QA-Example 2.
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A.9 Prompt template used throughout this work704

Listing 1: Examples of the Instruction Data for Fine-tuning LLaMA.
Question: Which magazine was started first Arthur’s Magazine or First for Women?705

Answer: Arthur’s Magazine706

Supporting Facts:707

(1) Arthur’s Magazine (1844−1846) was an American literary periodical published in Philadelphia in the 19th708

century.709

(2) First for Women is a woman’s magazine published by Bauer Media Group in the USA. The magazine was710

started in 1989.711

712

Instruction: What evidence do we need to answer the question given the current evidence?713

Input: Which magazine was started first Arthur’s Magazine or First for Women? Arthur’s Magazine714

(1844−1846) was an American literary periodical published in Philadelphia in the 19th century.715

Output: First for Women is a woman’s magazine published by Bauer Media Group in the USA. The magazine716

was started in 1989.717

===================================================================================================718

719

Question: In what year was the creator of the current arrangement of Simpson’s Theme born?720

Answer: March 28, 1941721

Supporting Facts:722

(1) The theme was re−arranged during season 2, and the current arrangement by Alf Clausen was introduced723

at the beginning of season 3.724

(2) Alf Heiberg Clausen (born March 28, 1941) is an American film and television composer.725

726

Instruction: What evidence do we need to answer the question given the current evidence?727

Input: In what year was the creator of the current arrangement of Simpson’s Theme born? The theme was re−728

arranged during season 2, and the current arrangement by Alf Clausen was introduced at beginning of729

season 3.730

Output: Alf Heiberg Clausen (born March 28, 1941) is an American film and television composer.731

Listing 2: Example of the Prompt for QA without Retrieved Contexts.
Given the following question, create a final answer to the question.732

=========733

QUESTION: What is the birthday of this Anglo−Irish actress, courtesan, and mistress, who was the mother to734

the illegitimate daughter of King William IV?735

=========736

ANSWER: Please answer in less than 6 words.737

Listing 3: Example of the Prompt for QA with Retrieved Contexts.
Given the following question and contexts, create a final answer to the question.738

=========739

QUESTION: During which years was the model of car, featured on the cover of Earth’s "Pentastar: In the740

Style of Demons" manufactured?741

=========742

CONTEXT:743

1: Pentastar: In the Style of Demons is the third full−length studio album by the drone doom band Earth.744

2: In 1957, he published The Interpersonal Diagnosis of Personality, which the Annual Review of Psychology745

called the "most important book on psychotherapy of the year".746

3: During the evanescent heyday of the cyberdelic counterculture, he served as a consultant to Billy Idol in the747

production of the 1993 album Cyberpunk.748

4: During the development of the Barracuda, one of the worst−kept secrets was Ford’s plan to introduce a new749

sporty compact car based on the inexpensive Falcon chassis and running gear (which was eventually750

released as the Mustang in mid−model year 1964); the extent of the other changes was not known.751

5: "Peace in Mississippi" is a cover of the Jimi Hendrix song. The original vinyl release of the album has an752

alternative take of "Peace in Mississippi".753

6: A 1975 Barracuda had been planned before the end of the 1970−74 model cycle.754

7: In the spring of 2021, when the third wave of the coronavirus epidemic arrived, VaÌĄradi called their airline755

one of the "rare rays of hope" for investors.756

8: During this time the first U.S. Federal auto safety standards were phased in, and Chrysler’s response a757

requirement for side−marker lights distinguishes each model year of the second−generation Barracuda:758

As the pony−car class became established and competition increased, Plymouth began to revise the759

Barracuda’s engine options.760
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9: The Barracuda sold for a base price of US$2,512 ($24,000 today).The 1964 model year was the first for the761

Barracuda and also the last year for push−button control of the optional Torqueflite automatic762

transmission.763

10: In the words of symbolist poet SteÌĄphane MallarmeÌĄ:Languages are imperfect because multiple; the764

supreme language is missing...no one can utter words which would bear the miraculous stamp of Truth765

Herself Incarnate...how impossible it is for language to express things...in the Poet’s hands...by the766

consistent virtue and necessity of an art which lives on fiction, it achieves its full efficacy.767

11: In France, the heart of the Decadent movement was during the 1880s and 1890s, the time of fin de768

sieÌĂcle, or end−of−the−century gloom.769

12: Pentastar: In the Style of Demons is the third full−length studio album by the drone doom band Earth,770

released in 1996. It has a more rock−oriented sound than their earlier drone doom work, although in a771

very minimalist style.772

13: The game was a rematch of the previous year’s Russell Athletic Bowl, which Clemson won 40âĂŞ6.The773

two participants for the game were two of the semifinalists which were the Clemson Tigers and774

Oklahoma Sooners.775

14: The effect of the war on Ernst was devastating; in his autobiography, he wrote of his time in the army thus:776

"On the first of August 1914 M[ax].E[rnst]. died. He was resurrected on the eleventh of November777

1918".778

15: Plymouth’s executives had wanted to name the new model Panda, an idea unpopular with its designers. In779

the end, John Samsen’s suggestion of Barracuda prevailed. Based on Chrysler’s A−body, the Barracuda780

debuted in fastback form on April 1, 1964.781

16: The Scapigliati (literally meaning "unkempt" or "disheveled") were a group of writers and poets who782

shared a sentiment of intolerance for the suffocating intellectual atmosphere between the late783

Risorgimento (1860s) and the early years of unified Italy (1870s).784

17: Recurrent themes in his literary works include the supremacy of the individual, the cult of beauty,785

exaggerated sophistication, the glorification of machines, the fusion of man with nature, and the exalted786

vitality coexisting with the triumph of death.787

18: Disc brakes and factory−installed air conditioning became available after the start of the 1965 model year.788

For the 1966 model year, the Barracuda received new taillamps, new front sheet metal, and a new789

instrument panel.790

19: "Perhaps the worst failing of the book is the omission of any kind of proof for the validity and reliability791

of the diagnostic system," Eysenck wrote.792

20: Based on stretched underpinnings of the rear−drive Alfa Romeo Giulia, it was rumored to be powered by793

a turbocharged V6 and arrive within the 2019 model year.794

21: Their investments are in fleet development and the construction of airports, the first of which will be795

opened in Brasov.796

22: He broke the hill record and this innovation was widely copied in the years to come.[citation needed]Mays797

made his mark on the track in such events as the 1935 German Grand Prix (scene of a famous victory of798

Tazio Nuvolari), sharing his ERA with Ernst von Delius.799

23: There is still a question about the truth of the disclosure. In the 1968 Dragnet episode "The Big Prophet",800

Liam Sullivan played Brother William Bentley, leader of the Temple of the Expanded Mind, a thinly801

fictionalized Leary.802

24: The Belgian FeÌĄlicien Rops was instrumental in the development of this early stage of the Decadent803

movement. A friend of Baudelaire, he was a frequent illustrator of Baudelaire’s writing, at the request of804

the author himself.805

25: After taking responsibility for the controlled substance, Leary was convicted of possession under the806

Marihuana Tax Act of 1937 on March 11, 1966, sentenced to 30 years in prison, fined $30,000, and807

ordered to undergo psychiatric treatment.808

26: The general court delegation from Sullivan County is made up of all of the members of the New809

Hampshire House of Representatives from the county. In total, there are 13 members from 11 different810

districts.811

27: Both teams then exchanged field goals, which brought the score to 16−10 in favor of Clemson. With 2:17812

remaining, Oklahoma drove down the length of the field to score a touchdown, which gave the Sooners a813

one−point lead.814

28: The average household size was 2.41 and the average family size was 2.88.23.90% of the population were815

under the age of 18, 6.40% from 18 to 24, 28.00% from 25 to 44, 25.90% from 45 to 64, and 15.80%816

who were 65 years of age or older.817

29: The band announced the release of a deluxe version of the album "How It Feels To Be Lost", which came818

out on August 21, 2020. On June 2, 2021, the band released the single "Bloody Knuckles" from their819

upcoming album.820

30: The 82nd Orange Bowl was a College Football Playoff semifinal with the winner of the game competing821

against the winner of the 2015 Cotton Bowl: Alabama Crimson Tide football in the 2016 College822

Football Playoff National Championship, which took place at the University of Phoenix Stadium in823

Glendale, Arizona.824
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=========825

QUESTION: During which years was the model of car, featured on the cover of Earth’s "Pentastar: In the826

Style of Demons" manufactured?827

=========828

ANSWER: Please answer in less than 6 words.829

Listing 4: Example of the Prompt for QA with Retrieved Contexts for MDR, KGP-T5, KGP-LLaMA
and KGP-MDR.
Given the following question and contexts, create a final answer to the question.830

=========831

QUESTION: Anthony Avent played basketball for a High School that is located in a city approximately 8 mi832

west of where?833

=========834

CONTEXT:835

1: Newark is the second largest city in the New York metropolitan area, located approximately 8 mi west of836

lower Manhattan.\n Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark,837

New Jersey.838

839

2: Newark is the second largest city in the New York metropolitan area, located approximately 8 mi west of840

lower Manhattan.\n The United States District Court for the District of New Jersey is also located in the841

city.842

843

3: Newark is the second largest city in the New York metropolitan area, located approximately 8 mi west of844

lower Manhattan.\n Near Market Street and includes a dormitory for boarding students; and Saint845

Vincent Academy which is an all−girls Roman Catholic high school founded and sponsored by the846

Sisters of Charity of Saint Elizabeth and operated continuously since 1869.Link Community School is a847

non−denominational coeducational day school that serves approximately 128 students in seventh and848

eighth grades.849

850

4: Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n Newark is851

the second largest city in the New York metropolitan area, located approximately 8 mi west of lower852

Manhattan.853

854

5: Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n The855

United States District Court for the District of New Jersey is also located in the city.856

857

6: Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n On858

Newark Bay, it is run by the Port Authority of New York and New Jersey and serves as the principal859

container ship facility for goods entering and leaving the New York metropolitan area and the860

northeastern quadrant of North America.861

862

7: He played collegiately at Seton Hall University where he played in the 1989 NCAA championship game.863

Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n Prior to864

Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.865

866

8: He played collegiately at Seton Hall University where he played in the 1989 NCAA championship game.867

Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n The868

United States District Court for the District of New Jersey is also located in the city.869

870

9: He played collegiately at Seton Hall University where he played in the 1989 NCAA championship game.871

Prior to Seton Hall, Avent played at Malcolm X Shabazz High School in Newark, New Jersey.\n As of872

the 2020âĂŞ21 school year, the district, comprises 65 schools, had an enrollment of 40,423 students and873

2,886.5 classroom teachers (on an FTE basis), for a studentâĂŞteacher ratio of 14.0:1.Science Park874

High School, which was the 69th−ranked public high school in New Jersey out of 322 schools statewide,875

in New Jersey Monthly magazine’s September 2010 cover story on the state’s "Top Public High876

Schools", after being ranked 50th in 2008 out of 316 schools.877

878

10: Anthony Avent (born October 18, 1969) is an American former professional basketball player who was879

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA draft.\n Newark is880

the second largest city in the New York metropolitan area, located approximately 8 mi west of lower881

Manhattan.882

883
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11: Anthony Avent (born October 18, 1969) is an American former professional basketball player who was884

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA draft.\n The United885

States District Court for the District of New Jersey is also located in the city.886

887

12: Anthony Avent (born October 18, 1969) is an American former professional basketball player who was888

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA draft.\n Atlanta889

United 1, New York Red Bulls 2 The first game in Atlanta United history was played before a sellout890

crowd of 55,297.891

892

13: Anthony Avent (born October 18, 1969) is a retired American professional basketball player who was893

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA Draft.\n The total894

school enrollment in Newark was 77,097 in the 2013âĂŞ2017 ACS, with nursery and preschool895

enrollment of 7,432, elementary/high school (KâĂŞ12) enrollment of 49,532, and total college/graduate896

school enrollment of 20,133. The Newark Public Schools, a state−operated school district, is the largest897

school system in New Jersey.898

899

14: Anthony Avent (born October 18, 1969) is a retired American professional basketball player who was900

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA Draft.\n As of the901

2020âĂŞ21 school year, the district, comprises 65 schools, had an enrollment of 40,423 students and902

2,886.5 classroom teachers (on an FTE basis), for a studentâĂŞteacher ratio of 14.0:1.Science Park903

High School, which was the 69th−ranked public high school in New Jersey out of 322 schools statewide,904

in New Jersey Monthly magazine’s September 2010 cover story on the state’s "Top Public High905

Schools", after being ranked 50th in 2008 out of 316 schools.906

907

15: Anthony Avent (born October 18, 1969) is a retired American professional basketball player who was908

selected by the Atlanta Hawks in the first round (15th pick overall) of the 1991 NBA Draft.\n In the909

2013−−2017 American Community Survey, 13.6% of Newark residents ages 25 and over had never910

attended high school and 12.5% didn’t graduate from high school, while 74.1% had graduated from high911

school, including the 14.4% who had earned a bachelor’s degree or higher.912

=========913

QUESTION: Anthony Avent played basketball for a High School that is located in a city approximately 8 mi914

west of where?915

=========916

ANSWER: Please answer in less than 6 words.917

Listing 5: Example of the Prompt for Grading QA.
You are an expert professor specialized in grading whether the prediction to the question is correct or not918

according to the real answer.919

==================920

For example:921

==================922

Question: What company owns the property of Marvel Comics?923

Answer: The Walt Disney Company924

Prediction: The Walt Disney Company925

Return: 1926

==================927

Question: Which constituent college of the University of Oxford endows four professorial fellowships for928

sciences including chemistry and pure mathematics?929

Answer: Magdalen College930

Prediction: Magdalen College.931

Return: 1932

==================933

Question: Which year was Marvel started?934

Answer: 1939935

Prediction: 1200936

Return: 0937

==================938

You are grading the following question:939

Question: Anthony Avent played basketball for a High School that is located in a city approximately 8 mi940

west of where?941

Answer: lower Manhattan942

Prediction: Newark943

If the prediction is correct according to the answer, return 1. Otherwise, return 0.944

Return: your reply can only be one number ’0’ or ’1’945
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