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Abstract

Foundation models have become ubiquitous in
computational biology research. These models
take large-scale biological data such as DNA se-
quences or quantified single-cell RNA molecule
counts as input, and learn high-dimensional em-
beddings that capture patterns in the data through
self-supervised training, which are then used for
a variety of downstream tasks. Despite their great
promise, we found that single-cell foundation
models were difficult to install and run, and lacked
adequate documentation. To alleviate these prob-
lems, we propose six recommendations for better
development and deployment of these foundation
models to enable ease of use by both computa-
tional and non-computational expert end-users, as
well as a framework for improving the state of
open-source software maintenance in computa-
tional biology as a whole.

1. Background

Foundation models are a family of machine learning mod-
els that are trained on a vast amount of data, through self-
supervised learning (Shwartz-Ziv & LeCun, 2023). From
large language models capable of generating text based on
prompts, to models trained on specific types of scientific
data, foundation models have been developed in various con-
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texts to enhance research in fields including but not limited
to material science, biology, and medicine (Pyzer-Knapp
et al., 2025; Cui et al., 2025; Khan et al., 2025). In compu-
tational biology specifically, foundation models are often
trained on data such as DNA and protein sequences (Guo
et al., 2025). The rise of single-cell technologies in the
2010s such as single-cell RNA sequencing (scRNA-seq)
(Hong & Park, 2020) has also led to a focus in foundation
model development in this field as well (Szatata et al., 2024).
These models are developed with high hopes of contributing
to expediting drug development and biological discovery,
as well as creating an all-in-one tool for processing and
analyzing high-throughput single-cell data (Szatata et al.,
2024; Cui et al., 2024).

However, through analyzing the GitHub repositories and
using the implemented software, we found that single-cell
foundation models commonly present installation and us-
ability challenges. More specifically, with the speed of
innovation often outpacing the discussion and acceptance
of ideal development practices, the foundation models had
installation and dependency issues, challenges with running
and resource management, and were often not maintained
after publication. In this paper, we outline the results of our
analysis of single-cell foundation model software (Section
2), and discuss practical solutions developers of these mod-
els can adopt to address common issues faced by end-users
(Section 3). This paper focuses on single-cell foundation
models, but we expect the recommendations to be transfer-
able across biological domains.

2. The current landscape of single-cell
foundation model software

We investigated single-cell foundation models for a bench-
marking study that was orthogonal to this work. Through
our attempts to install and run these models, we observed
functionality and maintenance issues. We summarize our
findings in key concerns with respect to the foundation
model software. These observations serve as the basis of
our rationale for the proposed guidelines.



Deploying User-Friendly Single-Cell Foundation Models

2.1. Installation from requirements. txt files being
insufficient

Many models are designed to be installed via a
requirements.txt or setup.py file. However, this
is often not sufficient, as some dependencies cannot be
properly installed or have conflicts. This is due to many
factors, but a major one is the dynamic nature of dependen-
cies. Python libraries are not static, and as they are updated
their usability with other libraries can break. Inputting de-
pendencies, either constrained or unconstrained, in static
files with no build tests such as requirements.txt or
setup.py, exposes the model to this failure case.

When these issues arise, the workarounds are time consum-
ing and do not follow a straightforward process. For exam-
ple, a user could first run a pip install using the file
in a new virtual environment, check the installed packages,
and manually install packages that were left out. Otherwise,
the user could manually install all of the dependencies, one
by one, with specific version ranges based on trial and error.

2.2. Unresolvable dependency conflicts

Some models contained unresolvable dependency conflicts
within their own dependency version ranges. Other models
triggered dependency conflicts between the dependencies of
the model and the underlying software in the compute sys-
tem, such as high performance computing (HPC) clusters.

These dependency conflicts are difficult for users to navigate,
especially if they are unfamiliar with the libraries needed
by the foundation model code. If the dependencies are
unresolvable based on user trial and error, this leaves the end-
user in a precarious situation, where they have to contact and
await response of the code-base authors and maintainers.

2.3. Inactive maintenance of the source code

Many single-cell foundation models are not actively main-
tained post-publication, in the sense that the main branch of
the repository has not been updated for several months or
years. We observed GitHub Issues posted on these reposito-
ries that have not been addressed. Issues such as dependency
conflicts and overall installation problems are prevalent, and
if these issues are not addressed, the foundation models are
essentially uninstallable for end-users.

2.4. Ambiguous minimum requirements for compute
resources

Running single-cell foundation models requires significant
computational resources, especially if the models are being
fine-tuned, which is required for many of their analyses
(Theodoris et al., 2023; Cui et al., 2024). Each founda-
tion model requires a different amount of compute, and the

amount of compute also differs based on the tasks that the
foundation models are being used for. However, neither
the minimum requirements nor a general estimate for the
computational cost across tasks were documented for any
of the single-cell foundation models we tested.

Experimenting with different resource configurations to de-
termine the optimal setup can be very costly for end-users
of these models, especially if they are fine-tuning, which
requires a high amount of compute and GPU resources.

2.5. Lack of code documentation

Many of the single-cell foundation models have complex
functions and classes with many arguments, but lack com-
prehensive documentation. Although details of some func-
tions and classes might be outlined in tutorials (for exam-
ple, in Jupyter notebooks), these will not cover a sufficient
amount of the code-base. If end-users need to use functions
that are not documented in the tutorials and more compre-
hensive documentation does not exist, they will be left to
their own devices to work through the code. This can be a
time consuming and error-prone process.

2.6. Lack of implementation of development and
deployment best-practices

We documented our investigation of single-cell foundation
models and determined if they follow standard coding best
practices, such as package-based deployment, containeriza-
tion, continuous integration (CI), and documentation. We
found that the majority of the single-cell foundation models
did not follow these best practices (Table 1), and this anal-
ysis serves as the groundwork and rationale for our recom-
mendations which follow. We outline the selection criteria
for these models and investigation details in Appendix A.

3. Recommendations for single-cell foundation
model software developers

Based on the concerns raised in our analysis of software
(Section 2), we have devised six recommendations for
single-cell foundation model developers to make these mod-
els more usable. We organized the recommendations into
three different categories — installation, maintenance, and
documentation — corresponding to the process each recom-
mendation aims to improve.

For each recommendation, we provide an overview (high-
level description), implementation details (how method de-
velopers might go about incorporating these recommen-
dations), and the impact on end-users (why these recom-
mendations would be beneficial to end-users of single-cell
foundation models). The latter is especially important, as
these recommendations were formulated specifically with
end-users of these methods in mind, many of whom might
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Figure 1. Overview of recommendations for single-cell foundation model software development. Each of the recommendations are
further outlined, with respective rationale and impact on end-users of the models, in Section 3. The specific tools recommended in the
figure are further characterized, with links and documentation, in Appendix B.

Table 1. Implementation of typical best practices in single-cell
foundation model software (as of May 2025). Container: whether
a Docker/Apptainer or similar container image with the foundation
model is provided. Python Pkg: whether the foundation model
and associated code is written as a python package. CI: whether
continuous integration is practiced based on GitHub Actions or
similar tools. Docs: whether standalone documentation is available
for the model.

MODEL CONTAINER PYTHON PKG CI Docs
SCBERT X X X X
GENEFORMER X X X 4
UCE X X Vv X
SCGPT X 4 X 4
SCFOUNDATION X X X X
SCLONG X X X X
CELLPLM X 4 X X
SCIMILARITY Vv N4 X Vv
TGPT X X X X
CELLLM Vv X X X
GENECOMPASS X X X X
GENEPT X X X X
TOTAL 2/12 3/12 1/12 3/12

not have strong computational expertise to navigate the is-
sues outlined in Section 2. Links to specific recommended
software and tools can be found in Appendix B.

3.1. Foundation model installation

3.1.1. RECOMMENDATION 1: DEPLOYING THE MODEL
IN A CONTAINER

Overview: Containerizing the foundation model envi-
ronment is potentially a one-size-fits-all solution for the
machine-dependent dependency conflicts that arise when
users attempt to install foundation models within the limi-
tations of conda or virtual environments, because properly

containerized software will run regardless of the underlying
dependencies and environments in the user’s machine.

Implementation: Providing Docker and Apptainer con-
tainer images as an alternative installation method should
be standard practice when deploying single-cell foundation
models, as well as any foundation model expected to be
used in a context with multiple programming languages.

Impact on end-users: Fully containerized models that do
not require installation of several packages to behave appro-
priately with underlying dependencies will allow for easier
and more reproducible installation across systems. This is
especially true for HPC systems, which often have a high
variation in their underlying operating systems and libraries,
and are a typical choice for scientific computing.

3.1.2. RECOMMENDATION 2: DEPLOYING THE MODEL
AS A PYTHON PACKAGE

Overview: Many single-cell foundation models are de-
ployed with a requirements.txt or setup.py file
for installation, which are suboptimal as outlined in Section
2. Thus, deploying foundation models as a Python package
on PyPI would be a beneficial design choice.

Implementation: Deploying foundation models and their
associated code for tasks such as fine-tuning, as a Python
package on PyPI, and allowing installation via pip. Creation
of python packages can be done using several frameworks,
including the Poetry python package manager.

Impact on end-users: Managing dependencies is easier
when all dependencies of the foundation model can be han-
dled with a single pip call from PyPI. Furthermore, version
control and resolving dependency conflicts is much easier
with a validated python package compared to a repository.
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3.2. Foundation model maintenance

3.2.1. RECOMMENDATION 3: CONTINUOUS
INTEGRATION OF FOUNDATION MODEL
SOFTWARE

Overview: Frequently used software will often receive feed-
back from users requesting new features or fixes for issues
that arise. These frequent changes can cause software to
break. To make sure only safe changes are being deployed,
developers should practice continuous integration (CI).

Implementation: By using CI systems such as GitHub
Actions or Travis CI, every time an update is made to the
main software repository, tests to make sure the software is
building as a whole and functioning as intended are triggered
automatically, and the results of these tests are publicly
displayed on the repository to indicate to both developers
and users that the software is installable. Additionally, with
GitHub Actions, the build tests can be configured to be run
on different operating systems to make sure they are usable
across different HPC systems.

Impact on end-users: Single-cell foundation model soft-
ware that has CI leads to better guarantees for end-users
installing them on diverse platforms. Further, common
workflows in single-cell such as cell-type annotation can be
made more robust by having tests associated with them that
need to be passed through CI. This leads to higher confi-
dence from end-users of the models that the associated code
is error-free and will generalize to novel datasets.

3.2.2. RECOMMENDATION 4: SET UP A FORUM FOR
DEPENDENCY AND INSTALLATION ISSUES

Overview: Installing foundation models that are neither
containerized nor wrapped as a Python package can be a
challenging task. In a case where neither of the two above
solutions can be provided, a low-effort solution could be to
provide a forum-like platform to list dependency version
combinations that have worked or failed for various users.

Implementation: The most common forum associated with
code challenges is GitHub Issues. However, having several
distinct issues for dependency challenges is not an opti-
mal setup. Techniques to track dependency issues, based
on packages, operating systems, and underlying libraries,
should be utilized. The most simple version of this would be
a pinned GitHub Issues thread that tracks current conflicts
and aims to address them based on distinct pull requests and
interaction of end-users and developers.

Impact on end-users: This setup is especially helpful when
certain version ranges of packages are not available in their
compute environment and the user must find alternative ver-
sions that are compatible with the rest of the dependencies.
In general, if dependency issues and system conflicts are

tracked in a methodical and centralized manner, this will
lead to quicker solutions and allow end-users to determine
if their systems may be currently incompatible and what
dependencies are causing issues with their installations.

3.3. Foundation model documentation

3.3.1. RECOMMENDATION 5: EXPLICITLY LISTING
COMPUTE RESOURCE REQUIREMENTS

Overview: Adding explicit compute, memory, and GPU
requirements for zero-shot inference, fine-tuning and down-
stream analyses of single-cell foundation model methods.

Implementation: Developers should test the minimum re-
quirements of compute resources such as memory, number
of GPUs, number of CPUs allocated per task, and time al-
lowance needed to successfully run the foundation model,
and clearly indicate these numbers in the documentation
along with guidelines for calculating any adjustments the
user would need to make depending on their use case.

Impact on end-users: The amount of resources required
to run foundation models are not obvious, yet rarely doc-
umented. Many researchers use public HPC systems, or
work with a limited allowance of a private system such as
Google Cloud Platform, with restrictions on resource usage.
Thus, when attempting to run the foundation models with
different resource requirements, they are at risk of wasting
time, money, and energy. Explicitly stating the compute
requirements is a preventive measure for resource waste.

3.3.2. RECOMMENDATION 6: INCLUDE
COMPREHENSIVE STANDALONE DOCUMENTATION

Overview: Detailed documentation with instructions on
how to use the software as well as sample code with sample
datasets should always be included with high code base
coverage. This documentation should be standalone, and
not simply part of the repository README, as they are not
designed for tutorials and code APIs.

Implementation: We recommend using Read the Docs,
which is a platform that can host documentation that inte-
grates with GitHub. It provides a framework for developers
to organize their documentation, as well as built-in function-
ality such as search and navigation.

Impact on end-users: Comprehensive standalone documen-
tation allows end-users to search APIs to resolve their issues
and questions in a succinct and self-contained manner. This
avoids scattered documentation across multiple READMEs
and notebook pages in a repository, which is often difficult
to navigate and may lead to attrition in the processes of
installing and running the single-cell foundation models.
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4. Discussion

Due to competition within respective academic fields, there
is great incentive to publish with speed. As a consequence,
software may not be developed with high standards for qual-
ity, reproducibility, and usability. This phenomenon, along
with its repercussions of reduced reproducibility are widely
acknowledged (Leprevost et al., 2014; Ziemann et al., 2023).
Identifying specific issues and devising practical recommen-
dations as we have done in this work is only the first step
to making tangible improvements. Future directions of our
work include but are not limited to: 1) Collecting feedback
on these recommendations from foundation model users
and developers, 2) Creating a website to guide new devel-
opers who are trying to implement the recommendations
and to showcase successful implementation cases, 3) Au-
tomating the implementation of the six recommendations
using large language models, and 4) Raising awareness and
encouraging more academic developers to implement these
recommendations. Furthermore, in Appendices C and D,
we outline work related to our recommendations, existing
solutions to the concerns we raise, and discuss our own pro-
posal for a more sustainable computational biology research
ecosystem.

Impact Statement

This paper presents work whose goal is to advance the fields
of Machine Learning and Computation Biology. Devel-
opment of single-cell foundation models is a major and
growing research direction in the field of Computational
Biology. However, we highlight that the software for these
models is often not in a state that best enables usability
and uptake, especially by non-computational experts, which
comprise a significant amount of end-users, such as those
from biology and medicine backgrounds. These issues can
also hamper reproducibility of analyses with these models.

As foundation models often need a very high amount of
compute and data resources to train and validate, it is imper-
ative that the Computational Biology and Machine Learning
communities work towards more user-friendly software, that
will enable better benchmarking of these models to deter-
mine their true efficacy, and usage by experts from different
domains to help solve their pressing challenges. From a
societal perspective, development of single-cell and other
biological foundation models adherent to the guidelines
outlined in the paper will advance research in key disease
settings with significant human burden (e.g. cancer, cardio-
vascular disease, neuro-degenerative diseases), in a more
reproducible and robust manner, than compared to software
that is poorly documented and difficult to install and run.
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A. Selection criteria for single-cell foundation models and survey details

The term “foundation model” does not have a strict and well-agreed upon definition in the computational biology community,
but for the selection of the models in our analysis, we use the definition from Bommasani et al. (2021):

A foundation model is any model that is trained on broad data (generally using self-supervision at scale) that can
be adapted (e.g., fine-tuned) to a wide range of downstream tasks...

Given this criteria, we selected the following models that meet the following two requirements:

1. Training on a large amount of data in a self-supervised manner, or using models that have trained on a large corpus of
data in a similar manner (e.g. ChatGPT)

2. Aim to learn representations that are useful for a variety of downstream tasks in single-cell analysis
This led us to include the following models into our analysis:

* scBERT (Yang et al., 2022)

¢ Geneformer (Theodoris et al., 2023)

* Universal Cell Embeddings (UCE) (Rosen et al., 2023)

¢ scGPT (Cui et al., 2024)

¢ scFoundation (Hao et al., 2024)

* scLong (Bai et al., 2024)

e CellPLM (Wen et al., 2023)

¢ SCimilarity (Heimberg et al., 2025)

* tGPT (Shen et al., 2023)

e CellLM (Zhao et al., 2023)

* GeneCompass (Yang et al., 2024)

¢ GenePT (Chen & Zou, 2025)
While we did our best to accommodate models that fit the outlined criteria, we understand that this is not an exhaustive list,
and that the landscape of single-cell foundation models is constantly evolving. For searching, we used a combination of the

models outlined in Liu et al. (2024), and search terms encompassing the previously outlined criteria for the definition of
single-cell foundation models.

For the criteria indicated in Table 1, we searched the model code and repositories in the following manner:

1. Container: For containerization, we located the GitHub repository of each model, and went through the README
and any associated links (such as further documentation) to determine if Docker, Apptainer, or similar containerization
solutions were present.

2. Python Pkg: Similar to containerization, we determined if a python package was released by going through the GitHub
repository of each model, including the READMEs.

3. CI: For continuous integration, we determined if any badges relevant to continuous integration (e.g. Travis CI) were
present in the code repository and/or if GitHub integrated CI such as precommit or GitHub Actions were present in the
repository.

4. Docs: To determine if standalone documentation was present, we went through the GitHub repositories of the models,
including the READMESs, and other subsections such as the ‘About’ portion, where documentation links are typically
found.
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B. Details and links for tools outlined in recommendations

Trademark notice: All product names, logos, and brands shown in Figure 1 are trademarks or registered trademarks of
their respective owners and are used here for identification purposes only. Use of these names, logos, and brands does not
imply endorsement. All rights reserved.

We compile a list of resources we outlined for development best-practices, as well as a short description of their usage,
sorted based on the specific recommendation. We include additional resources here for a more comprehensive list.

B.1. Recommendation 1

Docker: Docker is an all-in-one tool for containerizing software, applications, and associated workflows. https:
//docs.docker.com/

Apptainer: Formerly known as Singularity, is an alternative containerization tool that is often better compatible with HPC
systems. https://apptainer.org/

B.2. Recommendation 2

Python packages guide: A dedicated guide from the Python Software Foundation on creating and deploying python
packages. https://packaging.python.org/en/latest/tutorials/packaging-projects/

PyPI: The Python Package Index - a repository for developers to upload python packages such that they can be easily
installed via Pip. https://pypi.org/

Poetry: An all-in-one method for managing dependencies and creating and publishing python packages (Eustace &
contributors, 2025), with cross operating system compatibility, including Windows, Linux, and macOS. https://
python-poetry.org/

B.3. Recommendation 3

Github Actions: A GitHub compatible tool for continuous integration and development. Can be used for build tests across
platforms (e.g. different python versions) and operating systems, automatic testing on pushes to certain branches, and more.
Free up to a usage limit. https://github.com/features/actions

Travis CI: A continuous integration tool that aims to simplify syntax, and has several powerful integrations. https:
//www.travis—ci.com/product/

Jenkins: An open-source and free platform for continuous integration and development, but requires self-hosting. https:
//www.jenkins.io/
B.4. Recommendation 4

GitHub Issues: A tool integrated within GitHub to track and manage Issues, including dependency and installation problems.
Issues can be sorted based on importance and type, and can be interlinked. https://docs.github.com/en/issues

GitLab Issues: Similar to GitHub Issues, but focused on developers that use GitLab and integrates easily with many
associated tools. https://docs.gitlab.com/user/project/issues/

Jira: Enterprise-level tool for project management, which includes tracking software issues and bugs. https://www.
atlassian.com/software/jira
B.5. Recommendation 5

NVIDIA-smi: Tool from NVIDIA to monitor GPU usage, GPU memory allocation, power usage, and other GPU-related
factors. https://docs.nvidia.com/deploy/nvidia—-smi/index.html

Torch Profiler: A built-in PyTorch tool/API that allows for tracing of code execution and determining memory usage and
time allocation. https://docs.pytorch.org/docs/stable/profiler.html

psutil library: A comprehensive library for tracking CPU usage, memory usage, disk input/output, and more. Generally
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applicable to monitoring many different types of processes. https://github.com/giampaclo/psutil

Weights and Biases (Wandb): A toolkit and framework for monitoring deep-learning experiments and training runs, that is
also able to monitor system memory and GPU utilization. https://wandb.ai/wandb_fc/articles/reports/
Monitor-Improve-GPU-Usage-for-Model-Training—--VmlldzolNDQzNjM3

B.6. Recommendation 6

Read the Docs: A tool for hosting code API and tutorial documentation that is generated by methods such as Mkdocs
(https://www.mkdocs.org/) and Sphinx (https://www.sphinx—-doc.org/en/master/). Supports sev-
eral important features, such as search, GitHub integration, automatic documentation building and updating, and more.
https://docs.readthedocs.com/platform/stable/index.html

GitHub Pages: An alternative to Read the Docs for hosting documentation, but lacks key features such as search which
would have to be added in manually. https://pages.github.com/

10


https://github.com/giampaolo/psutil
https://wandb.ai/wandb_fc/articles/reports/Monitor-Improve-GPU-Usage-for-Model-Training--Vmlldzo1NDQzNjM3
https://wandb.ai/wandb_fc/articles/reports/Monitor-Improve-GPU-Usage-for-Model-Training--Vmlldzo1NDQzNjM3
https://www.mkdocs.org/
https://www.sphinx-doc.org/en/master/
https://docs.readthedocs.com/platform/stable/index.html
https://pages.github.com/

Deploying User-Friendly Single-Cell Foundation Models

C. Current solutions and related work addressing software issues in computational biology

The following Appendix section summarizes related work in terms of publications and guidelines that aim to address
challenges in computational scientific software development (Table 2), specifically focused on computational biology, as
well as services that aim to aide researchers in developing, deploying, and using computational tools (Table 3).

Table 2. Summary of Related Work and Recommendations for Scientific Software Development and Deployment

Work

Category

Details

Strengths

Limitations

5 Pillars of Computational
Reproducibility (Ziemann
et al., 2023)

Paper

An article that provides a frame-
work to make computational re-
search more reproducible.

General, adaptable to many
fields and generations of
technology.

Not focused on founda-
tion model research, which
presents several of its own
distinct challenges.

FAIR Biomedical Research
Software  (FAIR-BioRS)
Guidelines https:
//github.com/
FAIR-BioRS/Docs

Guidelines

Biomedical research software-
focused guidelines for improving
accessibility, find-ability, interoper-
ability, and re-usability.

Based on FAIR4RS soft-
ware principles (Barker
et al., 2022), which are a
grounded set of general
principles for research
software.

Not specific to single-cell
foundation models, and
since the guidelines are
older, are not specific to the
challenges of foundation
model software in general.

ELIXIR Group Four sim-
ple recommendations to en-
courage best practices in
research software (Jiménez
etal., 2017)

Guidelines

Four general recommendations
to make research software more
reusable, transparent, and discover-
able.

Strong set of generally appli-
cable guidelines for develop-
ers.

Lacks detail on key aspects
of reproducibility and re-
usability, such as continuous
integration, and is overall
very general and not at all
specific to foundation model
software.

ELIXIR Group Top 10 met-
rics for life science software
good practices (Artaza et al.,
2016)

Guidelines

10 key recommendations for life sci-
ence based software, which include
version control, automated testing,
and documentation.

A strong set of metrics and
indicators of good software,
which extend quite far into
the development (not just de-
ployment) realm, including
code reviews and licensing.
Quite a few recommenda-
tions overlap with our work,
which is sensible given that
good software practice does
not necessarily need novel
frameworks

Not specific to machine
learning and deep learning
libraries, which present
unique challenges and need
additional ~ recommenda-
tions on factors such as
resource usage and the
need for containerization
when foundation models
are integrated into larger
single-cell and bioinformat-
ics workflows.
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Table 3. Summary of Solutions to Improve Scientific Software Reproducibility and Accessibility

Solution Category Details Strengths Limitations

Essential Open Source Soft-  Grants Grant by the Chan Zuckerberg Ini- Flexible solution to make —

ware for Science tiative to fund initiatives to make  better open-source practices
open source software more sustain- more sustainable.
able (Chan Zuckerberg Initiative, a).

Helical Services Python package that wraps biologi- Easy to use and contains Restricted to foundation
cal foundation models in a uniform  representative models in the ~ models at the moment.
interface (Helical Team, 2024). field.

Code Ocean Services Platform that hosts a wide range of =~ Makes software accessible ~ Some user tiers are not free.
bioinformatics software in a ready  to non-computational scien-
to use state (Clyburne-Sherin et al.,  tists.

2019).

Garden Services A platform which hosts Al models  Centralized support for Restricted to AI models.
in a containerized environment to al- many models, provides a
low researchers to run them within ~ good framework for model
a limited GPU allowance without development in general,
having to install and set up in their ~ makes models more accessi-
own machine. Also provides guid- ble in general.
ance for developers to publish their
model on the platform https://
thegardens.ai/.

Platform for Cell Models Services A platform currently under develop- Makes models more accessi- Restricted to AI models.

ment by the Chan Zuckerberg Initia-
tive that will contain documentation,
datasets, and Google Colab tutorials
to provide easy access to curated Al
models (Chan Zuckerberg Initiative,
b).

ble in general.

12



https://thegardens.ai/
https://thegardens.ai/

Deploying User-Friendly Single-Cell Foundation Models

D. Establishing a centralized software maintenance organization

The solutions listed in Appendix C are impactful and effective in their own niches. However, to create a solution that takes a
more holistic viewpoint to improve the state of code maintenance in computational biology, the following three aspects
should be addressed:

1. Acknowledge and work around the established norms and systems of academic research.
2. Set incentives for those contributing to the initiative.

3. Promote the initiative with the goal of making it a go-to solution.

bl

A potential solution that has yet to be explored is creating an organization that solely focuses on taking over the “maintenance’
role of academic software. The original developers of the software would onboard the staff members to help them navigate
the code and to help with critical decision making, but would retain the credit for the software (Front #1). Funding can be
obtained through grants such as the Essential Open Source Software for Science by the Chan Zuckerberg Initiative (Chan
Zuckerberg Initiative, a), sponsorship from corporations, or even through an affordable subscription model targeting research
institutions (Front #2). Finally, by developing a strong presence in the field by having representatives attend conferences,
investing in high quality digital media output, and getting institutional leaders on board with the organization’s work, the
initiative could become a centralized solution to this issue (Front #3). Figure 2 visualizes the relationships between the
stakeholders in this idea.

Determining the viability of this idea would require further discussion and research regarding the stakeholders in the
system as well as the amount of resources required to set up and maintain such a system. However, it is also important to
propose these ideas as a starting point for discussion in the community, given the observed issues with respect to software
maintenance outlined in this work and others.

maintenance
organization

090

maintenance CO) stack onboarding
support / l/[ Naintenancefee
fiil

labs ﬁ ﬁ

software software software

T

user

access

contact support

Figure 2. Rudimentary model of proposed centralized software maintenance system.
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