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Abstract

Recent advancements in large language001
models (LLMs) underscore the need for002
stronger reasoning capabilities to solve com-003
plex problems effectively. While Chain-of-004
Thought (CoT) reasoning has been a step005
forward, it remains insufficient for many006
domains. A promising alternative is ex-007
plicit high-level plan generation, but exist-008
ing approaches largely assume that LLMs009
can produce effective plans through few-010
shot prompting alone, without additional011
training. In this work, we challenge this as-012
sumption and introduce CRISP (Complex013
Reasoning with Interpretable Step-based014
Plans), a multi-domain dataset of high-level015
plans for mathematical reasoning and code016
generation. The plans in CRISP are au-017
tomatically generated and rigorously val-018
idated—both intrinsically, using an LLM019
as a judge, and extrinsically, by evaluating020
their impact on downstream task perfor-021
mance. We demonstrate that fine-tuning a022
small model on CRISP enables it to gener-023
ate higher-quality plans than much larger024
models using few-shot prompting, while sig-025
nificantly outperforming Chain-of-Thought026
reasoning. Furthermore, our out-of-domain027
evaluation reveals that fine-tuning on one028
domain improves plan generation in the029
other, highlighting the generalizability of030
learned planning capabilities.031

1 Introduction032

Large language models (LLMs) abilities ad-033

vance rapidly in logical reasoning, code genera-034

tion, and mathematical problem-solving (Plaat035

et al., 2024; Jiang et al., 2024a; Ahn et al.,036

2024). A key factor behind recent break-037

throughs is the ability of LLMs to break down038

complex tasks into manageable steps—an ap-039

proach exemplified by chain-of-thought prompt-040

ing (Wei et al., 2022a).041

While chain-of-thought reasoning has led to 042

notable performance gains, it remains prone to 043

errors such as missing intermediate steps and 044

semantic misunderstandings (Wei et al., 2022a; 045

Jiang et al., 2024b). To address these chal- 046

lenges, recent studies have explored prompting 047

strategies that explicitly break down problems 048

into subtasks (Dua et al., 2022; Zhou et al., 049

2023; Khot et al., 2023; Prasad et al., 2024; 050

Ding et al., 2024). One prominent approach 051

is self-generating a high-level plan. by the 052

LLM before executing the task. This plan-and- 053

solve approach lead to significant improvements 054

in mathematical, commonsense, and symbolic 055

reasoning, as well as code generation (Wang 056

et al., 2023a; Jiang et al., 2024b). However, 057

the self-generated plans were only partially ef- 058

fective, as they did not match the performance 059

of ground-truth planning across various down- 060

stream tasks. 061

In this work, we argue that generating high- 062

quality high-level plans is a hard challenge for 063

LLMs, as current models often struggle to pro- 064

duce accurate and effective plans across dif- 065

ferent domains. Part of this difficulty arises 066

from the scarcity of explicit planning data, as 067

people rarely externalize or document their 068

high-level reasoning in a structured way. To 069

address this gap, we introduce CRISP (Com- 070

plex Reasoning with Interpretable Step-based 071

Plans), a novel dataset designed to enhance 072

high-level planning capabilities. CRISP spans 073

two domains: mathematics and code gener- 074

ation—where solutions naturally decompose 075

into structured, high-level steps. These plans 076

were derived from annotated detailed solutions 077

of Magpie-Reasoning-V1-150K (Xu et al., 2025) 078

and validated both extrinsically, by measuring 079

their impact on the original task performance, 080

and intrinsically, using LLM-based judgment 081

to assess coherence, conciseness, clarity, and 082
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Consi der  a r egul ar  oct agon.  How many di f f er ent  t r i angl es can be f or med i f  t he 
oct agon i s pl aced i nsi de a c i r c l e and we can al so use t he cent er  of  t he 
c i r c l e as a ver t ex f or  t he t r i angl es? Let ' s t hi nk st ep by st ep.

Problem Description

We have 9 poi nt s:  t he 8 ver t i ces of  a r egul ar  oct agon and t he cent er  of  t he 
c i r c l e.  To f or m a t r i angl e,  we choose any 3 poi nt s f r om t hese 9.  The t ot al  
number  of  ways t o do t hi s i s gi ven by ( 9 choose 3)  = 9 *  8 *  7 /  3 *  2 *  1 = 
84.  Br eaki ng i t  down,  we f i r st  count  t he t r i angl es usi ng onl y t he oct agon 
ver t i ces,  whi ch i s ( 8 choose 3)  = 8 *  7 *  6 /  3 *  2 *  1 = 56.  Next ,  we count  
t he t r i angl es t hat  i ncl ude t he cent er  and t wo oct agon ver t i ces,  whi ch i s ( 8 
choose 2)  = 8 *  7 /  2 *  1 = 28.  Addi ng bot h cases t oget her ,  we get  56 + 28 = 
84.  Thus,  t he t ot al  number  of  di f f er ent  t r i angl es t hat  can be f or med i s 84.

Detailed Solution

1. I dent i f y t he Poi nt s Avai l abl e ? Recogni ze t hat  t he oct agon has 8 ver t i ces,  
and t he cent er  of  t he c i r c l e can al so be used as a ver t ex,  gi v i ng a t ot al  of  
9 poi nt s.   

 
2.  Det er mi ne Tr i angl e For mat i on Rul es  ? Under st and t hat  a t r i angl e can be 
f or med by sel ect i ng any t hr ee poi nt s f r om t hese 9,  consi der i ng cases wher e 
t he cent er  i s i ncl uded or  not .   
 
3.  Count  t he Possi bl e Tr i angl es  ? Use combi nat or i al  count i ng met hods t o 
det er mi ne t he number  of  ways t o choose t hr ee poi nt s f r om t he avai l abl e set ,  
account i ng separ at el y f or  t r i angl es f or med onl y by oct agon ver t i ces and t hose 
t hat  i ncl ude t he cent er .   
 
4.  Sum t he Cases f or  t he Fi nal  Count  ? Add up t he number  of  t r i angl es f r om 
bot h cases t o obt ai n t he t ot al  number  of  di st i nct  t r i angl es t hat  can be 
f or med.

High Level Plan

LLM

Figure 1: Example from the Math domain showing a problem statement, its detailed solution, and the
generated high-level plan. The LLM was prompted to retain the high-level strategy while omitting
lower-level details. It was also provided with a few examples and guidelines tailored to the specific domain.

completeness.083

To assess CRISP’s impact, we perform a se-084

ries of experiments on four reasoning-related085

datasets: MBPP (Austin et al., 2021), Hu-086

manEval (Chen et al., 2021), GSM8K (Cobbe087

et al., 2021), and MATH (Hendrycks et al.,088

2021). Our findings indicate that while larger089

models generate plans that lead to better090

performance on the reasoning-related bench-091

marks, a small model can surpass them with092

a lightweight fine-tuning on CRISP using093

LoRA (Hu et al., 2022). Furthermore, with094

lightweight fine-tuning with LoRA (Hu et al.,095

2022) on our dataset, LLMs exhibit substantial096

improvements in plan generation, as reflected in097

both higher performance on structured reason-098

ing benchmarks such as MBPP (Austin et al.,099

2021), HumanEval (Chen et al., 2021), and100

higher quality scores assigned by LLM-based101

evaluations.102

Additionally, we assess the out-of-domain103

generalization of planning abilities and find104

that CRISP effectively transfers these capabil-105

ities across different tasks and domains. For106

example, a model fine-tuned on the Math do-107

main achieves a pass@1 score of 84.6 on the Hu-108

manEval code dataset—only 0.4 points lower109

than the same model fine-tuned on the Coding110

and Debugging domain. This strong transfer-111

ability highlights CRISP’s potential for seam-112

less integration into existing training pipelines,113

where it can enhance LLM reasoning abilities114

and improve performance across diverse down-115

stream tasks.116

The significance of this work lies in its em-117

phasis on high-level planning as a beneficial118

trainable capability that current off-the-shelf119

models do not excel in. By providing LLMs120

with explicit fine-tuning on high-level planning,121

we enhance their ability to decompose tasks 122

which in turn improves their applicability to 123

real-world scenarios requiring robust, domain- 124

agnostic reasoning. The dataset is publicly 125

available here. 126

Our contributions are threefold: 127

• We show that generating high-level plans is 128

a challenging task for LLMs, yet highly 129

beneficial. 130

• We introduce the CRISP dataset, a 131

multi-domain dataset of high-level plans 132

derived from annotated detailed solutions. 133

• We demonstrate that even a short LoRA- 134

based fine-tuning improves the quality 135

of generated plans, significantly outper- 136

forming larger models. 137

• We show that high-level planning abili- 138

ties transfer well between tasks and do- 139

mains through out-of-domain evaluation. 140

2 Related Work 141

A growing body of research investigates meth- 142

ods to enhance LLMs’ performance on tasks 143

requiring multi-step reasoning and structured 144

problem-solving. One prominent approach 145

is Chain of Thought (CoT) reasoning (Wei 146

et al., 2022b), which improves LLMs’ ability 147

to handle complex tasks by explicitly breaking 148

down reasoning into intermediate steps. This 149

method has significantly improved performance 150

on arithmetic, commonsense, and symbolic rea- 151

soning benchmarks. 152

Building on CoT, several works have in- 153

troduced further improvements, such as ex- 154

ploring multiple reasoning trajectories (Wang 155

et al., 2023b), backtracking and applying 156
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Figure 2: The validation and filtering pipeline of CRISP. Each generated high-level plan undergoes binary
validation, where its clarity, coherence, conciseness, and completeness are assessed by the LLM. If all
attributes receive a positive judgment, the plan is then externally validated by comparing the solutions
generated with and without the high-level plan in the prompt, filtering out those that do not lead to
improved performance on the original task.

search algorithms (Yao et al., 2023; Hao157

et al., 2023; Besta et al., 2024; Zhou et al.,158

2024), self-evaluation (Xie et al., 2023), self-159

reflection (Shinn et al., 2023), and self-160

refinement (Madaan et al., 2023). These meth-161

ods enable models to explore multiple solution162

paths, iteratively improving their responses.163

Another line of work focuses on explicit164

task decomposition, where problems are bro-165

ken down into structured subtasks. Some166

approaches generate successive questions(Dua167

et al., 2022; Zhou et al., 2023), others decom-168

pose problems into lines of code(Chen et al.,169

2023; Yang et al., 2023; Ding et al., 2024), and170

some define explicit hierarchical subtasks (Khot171

et al., 2023). Most similar to our work are172

"Plan-and-Execute" approaches, where an LLM173

first generates a structured plan before execut-174

ing it to solve a problem (Wang et al., 2023a;175

Jiang et al., 2024b). Additionally, Prasad et al.176

(2024) proposed iteratively refining plans upon177

execution failures. However, these methods178

have largely been evaluated in single-domain179

settings, and they treat high-quality plan gener-180

ation as an emergent ability, requiring no addi-181

tional training. In contrast, our work systemat-182

ically explores plan generation across multiple183

domains, demonstrating both the challenges of184

this task and the tangible benefits of training185

LLMs to produce structured plans. However,186

these approaches are primarily benchmarked187

within a single domain and consider the task of188

generating a high-quality plan as an emergent189

capability requiring no additional training. In190

contrast, our work systematically explores plan 191

generation across multiple domains, demon- 192

strating both the challenges of this task and 193

the benefits of training LLMs to generate struc- 194

tured plans. 195

Several datasets incorporate task decom- 196

position, including those designed for web 197

agents(Liu et al., 2018; Yao et al., 2022; Deng 198

et al., 2023; Shi et al., 2017), household activ- 199

ities(Puig et al., 2018; Shridhar et al., 2021, 200

2020), games(Guss et al., 2019; Prasad et al., 201

2024), and robotics(Kannan et al., 2024; Zhang 202

et al., 2023; Li et al., 2023). These datasets 203

primarily focus on dynamic decision-making 204

in interactive environments, where planning is 205

contingent on real-time feedback and reinforce- 206

ment learning. In contrast, CRISP is designed 207

for structured, multi-domain task decomposi- 208

tion, emphasizing myopic problems—tasks that 209

can be solved through a predefined sequence 210

of steps rather than adaptive decision-making. 211

3 Dataset Collection 212

In this section we elaborate on the creation 213

of CRISP. In Section 3.1 we describe how we 214

generated the high-level plans based on care- 215

ful prompt engineering. Then, in Section 3.2 216

we describe the validation and filtering mech- 217

anisms we developed to ensure the quality of 218

the generated high-level plans based on both 219

intrinsic and extrinsic evaluations. Finally, in 220

Section 3.3, we analyze how the filtering and 221

validation affect downstream tasks and the 222

scores assigned to the plans based on LLM- 223
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based judgment.224

3.1 High-Level Plan Generation225

Our high-level plan dataset is derived from226

Magpie-Reasoning-V1-150K (Xu et al., 2025),227

which is licensed under ‘Llama3’ and spans228

two domains: Math and Coding and Debugging.229

Magpie reasoning examples in the domains of230

math and coding and debugging illustrate how231

models can decompose complex problems into232

structured subproblems. In math, this involves233

breaking down equations or proofs into inter-234

mediate steps, while in coding and debugging,235

it includes identifying error patterns, gener-236

ating hypotheses about potential bugs, and237

testing fixes iteratively. Each instance includes238

a problem statement and a detailed solution,239

generated by Qwen2-72B-Instruct for math and240

Llama-3-70B-Instruct for coding. An example241

of such a problem statement and its correspond-242

ing detailed solution is depicted on the left side243

of Figure 1. The dataset encompasses a wide244

range of topics from mathematics and coding245

such as geometry, algebra, and integrals, differ-246

ential equations, and probability in mathemat-247

ics, as well as data structures, algorithm de-248

sign, syntax and logic error fixes, concurrency,249

and general software engineering in coding and250

debugging. In total, we extract 74,225 math-251

related samples and 66,342 coding-related sam-252

ples. Since the problems in this dataset are253

myopic—meaning they can often be solved us-254

ing a predefined sequence of steps—we believe255

that generating a high-level plan should be256

particularly beneficial.257

For each problem and its detailed solution,258

we used Mixtral-8x22B-Instruct-v0.1 to gener-259

ate a high-level plan through few-shot prompt-260

ing. We selected this model after manually261

evaluating its generated plans and finding them262

to be of higher quality than those from other263

LLMs, along with its permissive license. An ex-264

ample of an such a high-level plans is depicted265

on the right side of Figure 1. In the plan gen-266

eration prompt, we instructed the model to267

outline the high-level logical strategy while ab-268

stracting away implementation details. This269

approach ensures that information from the270

detailed solution, which the model should not271

have prior knowledge of, remains undisclosed.272

Simultaneously, it preserves a degree of flexibil-273

ity, allowing the model to determine the precise274

method for executing each step at a later stage. 275

The full generation prompt of Math is provided 276

in Appendix A.3. 277

3.2 Filtering and Validation 278

After gathering a substantial collection of high- 279

level plans, we implemented a two-step filtering 280

process to validate the plans intrinsically and 281

extrinsically, as illustrated in Figure 2. First, 282

we apply ‘LLM as a Judge’ with Llama-3.1- 283

70B-Instruct to determine whether the gener- 284

ated plans are concise, clear, coherent, and 285

complete. These four attributes are essen- 286

tial for ensuring that a plan is described effi- 287

ciently without redundancy or repetition (con- 288

cise), is easily understandable without ambigu- 289

ity or vague language (clear), follows a logical 290

sequence without missing critical transitions 291

(coherent), and includes all the essential steps 292

to fully address the problem and derive the 293

solution (complete). We believe that ensuring 294

these four attributes is crucial for generating 295

high-quality plans that are both interpretable 296

and actionable, facilitating their usefulness in 297

various downstream tasks. Each attribute is 298

assessed using a binary judgment, and any plan 299

that fails to meet one or more criteria is dis- 300

carded. In this step 7,412 math plans and 5,592 301

code plans were filtered out, accounting for ap- 302

proximately 9% of the original dataset. For 303

the full prompt used in this evaluation, refer 304

to Appendix A.4. 305

After the intrinsic validation, we assessed 306

the generated plans by testing their impact on 307

the model’s ability to successfully complete the 308

original tasks. To that end, we generated 10 309

solutions both with and without the plan us- 310

ing Llama-3.1-70B-Instruct and discarded cases 311

where the number of correct final answers was 312

higher without the plan. This step removes 313

an additional 1,089 math plans and 4,612 code 314

plans that—while clear, concise, coherent, and 315

complete—failed to produce more correct an- 316

swers than when the LLM was not provided 317

with a high-level plan. 318

After filtering, we retain 65,800 math plans 319

and 56,200 coding plans. Table 1 summarizes 320

the final dataset. 321

3.3 Dataset Analysis 322

Empirical validation shows that despite re- 323

ducing the dataset size, each filtering step 324
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Domain # Examples # Steps

Math 65,800 3.8
Code&Debugging 56,200 4.4

Table 1: Statistics by domain in CRISP after ap-
plying filtering. We report the total number of
generated instances, and the average number of
steps per plan.

improves quality enough to warrant the325

deletion. Specifically, it improves perfor-326

mance on external benchmarks: The intrin-327

sic filtering stage increases accuracy by 0.72328

points on GSM8K (Cobbe et al., 2021) and329

MATH (Hendrycks et al., 2021) and 0.44330

points on MBPP (Austin et al., 2021) and Hu-331

manEval (Chen et al., 2021). Similarly, the332

extrinsic filtering, which validates the impact333

on the original task, further improves accuracy334

by 0.28 points for mathematics and 0.32 points335

for coding. These improvements confirm that336

our filtering pipeline successfully distills the337

datasets into high-quality high-level plans that338

are concise, clear, coherent, and complete, as339

well as beneficial on downstream tasks.340

4 Experiments341

4.1 Plan Generator Training342

To demonstrate the practical benefits of CRISP,343

we applied LoRA parameter-efficient fine-344

tuning (Hu et al., 2022) on a small model to345

show that effective high-level plan generation346

is a learned capability; consequently, even a347

relatively small model, when efficiently fine-348

tuned on CRISP, can outperform a vanilla349

larger model on this task. Specifically, we350

used Granite-3.1-70B-Instruct model (Mishra351

et al., 2024). We trained the model for five352

epochs with a learning rate of 1e-5 on four353

A100-80GB GPUs, using hyperparameters opti-354

mized through an extensive sweep. Additional355

technical details of the training procedure are356

provided in Appendix A.1.357

4.2 Experimental Setup358

To systematically assess the impact of high-359

level plan generation on downstream tasks,360

we examine various scenarios using both a361

small model (Granite-3.1-8B-Instruct Mishra362

et al., 2024) and a large model (Llama-3.1-70B-363

Instruct). We also experimented with another364

small model, Llama-3.1-8B-Instruct, and found 365

comparable results to Granite-8B as described 366

in Appendix A.2. We conducted evaluations 367

on four well-established benchmarks: the Hu- 368

manEval benchmark (Chen et al., 2021), which 369

assesses code synthesis and problem-solving ca- 370

pabilities, MBPP (Austin et al., 2021) which 371

consists of around 1,000 crowd-sourced Python 372

programming problems, GSM8K (Cobbe et al., 373

2021)–a grade school math word problems 374

created by human problem writers, and the 375

MATH benchmark (Hendrycks et al., 2021), 376

which measures performance on complex math- 377

ematical problem-solving tasks. First, we estab- 378

lished a baseline where the plan is based on clas- 379

sic Chain-of-Thought (CoT) prompting that 380

relies solely on the problem description, which 381

could be considered as having an emergent plan. 382

Next, we incorporate high-level plans with plan- 383

and-solve approach (Wang et al., 2023a)—these 384

plans are generated by both the small and large 385

models via few-shot prompting without any ad- 386

ditional training, as well as by a fine-tuned 387

version of the small model on CRISP detailed 388

in Section 4.1. Once the plans are generated, 389

another model takes them as input, along with 390

the task description, and attempts to solve the 391

task. We refer to the plan generation model 392

as the ‘planner’ and to the subsequent model 393

as the ‘solver’. We evaluated the generated 394

plans using both the small and large models 395

as solvers in a zero-shot setting without addi- 396

tional fine-tuning. This design enables us to 397

directly compare the contribution of high-level 398

plans produced by different models on various 399

model sizes and domains. 400

4.3 Extrinsic Evaluation 401

Table 2 compares the results on different plan- 402

ners and solvers as well as the class Chain-of- 403

Thought (CoT), and provides valuable insights 404

into the impact of high-level plan generation 405

across both coding and mathematical problem- 406

solving domains. 407

Fine-tuned planning model achieves best 408

results. The plans generated by the fine- 409

tuned small model vastly outperforms the plans 410

generated by the vanilla models and CoT across 411

solvers and datasets. For example, improve- 412

ments reach up to 28% error reduction against 413

CoT in GSM8K. This demonstrates that fine- 414
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Planner Solver MBPP HumanEval GSM8K MATH
Pass@1(Err ↓) Pass@1(Err ↓) Acc.(Err ↓) Acc.(Err ↓)

CoT (No Plan) Small 60.1 71.2 84.6 49.3
Vanilla Small Small 60.6 (1.3%↓) 71.9 (2.4%↓) 84.9 (1.9%↓) 49.6 (0.6%↓)
Vanilla Large Small 62.0 (4.98%↓) 73.1 (6.6%↓) 85.7 (7.1%↓) 53.2 (7.7%↓)
Fine-tuned Small Small 64.8 (11.8%↓) 76.4 (18.1%↓) 87.1 (16.2%↓) 60.6 (22.3%↓)

CoT (No Plan) Large 73.7 80.8 94.3 67.2
Vanilla Small Large 73.4 (1.1%↑) 80.3 (2.6%↑) 93.6 (1.2%↑) 65.8 (4.3%↑)
Vanilla Large Large 74.1 (1.5%↓) 82.2 (7.3%↓) 94.8 (8.8%↓) 70.2 (9.1%↓)
Fine-tuned Small Large 76.2 (9.5%↓) 85.3 (23.4%↓) 95.9 (28.1%↓) 73.1 (18.0%↓)

Table 2: Evaluation on code generation and math benchmarks across plan generator models and solution
generator models. ‘Err↓’ represents the relative reduction in error compared to the baseline of Chain-of-
Thought prompting (‘CoT (No Plan)’) with the same solver. ‘Small’ refers to Granite-3.1-8B-Instruct
model and ‘Large’ refers to Llama-3.1-70B-Instruct model. Notably, the fine-tuned Granite gains the
largest improvement in results across the four domains and solver models.

tuning a model for plan generation significantly415

benefits various myopic downstream tasks, such416

as code generation and mathematical problem-417

solving. It also shows that the plan genera-418

tion capabilities of vanilla models, including419

larger ones like Llama-3.1-70B-Instruct, can be420

substantially improved, resulting in enhanced421

reasoning abilities.422

Planning is better than CoT, yet the423

quality of plans matters. Plans generated424

by the vanilla models mostly outperformed425

CoT, with improvement of up to 9.1%. Yet,426

while the plans generated by the large model427

achieved significant improvements, the plan428

generated by the small model achieved only429

minor improvement and even degradation of430

up to 4.3% when using the large model as431

solver. This shows that explicitly generating432

the high-level plans before the solution is a433

better approach than CoT in myopic tasks, al-434

though the quality of the plan plays a critical435

role.436

The fine-tuned planner equally improves437

both solvers. Incorporating plans generated438

by the small fine-tuned model into the prompts439

of both small and large solvers results in an440

average error reduction of 17.1% and 19.65%,441

respectively. This indicates that both mod-442

els experience similar and significant improve-443

ments from receiving a high-quality plan before444

generating a solution.445

Both the planner and the solver impact446

performance . Improving either the plan-447

ner or the solver leads to performance gains. 448

However, the solver has a greater influence on 449

overall performance. This is evident when com- 450

paring the results of a fine-tuned small planner 451

paired with a small solver to those of a vanilla 452

small planner paired with a large solver, where 453

the latter configuration yields significantly bet- 454

ter results. 455

4.4 Intrinsic Evaluation 456

Following the extrinsic evaluation in Sec- 457

tion 4.3, we conducted a direct comparison 458

of plan quality using LLM-based judgment. 459

Specifically, we evaluated the coherence, clar- 460

ity, conciseness, and completeness of plans gen- 461

erated by fine-tuned Granite-3.1-8B-Instruct 462

(described in Section 4.1) and Llama-3.1-8B- 463

Instruct. We chose these two models as we 464

would to further explore how much the fine- 465

tuning helped compared to the best baseline 466

across datasets. 467

The results are depicted in Figure 3. Surpris- 468

ingly, although we used Llama-3.1-70B-Instruct 469

as both a judge and a competitor, which should 470

create a bias toward its own generations (Bit- 471

ton et al., 2023; Koo et al., 2023), it preferred 472

the plans generated by the small fine-tuned 473

model across all datasets in 73.3% of the cases 474

on average. Interestingly, fine-tuned Granite 475

achieved the highest scores in the two harder 476

datasets–MATH and HumanEval. This may 477

indicate that the fine-tuning especially helped 478

with plans that require more complex reason- 479

ing. The impact of our fine-tuned model’s 480

high-level plans could be speculated to stem 481

6
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Figure 3: LLM-based judgement comparison for clarity, coherence, conciseness, and completeness between
Granite-3.1-8B-Instruct fine-tuned on CRISP and Llama-3.1-70B-Instruct, which was also the judge. Each
bar is divided into three sections representing the percentage of cases where the judge preferred the plan
generated by one of the models or found both plans to be equally good.

from longer and more robust steps compared to482

the vanilla model’s high-level plans. However,483

when analyzing the average number of steps484

in the high-level plans across the four bench-485

marks, we observe that the large vanilla model486

generates, on average, 1.3 more steps than our487

small fine-tuned model on coding benchmarks488

and 0.8 more steps on math benchmarks. This489

disproves such speculation and suggests that490

fewer, more concise, and well-structured steps491

have a greater impact on the final solution.492

4.5 Out-of-Domain Evaluation493

We hypothesize that training a model to gen-494

erate high-level plans in a specific domain—495

such as mathematics or coding—can provide496

it with transferable task decomposition capa-497

bilities that enhance performance in other do-498

mains. To investigate this, We evaluated our499

high-level plan generation models on out-of-500

distribution data by fine-tuning each model501

on one domain and testing it on the other, i.e.502

the mathematics-trained model to coding tasks503

and vice versa.504

As shown in Table 3, training on out-of-505

domain data still substantially improves. More-506

over, training improves on out-of-domain tasks507

almost as much as it does on in-domain,508

and outperforms untrained large model. The 509

mathematics-trained model, when applied to 510

coding problems in the MBPP and HumanEval 511

datasets, generated high-level plans that im- 512

proved the final solution accuracy, achieving 513

scores of 87.4 and 84.6, respectively. These 514

results outperforms the vanilla models and are 515

only marginally lower than those obtained by 516

the specialized coding high-level plan gener- 517

ation model, which scored 87.9 and 85, re- 518

spectively. Similarly, when the coding-trained 519

model was tested on mathematical problems 520

using the GSM8K and MATH benchmarks, 521

it scored 95.2 and 71.9, compared to 96.9 522

and 73.1 achieved by the mathematics-trained 523

model. These findings demonstrate that a 524

model trained on one domain can indeed con- 525

tribute effectively to problem-solving in an- 526

other. Comparing those results with the ones 527

in Table 2 shows that training on both the 528

in-domain and the out-of-domain data further 529

helps overall results. We take this to mean that 530

diversity and or more high-level plan data are 531

still valuable. 532

While not completely comparable, it seems 533

that the mathematics-trained model, i.e. 534

‘Trained Small Math’ in table 3, demonstrates 535
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Planner MBPP HumanEval GSM8K MATH
Pass@1(Err ↓) Pass@1(Err ↓) Acc.(Err ↓) Acc.(Err ↓)

CoT 73.7 80.8 94.3 67.2
Vanilla Small 73.4 (↑1.1%) 80.3 (↑1.5%) 93.6 (↑9.1%) 65.8 (↑6.5%)
Vanilla Large 74.1 (↓3.5%) 82.2 (↓7.3%) 94.8 (↓8.8%) 70.2 (↓9.1%)
Trained Small Code 76.1 (↓15.4%) 85.0 (↓21.9%) 95.2 (↓15.8%) 71.9 (↓14.3%)
Trained Small Math 75.4 (↓11.9%) 84.6 (↓19.8%) 95.9 (↓28.1%) 73.1 (↓18.0%)

Table 3: Out-of-domain evaluation with Llama-3.1-70B-Instruct as the solution generation model. ‘Trained
Small Code/Math’ refers to Granite-3.1-8B-Instruct which was fine-tuned on one domain in CRISP. ‘Err↓’
refers to the error reduction in percentage compared to the CoT baseline.

stronger transfer performance on coding tasks536

compared to the coding-trained model’s per-537

formance on mathematical tasks. This is ev-538

ident from its error reduction, which is rela-539

tively close to that of the coding-trained model.540

Specifically, the average difference in error re-541

duction between the two was 2.8% in code542

generation benchmarks, compared to 8% in543

math benchmarks.544

This asymmetry can be attributed to the in-545

trinsic relationship between mathematical rea-546

soning and coding. Algorithmic programming547

often relies on mathematical concepts such as548

logic, recursion, combinatorics, probability, and549

number theory. Consequently, a model trained550

on mathematical problems is likely to develop551

robust reasoning, pattern recognition, and gen-552

eralization skills—attributes that are critically553

important for effective coding. In contrast,554

while a model trained on coding problems may555

acquire knowledge of syntax and common pro-556

gramming patterns, it might not cultivate the557

deeper mathematical reasoning skills that are558

essential for addressing abstract or algorithmi-559

cally complex tasks.560

In summary, our results suggest that high-561

level plan generation models possess a notable562

degree of domain generalizability, they improve563

scores substantially, and the data provided and564

its part all contribute to performance, surpass-565

ing generation from much stronger models. The566

abstract reasoning and general problem-solving567

strategies fostered by training on mathematical568

problems appear to be more readily transfer-569

able to coding tasks than the reverse. This570

observation underscores the potential benefits571

of leveraging cross-domain training to enhance572

the versatility and effectiveness of problem-573

solving models. We believe this transferability 574

also extends to other domains and topics, even 575

those that are not inherently symbolic. 576

5 Conclusions 577

In this work, we introduced CRISP, a dataset 578

for enhancing complex reasoning in large lan- 579

guage models through structured high-level 580

planning. CRISP was developed through a 581

rigorous data generation process, leveraging ex- 582

isting problem-solving datasets to extract struc- 583

tured high-level plans, followed by an extensive 584

filtering and validation pipeline. Our experi- 585

ments demonstrated that fine-tuning on CRISP 586

enables smaller models to generate higher- 587

quality plans, outperforming much larger mod- 588

els across mathematical reasoning and code 589

generation tasks. Additionally, our intrinsic 590

evaluation revealed that plans generated by 591

fine-tuned models were shorter, more concise, 592

coherent, and complete compared to those from 593

vanilla models. We also showed that high-level 594

planning capabilities transfer effectively across 595

domains, with fine-tuning in one domain im- 596

proving performance in another. This high- 597

lights the generalizability of structured plan- 598

ning as a trainable capability that enhances 599

reasoning efficiency across domains. By re- 600

leasing CRISP, we aim to encourage further re- 601

search into explicit planning mechanisms, struc- 602

tured reasoning, and their broader applications 603

in NLP. Future work may explore expanding 604

CRISP to additional domains and refining plan- 605

ning strategies to bridge the gap between hu- 606

man and machine reasoning further. 607
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6 Limitations608

While high-level planning was shown to benefit609

highly from training data, and while we do610

release a substantial amount of data for two611

domains, it is likely that other domains would612

benefit from such datasets and would require613

further work to apply our methods (or new614

ones) to them. Moreover, as we base our data615

on data that existed in other forms and for616

other purposes, this may not be available in617

other domains.618
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A Appendix 887

A.1 LoRA Finetuning 888

We trained Granite-3.1-8B-Instruct 1 on 889

CRISP with LoRA for 5 epochs, with R = 32, 890

α = 16, dropout ratio of 0.05%, a learning rate 891

of 1e-5, a cosine learning rate scheduler and a 892

0.0 weight decay. 893

A.2 Results with 894

Llama-3.1-8B-instruct 895

Here are the results for another small model 896

that we experimented with: Llama-3.1- 897

8B0Instruct. We did that to make sure that the 898

results obtained with Granite-3.1-8B-Instruct 899

are indeed representative. 900

A.3 Prompt for Plan Generation in 901

CRISP 902

To generate plans for each domain in CRISP, 903

we crafted a few-shot prompt for each domain. 904

Here is the prompt we used for the generation of 905

plans in the Math domain of Magpie-reasoning- 906

V1-150K. The overall objective was to extract 907

the logical strategy needed to solve a problem 908

without relying on specific equations, function 909

names, or detailed computations. 910

911
System Message: 912
You are a helpful and concise assistant. You 913

have access to: 914
1. A **Problem Description** that explains 915

the problem at hand. 916
2. A **Detailed Solution** that fully works 917

out how to solve the problem step-by-step. 918
919

Your goal is to produce a short, high-level 920
plan describing how to solve the problem 921
logically. 922

This plan must not include any specific 923
equations, function names, or detailed 924
numerical computations. 925

It should be purely indicative and helpful, 926
outlining the logical strategy in 3-5 927
simple steps. 928

929
**User Message:** 930

931
**Task** 932
1. Read and understand the **Problem 933

Description} below. 934
2. Review the **Detailed Solution** below (do 935

not copy it). 936
3. From these, generate a concise, 3-5 step 937

high-level plan that explains the logical 938
approach needed to solve the problem. 939

1https://huggingface.co/ibm-granite/
granite-3.1-8b-instruct

11

https://openreview.net/forum?id=_VjQlMeSB_J
https://openreview.net/forum?id=_VjQlMeSB_J
https://openreview.net/forum?id=_VjQlMeSB_J
https://openreview.net/forum?id=_VjQlMeSB_J
https://openreview.net/forum?id=_VjQlMeSB_J
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/9d5609613524ecf4f15af0f7b31abca4-Paper-Conference.pdf
https://openreview.net/forum?id=Bw82hwg5Q3
https://openreview.net/forum?id=Pnk7vMbznK
https://openreview.net/forum?id=Pnk7vMbznK
https://openreview.net/forum?id=Pnk7vMbznK
https://openreview.net/forum?id=Pnk7vMbznK
https://openreview.net/forum?id=Pnk7vMbznK
https://openreview.net/forum?id=fvKaLF1ns8
https://openreview.net/forum?id=fvKaLF1ns8
https://openreview.net/forum?id=fvKaLF1ns8
https://openreview.net/forum?id=fvKaLF1ns8
https://openreview.net/forum?id=fvKaLF1ns8
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/82ad13ec01f9fe44c01cb91814fd7b8c-Paper-Conference.pdf
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=5Xc1ecxO1h
https://openreview.net/forum?id=a0mFRgadGO
https://openreview.net/forum?id=a0mFRgadGO
https://openreview.net/forum?id=a0mFRgadGO
https://openreview.net/forum?id=a0mFRgadGO
https://openreview.net/forum?id=a0mFRgadGO
https://openreview.net/forum?id=6LNTSrJjBe
https://openreview.net/forum?id=6LNTSrJjBe
https://openreview.net/forum?id=6LNTSrJjBe
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM
https://openreview.net/forum?id=WZH7099tgfM
https://huggingface.co/ibm-granite/granite-3.1-8b-instruct
https://huggingface.co/ibm-granite/granite-3.1-8b-instruct


Planner Model MBPP HumanEval GSM8K MATH
Pass@1(Err ↓) Pass@1(Err ↓) Acc.(Err ↓) Acc.(Err ↓)

CoT 60.6 72.4 84.3 51.5
Vanilla Llama3.1-8B 60.9 (0.8%↓) 72.6 (0.7%↓) 84.7 (2.5%↓) 51.9 (0.8%↓)
Vanilla Llama-70B 62.3 (4.3%↓) 73.5 (4.0%↓) 85.6 (8.3%↓) 52.7 (2.5%↓)
Trained Llama 64.9 (10.9%↓) 76.1 (13.4%↓) 86.3 (12.7%↓) 54.5 (6.2%↓)

Table 4: Results with Llama-3.1-8B-Instruct as a generator model with different planners, including a
fine-tuned model of the aforementioned model. Notably, the trends are similar to the trends seen with
Granite-3.1-8B-Instruct.

4. The plan should be abstract and940
conceptual-avoid quoting or revealing941
detailed equations, formulas, function942
names, or code.943

5. Focus on the reasoning steps rather than944
low-level implementation.945

946
**Problem Description**947
\{problem\_description\}948

949
950

**Detailed Solution**951
{detailed_solution}952

953
954

**Formatting Requirements**955
1. Your final answer should be 3-5 bullet956

points (or numbered steps).957
2. Each bullet/step should be brief, logical,958

and to the point.959
3. Do not include specific equations or code960

references.961
4. Do not include extraneous commentary or962

repeat large sections from the solution.963
5. Focus on a clear, conceptual strategy that964

someone could follow to solve the problem965
at a high level.966

967
968

**Example Output Structure**969
1. Identify the main elements, quantities, or970

variables in the problem.971
2. Determine the key relationships or972

principles that connect these elements.973
3. Outline a general strategy for combining974

or manipulating these elements to get975
closer to a solution.976

4. Check or validate the approach by ensuring977
it aligns with the key requirements.978

5. Summarize the final reasoning step or979
expected result in broad terms.980

981
**Few-Shot Examples**982

983
984

**Example 1**985
986

**Problem Description**987
Consider a regular octagon. How many988

different triangles can be formed if the989
octagon is placed inside a circle and we990
can also use the center of the circle as991
a vertex for the triangles?992

993

994
**Detailed Solution** 995
Let's break it down step by step. 996
Step 1: Triangles with 3 vertices from the 997

octagon (choose any 3 of 8). 998
Step 2: Triangles with 2 vertices from the 999

octagon plus the center. 1000
Then sum the totals from Step 1 and Step 2. 1001

1002
1003

**High-Level Plan** 1004
1. Recognize the two types of triangles 1005

possible: those with only octagon 1006
vertices and those that use the center as 1007
one vertex. 1008

2. Conceptually determine how to count each 1009
type of triangle without going into 1010
specific combinations. 1011

3. Combine the counts logically to get the 1012
total number of different triangles. 1013

1014
1015

**Example 2** 1016
**Problem Description** 1017
Write a function that merges two sorted lists 1018

into a single sorted list, without using 1019
any built-in sorting functions. The time 1020
complexity should be \(O(n)\), where 1021
\(n\) is the total number of elements in 1022
both lists. 1023

1024
1025

**Detailed Solution** 1026
def merge\_sorted\_lists(list1, list2): 1027
i, j = 0, 0 1028
result = [] 1029
while i < len(list1) and j < len(list2): 1030

if list1[i] < list2[j]: 1031
result.append(list1[i]) 1032
i += 1 1033

else: 1034
result.append(list2[j]) 1035
j += 1 1036

while i < len(list1): 1037
result.append(list1[i]) 1038
i += 1 1039

while j < len(list2): 1040
result.append(list2[j]) 1041
j += 1 1042

return result 1043
1044
1045

**High-Level Plan** 1046

12



1. Recognize the need to keep track of where1047
we are in each list as we form the new1048
list.1049

2. Conceptually compare the front elements1050
from both lists to decide which goes next.1051

3. Continue until one list is exhausted, then1052
add any remaining elements from the other.1053

4. Return the combined list as the final1054
merged sequence.1055

1056
1057

Now, please provide your high-level plan in1058
3-5 steps.1059

A.4 LLM-based Judgement Prompt1060

We used the following prompt for judging the1061

four attributes of generated plans with LLM-1062

based judgement.1063

You are an intelligent, knowledgeable, and1064
impartial judge. Your task is to evaluate1065
whether a **High-Level Plan** effectively1066
outlines the logical steps required to1067
address a given **Problem Description**1068
and reach a **Detailed Solution**.1069

1070
You are provided with three components:1071
1. **Problem Description:**1072

{problem_description}1073
2. **High-Level Plan:** {high_level_plan}1074
3. **Detailed Solution:** {solution}1075

1076
---1077

1078
### **Evaluation Criteria**1079
Assess whether the High-Level Plan1080

sufficiently and logically bridges the1081
Problem Description and the Detailed1082
Solution based on the following four1083
criteria:1084

1085
#### **1. Clarity**1086
- Are the steps written in a way that is easy1087

to understand?1088
- Does the plan avoid ambiguity and vague1089

language?1090
- Are complex ideas broken down into1091

comprehensible components?1092
1093

#### **2. Conciseness**1094
- Does the plan avoid unnecessary repetition1095

or overly verbose explanations?1096
- Are the steps described efficiently without1097

losing essential details?1098
- Is there any redundant or overly wordy1099

content that could be simplified?1100
1101

#### **3. Coherence (Logical Flow &1102
Structure)**1103

- Do the steps follow a clear and logical1104
progression from problem to solution?1105

- Are there any gaps, abrupt transitions, or1106
missing links in the reasoning?1107

- Is the structure intuitive, making it easy1108
to follow the problem-solving approach?1109

1110
#### **4. Completeness**1111

- Are all necessary steps included to fully 1112
address the problem and derive the 1113
solution? 1114

- Does the plan leave out any critical 1115
information or assume unstated knowledge? 1116

- Are there any logical leaps where a step is 1117
missing between two points? 1118

--- 1119
1120

### **Output Format** 1121
Your evaluation must be returned **as a 1122

single JSON object** containing exactly 1123
**two fields**: 1124

1125
1. **`explanation`**: A detailed assessment, 1126

addressing how well the plan meets each 1127
of the four criteria above. Reference 1128
specific strengths and weaknesses. 1129

2. **`judgement`**: A string set to `"true"` 1130
if the plan **fully satisfies all four 1131
criteria**, or `"false"` otherwise. 1132

1133
--- 1134

1135
### **Strict Output Requirements:** 1136
- **Do not** include any extra keys or fields. 1137
- **Do not** output any additional text 1138

outside the JSON structure. 1139
- The final output must strictly match the 1140

following format: 1141
1142

```json 1143
{ 1144

"explanation": "Your detailed reasoning 1145
here.", 1146

"judgement": "true or false" 1147
} 1148

A.5 Prompt for Intrinsic Evaluation 1149

We attach here the prompt we used to com- 1150

pare two plans based on clarity, conciseness, 1151

coherence, and completeness. 1152

You are an impartial and expert judge. Your 1153
task is to evaluate two plans that each 1154
aim to solve the same problem. 1155

They both rely on the same problem 1156
description and reach the same final 1157
solution, but they may differ in how they 1158

outline the logical steps to get from the 1159
problem statement to the solution. 1160

1161
### Your Goal 1162
Read the problem description, the detailed 1163

solution, and both Plan A and Plan B 1164
carefully. 1165

Then, compare and evaluate Plan A and Plan B 1166
according to four specific criteria: 1167

1168
1. **Clarity** 1169

- Are the steps written in a way that is 1170
easy to understand? 1171

- Does the plan avoid ambiguity and vague 1172
language? 1173

- Are complex ideas broken down into 1174
comprehensible components? 1175

1176
2. **Conciseness** 1177
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- Does the plan avoid unnecessary1178
repetition or overly verbose1179
explanations?1180

- Are the steps described efficiently,1181
without omitting crucial details?1182

- Is there any redundant or overly wordy1183
content that could be simplified?1184

1185
3. **Coherence (Logical Flow & Structure)**1186

- Do the steps follow a clear and logical1187
progression from problem to solution?1188

- Are there any gaps, abrupt transitions,1189
or missing links in the reasoning?1190

- Is the structure intuitive and easy to1191
follow?1192

1193
4. **Completeness**1194

- Are all the essential steps included to1195
fully address the problem and derive1196
the solution?1197

- Does the plan omit any critical1198
information or assume unstated1199
knowledge?1200

- Are there any logical leaps or missing1201
transitions between key points?1202

1203
### Inputs1204
**Problem Description:**1205
{problem_description}1206

1207
**Detailed Solution:**1208
{solution}1209

1210
**Plan A:**1211
{planA}1212

1213
**Plan B:**1214
{planB}1215

1216
Each plan proposes a logical sequence of1217

steps to move from the problem1218
description to the final solution.1219

1220
### What to Do1221
1. Examine each plan in relation to the1222

problem and the solution.1223
2. Assess Plan A and Plan B based on the four1224

criteria: Clarity, Conciseness,1225
Coherence, and Completeness.1226

3. Decide whether Plan A is superior, Plan B1227
is superior, or they are equally good1228
overall.1229

1230
### How to Report1231
Provide your final output as a single JSON1232

object in the exact format below:1233
1234

{{1235
"explanation": "Explain your comparison1236

referencing each of the four criteria1237
as needed.1238

Describe strengths,1239
weaknesses, and the1240
reasoning leading to your1241
final verdict.",1242

"judgement": "A or B or Same"1243
}}1244

1245
- **explanation**: Briefly but1246

comprehensively summarize the comparison,1247

indicating why you believe 1248
Plan A or Plan B is better, or why they are 1249

the same. Please point to relevant 1250
details from each plan 1251

when forming your reasoning. 1252
1253

- **judgement**: Must be exactly one of: 1254
- "A" (if Plan A is judged superior 1255

overall), 1256
- "B" (if Plan B is judged superior 1257

overall), 1258
- "Same" (if they are equally good). 1259

1260
Ensure you base your judgment only on the 1261

given criteria and the content of the 1262
plans. Output **only** the JSON with 1263

no additional text, headers, or explanations. 1264
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