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Abstract

Frames of Communication (FoCs) are evoked001
in multiple Social Media Postings (SMPs) that002
contain not only text, but also images. In003
this paper we introduce DA-FoCMM , a new004
method capable of uncovering and articulat-005
ing the FoCs evoked in SMPs while also pin-006
pointing whether the FoC is evoked in the SMP007
text, image, or both. The DA-FoCMM method008
successfully discovers FoCs from multimodal009
SMPs discussing two different controversial010
topics, namely COVID-19 vaccines and immi-011
gration, by using several constrained prompt-012
ing approaches that determine the combina-013
tion of counterfactual reasoning with Chain-014
of-Thought (CoT) reasoning performed by a015
Language Multimodal Model (LMM). In addi-016
tion, we show that DA-FoCMM enables the dis-017
covery of FoCs from multimodal SMPs across018
two platforms: Twitter / X and Instagram. Eval-019
uations produced promising results, showing020
that 90%-91% of the FoCs identified by com-021
munication experts on the same collections of022
SMPs were also discovered by the method pre-023
sented in this paper. We also found that 39%024
of FoCs would not have been discovered if the025
images from SMPs had been ignored.026

1 Introduction027

In a polarized world like the one in which we live028

now, controversial communications are abundant029

on social media. Identical information can be pre-030

sented, or “framed”, in various manners (Keren,031

2011), which can significantly impact how that in-032

formation is interpreted. For instance: abortion can033

be framed as pro-life or pro-choice. An audience034

is differently primed based on the addressed prob-035

lems, such as the sanctity of life or individual au-036

tonomy, as well as the causes ascribed to addressed037

problems (Rohlinger, 2002; Sonnett, 2019).038

Frames evoked in social media communications039

refer to problems, or salient aspects of a contro-040

versial topic (e.g. abortion), addressing the causes041

PRO
BLEM

: Confidence in Vaccines

FRAME OF COMMUNICATION: The COVID vaccine ren
ders pregnancies risky and unsafe for unborn babies.

EVOKES

The covid vaccine is safe for pregnant women 
you can trust the science and big pharma

IMAGE

TEXT

Figure 1: A Frame of Communication (FoC) evoked in
a Multimodal Social Media Posting (SMP). The SMP
text and image address the same problem.

of those problems, as a minimum, cf. (Entman, 042

2003; Reese et al., 2001; Scheufele, 2004; Chong 043

and Druckman, 2012; Bolsen et al., 2014). But, 044

how can Frames of Communication (FoCs) be dis- 045

covered automatically, when communications in- 046

volve not only texts, but also images, as it happens 047

nowadays on social media? While recent work 048

(Weinzierl and Harabagiu, 2024a) has shown sig- 049

nificant promise for automatically discovering and 050

articulating FoCs from textual Social Media Post- 051

ings (SMPs), no research has yet addressed the 052

problem of discovering FoCs when images are also 053

present in SMPs. This was the focus of the research 054

reported in this paper. 055
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Figure 1 illustrates an SMP that contains both056

text and an image. The Figure also illustrates the057

problem addressed by the multimodal SMP, namely058

confidence in COVID-19 vaccines, one of the prob-059

lems surrounding the controversial topic of vacci-060

nation. Moreover, Figure 1 shows the FoC that is061

evoked by the SMP. The text of the SMP in isola-062

tion appears to, at face value, communicate con-063

fidence in the COVID-19 vaccine because “...you064

can trust the science and big pharma”. However,065

the SMP’s author is implying through the image066

that, just like how “the science” and “big pharma”067

sold smoking as safe, and even good for, preg-068

nancies, the current recommendations for pregnant069

women to take the COVID-19 vaccine should not070

be trusted. Hence, based on the sarcasm used in the071

image, the illustrated FoC is evoked by the entirety072

of the SMP, spreading the misinformation that the073

COVID-19 vaccine is risky and unsafe for pregnant074

women and babies. Therefore, pictures included in075

SMPs enable the evocation of many FoCs, which076

the text alone would not evoke. Since pictures are077

said to be worth a thousand words, they can also be078

considered worth a thousand FoCs, hence the pun079

used in the title of our paper.080

Evidently, automatically identifying the problem081

addressed by the text as well as the image of the082

SMP illustrated in Figure 1, namely confidence in083

vaccines, is not trivial. Furthermore, the automatic084

discovery and articulation of the evoked FoC is085

also extremely challenging, relying on (a) reason-086

ing with cultural knowledge (e.g. smoking was087

once sold as beneficial for pregnant women); (b)088

analogical reasoning (e.g. as smoking was once089

considered safe, so is vaccination considered now);090

(c) commonsense reasoning (e.g. why would vac-091

cination not be deemed harmful later for pregnant092

women, similarly to smoking?); and (d) reasoning093

with complex relationships between the text and094

the image of the SMP (e.g. a transcendent relation,095

where the image analogy to smoking entailing per-096

ils in vaccinating pregnant women picks up and097

contradicts the text). Therefore, to discover and098

articulate an FoC, similar to the one illustrated in099

Figure 1, we need to explore how we can elicit100

from Large Multimodal Models (LMMs) all these101

forms of knowledge and reasoning, and more im-102

portantly, to link them together for articulating the103

FoC. Moreover, given that each controversial prob-104

lem is addressed by multiple FoCs, as shown in105

Figure 2, while each FoC is evoked by multiple106

multimodal SMPs, the discovery and the articula-107

tion of FoCs requires forms of reasoning that are 108

distinct from those used by Visual Question An- 109

swering systems (Xenos et al., 2023; Subramanian 110

et al., 2023; Dong et al., 2024), which focus on find- 111

ing answers in images or combinations of texts and 112

images as response to a question. To discover FoCs, 113

we need to perform implicit reasoning on the mul- 114

timodal content of multiple SMPs that evoke the 115

same FoC, which is not known apriori. In addition, 116

we need to articulate the FoC, while also reasoning 117

to discover the implied problems it addresses. 118

PROBLEM

FRAME OF COMMUNICATION3

EVOKES

Social Media 
Posting 1

IMAGE

TEXT 

IMAGE

TEXT 

IMAGE

TEXT 

Social Media 
Posting 2

Social Media 
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FRAME OF COMMUNICATION1
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IMAGE
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IMAGE

TEXT 

IMAGE
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Social Media 
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Social Media 
Posting 

Social Media 
Posting 

Social Media 
Posting 
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Figure 2: Several Frames of Communication (FoCs)
provide different interpretations of the same problem,
addressed by many multimodal Social Media Postings
(SMPs). Each FoC is evoked by multiple SMPs.

Recently, Large Language Models (LLMs) have 119

been used successfully to discover and articulate 120

FoCs addressing controversial problems (Weinzierl 121

and Harabagiu, 2024a) only from textual SMPs. 122

FoCs and the problems they address were discov- 123

ered by relying on a combination of curriculum 124

learning, reasoning elicited by Chain-of-Thought 125

(CoT) prompting (Wei et al., 2022), and active 126

learning. However, curriculum learning operating 127

on a multimodal dataset of SMPs and the FoCs 128

they evoke is very challenging. Moreover, CoT 129

prompting has been shown to struggle to reason 130

with complex relations between text and images, 131

cf. (Chen et al., 2024b,a). In addition, the CoT ca- 132

pabilities to reason with commonsense knowledge 133

and perform analogical reasoning are subject to 134

substantial human effort required to produce many 135

demonstrations. 136

2



In this paper, we present a novel method that137

surmounts these limitations. Our first innovation138

provides an alternative to human-generated demon-139

strations. Instead, we consider automatically gener-140

ated demonstrations. These demonstrations explain141

(a) why a controversial problem can be inferred142

from the text and/or image of an SMP; and (b)143

why an FoC is evoked from a multimodal SMP. Im-144

portantly, these explanations result from the com-145

bination of counterfactual prompting of LMMs,146

known to successfully produce explanations, cf.147

(Jacovi et al., 2021; He et al., 2022; Chen et al.,148

2023; Weinzierl and Harabagiu, 2024b) with (b)149

Retrieval-Augmented Generation (RAG) (Lewis150

et al., 2020) which selects the demonstrations to be151

provided to CoT prompting.152

Our second innovation consists of the usage of a153

novel constrained decoding approach (Zheng et al.,154

2023; Yang et al., 2023) for prompting LMMs, to155

enable the generation of detailed, structured ex-156

planations of the controversial problems implied157

in each multimodal SMP and of the evoked FoCs.158

Our method uses these two innovations to Dis-159

cover and Articulate FoCs from MultiModal SMPs,160

being named DA-FoCMM . Our paper makes the161

following contributions:162

�1� We introduce the first method capable to dis-163

cover and articulate FoCs from multimodal SMPs.164

�2� We introduce several constrained prompting165

approaches for LMMs to answer questions about166

what, why and where (a) controversial problems167

are addressed and (b) FoCs are evoked in SMPs.168

�3� We show that the combination of CoT reason-169

ing with counterfactual reasoning helps the discov-170

ery of FoCs from multimodal SMPs.171

�4� We show that the DA-FoCMM method oper-172

ates successfully on SMPs discussing two differ-173

ent topics, allowing us to introduce a new dataset174

of multimodal SMPs annotated with the problems175

they address and the FoCs they evoke.176

�5� We explore how the DA-FoCMM method177

can be used successfully across social network plat-178

forms.179

�6� The evaluation results indicate that 39%180

of FoCs discovered by the DA-FoCMM method181

would not have been identified if the images from182

SMPs would have been ignored. Therefore, we183

provide a quantitative evaluation of the impact of184

images in discovering FoCs from social media.185

�7� We make available all code, prompts, annota-186

tions, and discovered FoCs on GitHub1. 187

2 Datasets 188

In our experiments, we considered four datasets of 189

multimodal SMPs: 190

Dataset 1: To our knowledge, the only existing 191

dataset containing multimodal SMPs annotated 192

with the (1) controversial problems they address; 193

as well as (2) the FoCs they evoke is MMVAX- 194

STANCE, reported and released in Weinzierl and 195

Harabagiu (2023). This dataset contains 11,300 196

SMPs from Twitter / X addressing 7 possible prob- 197

lems and interpreted by 113 evoked FoCs. Details 198

of the problem definitions, examples of annotated 199

FoCs and discussion of the annotations are avail- 200

able in Appendix A. We note that from this dataset, 201

we consider as a Reference Dataset RF1 only the 202

training split containing 5,464 SMPs, evoking 113 203

FoCs, which interpret all 7 problems. All the other 204

multimodal SMPs from MMVAX-STANCE were 205

considered as the Test Dataset TS1. 206

Dataset 2: Considering the same topic as in 207

Dataset 1, namely COVID-19 vaccine hesitancy, 208

we created a second dataset of 1,289 Instagram 209

SMPs that are likely to evoke the same 113 FoCs 210

annotated in RF1. We note that there are no anno- 211

tations produced on this dataset, therefore it may 212

be considered in its entirety as Test Dataset TS2. 213

The manner in which TS2 was built is detailed in 214

Appendix A. 215

Dataset 3: A new dataset of 1,878 multimodal 216

SMPs from Twitter / X addressing the topic of 217

immigration was annotated with the 27 problems 218

introduced by Mendelsohn et al. (2021) and 57 219

newly-discovered FoCs. Details of the problem def- 220

initions, examples of annotated FoCs, and discus- 221

sion of the annotations are available in Appendix A. 222

A Reference Dataset RF2 of 939 SMPs that evoke 223

57 FoCs was built from Dataset 3. All the other 224

multimodal SMPs from this dataset were consid- 225

ered as the Test Dataset TS3. 226

Dataset 4: Considering the same topic as in 227

Dataset 3, namely immigration, we created a fourth 228

dataset of 956 Instagram SMPs that are likely to 229

evoke the same 57 FoCs annotated in RF2. As with 230

dataset 2, there are no annotations on this dataset, 231

therefore it may be considered in its entirety as Test 232

Dataset TS4. The manner in which TS4 was built is 233

also detailed in Appendix A, along with examples. 234

1https://anonymous.4open.science/r/
da-foc-mm-8817
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Figure 3: The architecture for Discovering and Articulating Multimodal Frames of Communication (DA-MFoC).

3 The Method235

The DA-FoCMM method operates in three distinct236

phases, each of them using a different prompting of237

the LMM, as illustrated in Figure 3. Phase A is in-238

formed by the Reference Dataset, e.g. dataset RF1239

or RF2, consisting of a collection of multimodal240

SMPs, annotated with the problems they addressed241

and the FoCs they evoke. The Reference Dataset242

is used for generating explanations for the evoked243

FoCs and the addressed problems. The explana-244

tions are produced with counterfactual reasoning of245

an LMM, along with a special form of prompting,246

namely indicative structure prompting, detailed in247

Section 3.1. All obtained explanations are indexed248

in a Dense Index of Demonstrations (DID).249

Phase B of DA-FoCMM uses the Test Dataset,250

e.g. datasets TS1, TS2, TS3 or TS4, which contains251

only multimodal SMPs. The goal of this phase is252

to discover for each SMPTest the problems it ad-253

dresses articulate the FoCs it evokes. Therefore,254

given an SMPTest, Retrieval Augmented Gener-255

ation (RAG) operates on the DID to provide the256

demonstrations required by the Chain-of-Thought257

(CoT) reasoning, along with another special form258

of prompting, namely rationale structure prompt-259

ing, detailed in Section 3.2.260

Because sometimes FoCs discovered in Phase B261

are evoked by multiple SMPs from the Test Dataset,262

or paraphrase each other, Phase C of DA-FoCMM263

has the goal to identify and filter out such para-264

phrases. Therefore paraphrase structure prompt-265

ing of the LMM, detailed in Section 3.3, is used to266

discover the final set of FoCs.267

3.1 Phase A 268

To automatically generate explanations for the 269

problems addressed in the SMPs available in the 270

Reference Dataset, as well as explanations for the 271

FoCs the SMPs evoke, we have considered a spe- 272

cial flavor of counterfactual reasoning. Counter- 273

factual reasoning generally involves examining al- 274

ternatives to facts, events, or states, drawing in- 275

ferences about what could have occurred or been 276

possible. For each alternative, explanations can be 277

generated by an LMM, with Chain-of-Explanation 278

(CoE) prompting, cf. (Weinzierl and Harabagiu, 279

2024b). However, this entails access to all coun- 280

terfactual possibilities, which is not feasible, as 281

we cannot be aware of all possible FoCs that can 282

be evoked by an SMP. Alternatively, the Refer- 283

ence Dataset gives us indications of which FoCs 284

are evoked by a particular SMP, as well as which 285

problems are addressed both by the SMP and the 286

FoC. Therefore, instead of using counterfactuals 287

for eliciting explanations from an LMM, we use 288

indications available from the Reference Dataset 289

to ask for explanations. We consider this a special 290

flavor of counterfactual reasoning. 291

The Reference Dataset can be viewed as con- 292

taining indications Ii that connect each SMP si = 293

[ti, vi], consisting of a text ti and an image vi, with 294

all FoCs {f i
j} evoked by si as well as all prob- 295

lems {pik} addressed by the pair < si, f
i
j >. Con- 296

sequently, the Indicative Structure Prompting of 297

the LMM, used for generating explanations for all 298

problems {pik} and of all FoCs {f i
j} from Ii asks: 299

212 Why is each problem pik addressed by si? 300

222 Where is pik addressed: in ti, in vi, or in both? 301

232 Why is each FoC f i
j evoked by si? 302
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To implement the Indicative Structured Prompting303

we relied on a constrained decoding approach uti-304

lizing a “JSON schema”, detailed in Appendix B.305

In response to the Indicative Structured Prompt-306

ing, the LMM generates for each problem pik of Ii307

a rationale rik which explains why pik is addressed308

by the SMP si. The LMM also generates for each309

FoC f i
j a rationale rei,j explaining why si evokes310

fj and it also pinpoints where each FoC is evoked:311

in ti, in vi, or in both. Since each indication Ii312

has its own structure Ii = [si, {pik}, {f i
j}], the313

rationales generated by the LMM for each Ii are314

created as structured explanations:315

SEi = [si =< ti, vi >, {pik and its rationale rik},
{f i

j and its rationale reij along with pinpointing
whether f i

i is evoked in ti, in vi or in both}].
316

An example of the operation of indicative structure317

prompting is provided in Appendix C.318

To select which demonstrations should be con-319

sidered when performing CoT prompting using an320

SMP from the Test Dataset in Phase B of the DA-321

FoCMM method, we also generate in Phase A a322

Dense Index of Demonstrations (DID). To build the323

DID, for each SMP si we produced an embedding324

of its text ti with a CLIP (Radford et al., 2021)325

text encoder, generating the embedding eti, while326

for its image vi we used a CLIP image encoder,327

generating an embedding evi . These embeddings328

are concatenated as ei = [eti; e
v
i ] and added to a329

dense FAISS index (Johnson et al., 2019). A link330

is generated from each ei to its corresponding SEi.331

Additional details are provided in Appendix C.332

3.2 Phase B333

Phase B operates on the Test Dataset, containing334

SMPs with no annotations. For each SMP sTi , con-335

sisting of a text tTi and an image vTi , the goal is to336

discover and articulate {fT
j }, all its evoked FoCs,337

where each fT
j is interpreting some problem pTk ad-338

dressed in sTi , which also needs to be identified. By339

using CoT reasoning, the LMM not only identifies340

the problems addressed by each fT
j , namely {pTk },341

as well as all the evoked fT
j , but it also generates342

detailed rationales for them. For this we used Ra-343

tionale Structure Prompting:344

⊙1⊙ What problems {pTk } are addressed by sTi ?345

⊙2⊙ Why is each problem pTk addressed by sTi ?346

⊙3⊙ Where is problem pTk addressed, is it in tTi , in347

vTi , or in both?348

⊙4⊙ What FoCs {fT
j } are evoked by sTi ;349

⊙5⊙ Why is each FoC fT
j evoked by sTi ?350

Details of the implementation of the Rationale 351

Structure Prompting are provided in Appendix D. 352

However, as reported in Weinzierl and 353

Harabagiu (2024a) CoT reasoning used for the ar- 354

ticulation of FoCs and the discovery of the prob- 355

lems they address functions best when it operates in 356

a few-shot learning mode. Consequently, we need 357

access to some demonstrations showing how some 358

SMP sx is addressing a problem pxy which is inter- 359

preted by an FoC fx
z that evoked in sx. Moreover, 360

the demonstrations also need to contain rationales 361

for pxy and fx
z . 362

Instead of providing expert-created demonstra- 363

tions, we make use of a special form of RAG 364

which considers the demonstrations encoded in 365

DID. RAG retrieves from the DID a ranked list 366

of demonstrations D(sTi ) ={D1
i , D2

i ,...} for each 367

SMP sTi . To do so, it uses a query QT
i created 368

by concatenating the CLIP-generated embedding 369

of tTi , the text contained in sTi , with the CLIP- 370

generated embedding of vTi , the image used in sTi . 371

D(sTi ) contains demonstrations listed in descend- 372

ing order of their relevance to sTi , where the rele- 373

vance r(Dj
i ) = QT

i · ej , with ej as the embedding 374

of a SMP sj encoded in the DID. Each Dj
i repre- 375

sents the structured explanation SEj of sj . A small 376

number KD of the top demonstrations from D(sTi ) 377

are used in CoT reasoning, to enhance the Ratio- 378

nale Structure Prompting. A detailed example of 379

retrieval from the DID is provided in Appendix D. 380

For each SMP sTi from the Test Dataset, {fT
j }, the 381

set of FoCs evoked by sTi are discovered and the 382

problem addressed by each fT
j is identified. The 383

rationales of the FoCs and of the problems are also 384

generated. 385

3.3 Phase C 386

The third phase of DA-FoCMM concerns the identi- 387

fication of FoCs which paraphrase each other. Such 388

paraphrases are explained by the fact that in Phase 389

B, each multimodal SMP was processed indepen- 390

dently of the other SMPs from the Test Dataset. 391

Therefore, different articulations of the same FoC 392

may be generated as paraphrases. 393

Paraphrase detection between pairs of FoCs from 394

the set of FoCs discovered in Phase B of the DA- 395

FoCMM method, SB
FoC , is cast as a sequential de- 396

cision process that constructs a final, unique set of 397

FoCs that contain no paraphrases, SC
FoC . Initially 398

SC
FoC = {f1}, where f1 is an FoC selected from 399

SB
FoC . To decide which additional fi from SB

FoC 400
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should be added to SC
FoC , the Paraphrase Structure401

Prompting of the LMM is performed to determine402

if fi paraphrases any of the FoCs already existing403

in SC
FoC . CoT reasoning, which operates in zero-404

shot mode, also provides a rationale of the possible405

paraphrase. The prompt, further detailed in Ap-406

pendix E with examples, is:407

△1△ What FoC fj ∈ FC
FoC does fi paraphrase;408

△2△ What problems {pk} do both FoCs fj and fi409

address;410

△3△ Why do both fi and fj address pk in the same411

way?412

△4△ Why does fi paraphrase fj?413

Only if fi does not paraphrase any FoC from SC
FoC ,414

will it be inserted into SC
FoC . After all FoCs from415

SC
FoC are considered, we obtain the final set of416

FoCs evoked in the Test Dataset, which is available417

from SC
FoC . Table 1 shows the reduction of the418

number of FoCs from SB
FoC to those in SC

FoC for419

the topic of hesitancy towards COVID-19 vaccina-420

tion. Appendix F provides the same information421

for the second topic, namely immigration.422

Method System KD SB
FoC SC

FoC

PriorWorkX LLaMa-2 50+ 2,142 340
PriorWorkX GPT-3.5 30+ 2,238 386
PriorWorkX GPT-4 15 2,374 292

DA-FoCMM
X GPT-4o-Mini 0 1,521 -

DA-FoCMM
X GPT-4o 0 1,390 -

DA-FoCMM
X GPT-4o 1 1,435 220

DA-FoCMM
X GPT-4o 5 1,404 181

DA-FoCMM
X GPT-4o-Mini 10 1,628 198

DA-FoCMM
X GPT-4o 10 1,407 153

DA-FoCMM
I GPT-4o 10 1,398 150

Table 1: Number of COVID-19 vaccine FoCs discov-
ered in Phase B and the final number of FoCs resulting
from Phase C when considering (1) the system reported
in Weinzierl and Harabagiu (2024a), operating only on
textual SMPs from Twitter / X of dataset TS1, denoted
as PriorWorkX ; (2) DA-FoCMM operating on dataset
TS1, denoted as DA-FoCMM

X ; and (3) DA-FoCMM op-
erating on dataset TS2, denoted as DA-FoCMM

I . KD

represents the number of demonstrations used for CoT
prompting.

4 Evaluation Results423

Quantitative Results: DA-FoCMM relies upon424

the constrained decoding capability of OpenAI’s425

recent LMMs and their structured output function-426

ality to produce detailed indicative structured expla-427

nations and structured CoT rationales. Therefore,428

the only two LMM systems we considered for our429

DA-FoCMM framework were GPT-4o and GPT- 430

4o-Mini. GPT-4o is the current flagship LMM by 431

OpenAI, building upon the GPT-4 (OpenAI, 2023) 432

and GPT-4V (OpenAI, 2024) architectures. GPT- 433

4o has recently demonstrated high-quality mul- 434

timodal content analysis capabilities (Wu et al., 435

2024; Shahriar et al., 2024), as well as benefitting 436

from complex prompting paradigms (Yue et al., 437

2024). Additionally, GPT-4o-Mini was recently 438

released to replace GPT-3.5 (Ouyang et al., 2022), 439

bringing multimodal capabilities to a much smaller, 440

cheaper LMM, while also performing well on vi- 441

sual understanding tasks (Yue et al., 2024). We 442

also compare against the prior text-only system 443

introduced by Weinzierl and Harabagiu (2024a) 444

on COVAXFRAMES for reference, which employs 445

LLaMa-2 (Touvron et al., 2023), GPT-3.5, and 446

GPT-4. Additionally, we utilize the ViT-bigG/14 447

CLIP model, trained with the LAION-2B English 448

subset of LAION-5B (Schuhmann et al., 2022), 449

for Phase B of DA-FoCMM , as initial experiments 450

demonstrated that this CLIP model worked best for 451

retrieving demonstrations from the DID. 452

We also experimented with zero-shot DA- 453

FoCMM , where zero demonstrations are shown 454

during Phase B, as well as 1, 5, and 10 demon- 455

strations retrieved. Table 1 lists the number of 456

discovered FoCs discussing COVID-19 vaccine 457

hesitancy and final FoCs resulting from each ap- 458

proach across the prior text-only system on Twitter 459

/ X, multimodal DA-FoCMM
X on Twitter / X, as 460

well as multimodal DA-FoCMM
I with Twitter / X 461

demonstrations on the Instagram test dataset, intro- 462

duced in Section 2. Similar results are presented 463

in Appendix F for the topic of immigration. As 464

Table 1 illustrates, zero-shot learning when prompt- 465

ing GPT-4o-Mini and GPT-4o failed to produce any 466

meaningful FoCs, and therefore these approaches 467

were not evaluated in the qualitative results. 468

Qualitative Results: Weinzierl and Harabagiu 469

(2024a) introduced common measures for the dis- 470

covery and articulation of FoCs: (a) the soundness 471

of the rationales generated by LMMs when artic- 472

ulating an FoC; (b) the clarity of the final FoC 473

articulation generated by the LMM; and (c) the 474

novelty of the final set of FoCs when compared 475

to the known FoCs in the reference dataset, in- 476

troduced in Section 2. Two expert linguists were 477

asked to judge the soundness, clarity, and novelty 478

of the final FoCs produced by each approach, and 479

agreement was measured on a sample of 1000 judg- 480

ments. The agreement was measured with a Co- 481
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Method System Num. Z A R RK F1 PA

& Dataset Demos

PriorWorkX LLaMa-2 50+ 35.29 68.86 42.06 47.32 52.22 42.11
PriorWorkX GPT-3.5 30+ 39.38 53.37 89.57 78.76 66.88 39.39
PriorWorkX GPT-4 15 97.60 95.89 94.92 86.73 95.40 93.81

DA-FoCMM
X GPT-4o 1 58.18 66.36 92.41 89.38 77.25 37.82

DA-FoCMM
X GPT-4o 5 79.01 86.19 95.71 93.81 90.70 66.67

DA-FoCMM
X GPT-4o-Mini 10 94.95 96.97 92.31 85.84 94.58 94.06

DA-FoCMM
X GPT-4o 10 99.35 99.35 93.83 91.15 96.51 98.00

DA-FoCMM
I GPT-4o 10 97.33 98.00 91.30 87.61 94.53 94.12

Table 2: Evaluation results of the final set of COVID-19 vaccine FoCs with (1) the system introduced by Weinzierl
and Harabagiu (2024a) that operates only on textual SMPs from Twitter / X of dataset TS1, denoted as PriorWorkX ;
(2) DA-FoCMM operating on the dataset TS1, denoted as DA-FoCMM

X ; and (3) DA-FoCMM operating on dataset
TS2, denoted as DA-FoCMM

I .

hen’s Kappa score of 0.74, indicating strong agree-482

ment (McHugh, 2012).483

Soundness, clarity, and novelty judgments were484

then transformed into 6 established DA-FoC485

evaluation metrics, introduced by Weinzierl and486

Harabagiu (2024a): (1) the quality of reasoning487

(Z); (2) the quality of articulation (A); (3) the re-488

call of clearly articulated FoCs (R); (4) the recall of489

known FoCs (RK); (5) a combined measure of ar-490

ticulation quality and recall (F1 = 2AR/(A+R));491

and (6) the articulation quality of novel FoCs (PA).492

Table 2 lists the evaluation metrics for each ap-493

proach for DA-FoCMM on Twitter / X and Insta-494

gram on the topic of COVID-19 vaccines, as well495

as a comparison against the text-only DA-FoC sys-496

tem on Twitter / X from Weinzierl and Harabagiu497

(2024a). Similar evaluation results obtained on498

the datasets TS3 and TS4, covering the topic of499

immigration, are presented in Appendix F.500

5 Discussion501

The DA-FoCMM
X method, when prompting GPT-502

4o, achieves remarkable performance on Twitter /503

X, generating the best results across both the topics504

of COVID-19 vaccine hesitancy and immigration.505

It also performs very well across all performance506

metrics when it uses M = 10 demonstrations re-507

trieved from the DID, as presented in Table 2 and508

Appendix F. Our approach compares extremely fa-509

vorably to the text-only approach on the topic of510

COVID-19 vaccines, scoring higher in almost every511

metric. Moreover, DA-FoCMM
X when prompting512

GPT-4o still achieves a known recall RK of 89.38513

on COVID-19 vaccines (87.27 on immigration)514

even considering only a single demonstration from515

the DID. However, as the number of demonstra-516

tions grows, DA-FoCMM
X when prompting GPT-4o517

produces increasingly sound rationales, as revealed 518

by the results of the Z metric. 519

Articulation clarity, as measured by the A metric, 520

also rises sharply along with the number of demon- 521

strations, illustrating the value of indicative struc- 522

tured prompting. The clarity of newly discovered 523

FoCs, as measured by the PA metric, also achieved 524

98.00 on COVID-19 vaccines (74.95 on immigra- 525

tion) when 10 demonstrations were utilized, which 526

marks a significant increase over text-only sys- 527

tems on COVID-19 vaccine hesitancy FoCs. Ad- 528

ditionally, even GPT-4o-Mini compares favorably 529

on DA-FoCMM
X , while GPT-4o-Mini is a signifi- 530

cantly smaller and cheaper LMM. These results 531

inform us that the discovery and articulation of 532

FoCs from multimodal SMPs can be accomplished 533

by LMMs with DA-FoCMM , with high measures 534

of soundness, clarity, and novelty. Furthermore, 535

DA-FoCMM
I when prompting GPT-4o achieved ex- 536

tremely high soundness, clarity, recall, and novelty, 537

as shown in Table 2 and Appendix F, on SMPs 538

from TS2, with only 10 demonstrations, retrieved 539

from the DID. Further discussions of the results ob- 540

tained when considering the datasets TS3 and TS4, 541

covering the topic of immigration, are provided 542

in Appendix F. Additionally, a comprehensive er- 543

ror analysis is presented in Appendix G, where 544

we show that DA-FoCMM
X with GPT-4o and 10 545

demonstrations performs excellently - by produc- 546

ing sound rationales and clearly articulated FoCs - 547

when compared to other system configurations. 548

Cross-Platform Insights: Insights into framing 549

choices across social media platforms were re- 550

vealed when we analyzed where vaccine hesitancy 551

problems were addressed (text, image, or both) and 552

utilized to evoke FoCs when SMPs discussed con- 553

troversial problems surrounding COVID-19 vac- 554
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cines. Only 24.1% of SMPs utilized only their555

text to evoke FoCs, with 23.6% on Twitter / X vs.556

24.5% on Instagram. Furthermore, only 1.4% of557

SMPs employed only their image to evoke FoCs,558

with 2.3% on Twitter / X vs. 0.6% on Instagram.559

These results indicate that approximately 39%560

of COVID-19 vaccine hesitancy FoCs would not561

be recognized if the DA-FoCMM method had not562

considered both the texts and the images of SMPs563

found on either Twitter / X or Instagram. On Twit-564

ter / X we found that 37% (56 out of 153) of the565

final FoCs would not have been discovered without566

considering the images from SMPs. Similarly, on567

Instagram, 41% (62 out of 150) of FoCs would568

not have been discovered without considering the569

images of SMPs. Moreover, each FoC is evoked570

by many SMPs. Therefore there are evocation rela-571

tions between each SMP and the FoC it evokes.572

When FoCs are missed, because the images of573

SMPs are ignored, we found that 76% of evoca-574

tion relations are also missed. This means that575

76% of the time, we would not discover that an576

SMP evokes an FoC. This clearly demonstrates the577

importance of considering not only text, but also578

images when analyzing framing on social media,579

as previously shown to work for framing analysis580

on television (Entman, 2003). A breakdown of581

the multimodal necessity of framing concerning582

COVID-19 vaccines is presented in Appendix H.583

6 Related Work584

Significant Social Science research has manually585

investigated the role of framing in news (Gam-586

son, 1989; Entman, 1989, 1991; Pan and Kosicki,587

1993; Entman and Rojecki, 1993; Miller, 1997;588

D’Angelo, 2002; Entman, 2004; Scheufele, 2006;589

Entman, 2007; Reese, 2007; Matthes and Kohring,590

2008). The multimodal nature of framing was de-591

tailed in Entman (2003), which investigated the592

repeated use of culturally resonant terms in concert593

with searing images of the burning and collapsing594

World Trade Center during the aftermath of 9/11.595

Early automatic frame identification methods on596

social media focused on detecting addressed prob-597

lems (Meraz and Papacharissi, 2013; Neuman et al.,598

2014; de Saint Laurent et al., 2020; Baumer et al.,599

2015; Tsur et al., 2015; Field et al., 2018a), such as600

supervised NLP methods (Card et al., 2016; Naderi601

and Hirst, 2017; Field et al., 2018b; Khanehzar602

et al., 2019; Kwak et al., 2020; Roy and Gold-603

wasser, 2020) that utilized the Media Frames Cor-604

pus (MFC) (Card et al., 2015). The MFC includes 605

news articles annotated with fifteen policy frame 606

problems, such as Constitutionality and Jurispru- 607

dence or Security and Defense. Mendelsohn et al. 608

(2021) identified immigration policy problems in 609

SMPs with multi-label classification methods, rely- 610

ing on RoBERTa (Liu et al., 2019), and then manu- 611

ally articulated FoCs. However, without automatic 612

methods capable of reasoning about the cause and 613

articulating the FoC, we cannot capture the causal 614

nature of framing. 615

Recently, research interest has shifted towards 616

automatic methods for frame discovery and artic- 617

ulation. Weinzierl and Harabagiu (2024a) built an 618

In-Context Active Curriculum Learning (ICACL) 619

methodology that relied upon CoT prompting with 620

LLMs, such as GPT-4. However, their approach 621

could only discover and articulate FoCs on text- 622

only SMPs from Twitter / X, and therefore would 623

not function on platforms such as Instagram, where 624

images predominate. Additionally, their methodol- 625

ogy required a human-in-the-loop to create and edit 626

CoT rationales and demonstrations, which required 627

significant human effort. 628

7 Conclusion 629

This paper introduces the first method capable of 630

discovering and articulating Frames of Commu- 631

nication (FoCs) from multimodal social media, 632

namely DA-FoCMM . This method uses several 633

new structured prompting methods operating on 634

Large Multimodal Models (LMMs). DA-FoCMM 635

is the first method to also show capabilities for dis- 636

covery and articulation of FoCs from multimodal 637

SMPs across social media platforms. Thorough 638

evaluations demonstrate that DA-FoCMM , when 639

prompting GPT-4o, re-discovered 91% of FoCs 640

found by communication experts on the same Twit- 641

ter / X dataset discussing COVID-19 vaccines (90% 642

for immigration), while also uncovering new FoCs 643

that were clearly articulated and had sound ratio- 644

nales. The detailed rationales produced by DA- 645

FoCMM when prompting GPT-4o also enabled 646

us to make sense of the different framing choices 647

made across social media platforms, providing in- 648

sights into where and why controversial problems 649

are discussed on social media. Importantly, the 650

evaluation results revealed that 39% of FoCs would 651

not have been recognized if DA-FoCMM would 652

have ignored the images of social media postings. 653
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8 Ethical Statement654

We protected the privacy and honored the confiden-655

tiality of the authors who posted the SMPs in all the656

datasets considered. We received approval from the657

Institutional Review Board at ANONYMIZED for658

working with these Twitter / X and Instagram social659

media datasets. IRB-XX-YYY stipulated that our660

research met the criteria for exemption #8(iii) of the661

Chapter 45 of Federal Regulations Part 46.101.(b).662

The experiments were conducted with rigorous pro-663

fessional standards, ensuring that evaluation on the664

test dataset was deferred until a final method was665

chosen. All experimental settings, configurations,666

and procedures are thoroughly documented in this667

paper, the supplementary materials in the appendix,668

and the associated GitHub repository. We do not669

anticipate any significant risks associated with our670

research, as it is aimed at enhancing the under-671

standing of how COVID-19 vaccine hesitancy and672

immigration is framed on social media. The over-673

arching priority throughout this research was the674

public good, with the dual aim of advancing natural675

language processing and public health research.676

9 Limitations677

The DA-FoCMM method introduced to discover678

and articulate Frames of Communication (FoCs)679

from multimodal Social Media Postings (SMPs) fo-680

cuses on SMPs from Twitter / X and Instagram.681

Our method will likely require modification to682

work as well on SMPs from longer-form social683

media platforms, such as Reddit. Furthermore, our684

method operates on only text and images in SMPs.685

Social media platforms, such as TikTok, employ686

video and audio, which will require additional ap-687

proaches. Future work will address these additional688

social media platforms and modalities by extending689

our DA-FoCMM method by considering additional690

modalities and content lengths.691

Our approach is also limited by the need to have692

available a reference dataset of multimodal SMPs693

with evoked FoCs and addressed problems. First,694

these reference FoCs must be discovered with in-695

ductive frame analysis (Van Gorp, 2010) on thou-696

sands of SMPs, with additional efforts required to697

identify all the SMPs that evoke these reference698

FoCs. This involves non-trivial, significant effort699

from communication experts. We plan to extend700

our method to require significantly fewer demon-701

strations to mitigate these limitations.702
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Claude Chaudet. 2020. Malevolent creativity and so-763
cial media: Creating anti-immigration communities764
on twitter. Creativity Research Journal, 32:66–80.765

Junnan Dong, Qinggang Zhang, Huachi Zhou, Daochen766
Zha, Pai Zheng, and Xiao Huang. 2024. Modality-767
aware integration with large language models for768
knowledge-based visual question answering. In Pro-769
ceedings of the 62nd Annual Meeting of the Associa-770
tion for Computational Linguistics (Volume 1: Long771
Papers), pages 2417–2429, Bangkok, Thailand. As-772
sociation for Computational Linguistics.773

Robert M. Entman. 1989. Democracy without citizens:774
media and the decay of American politics. Oxford775
University Press, New York, New York ;.776

Robert M Entman. 1991. Framing u.s. coverage of777
international news: Contrasts in narratives of the kal778
and iran air incidents. Journal of communication,779
41(4):6–27.780

Robert M. Entman. 2003. Cascading activation: Con-781
testing the white house’s frame after 9/11. Political782
Communication, 20(4):415–432.783

Robert M. Entman. 2004. Projections of Power: Fram-784
ing News, Public Opinion, and U.S. Foreign Policy.785
University of Chicago Press.786

Robert M. Entman. 2007. Framing Bias: Media in the787
Distribution of Power. Journal of Communication,788
57(1):163–173.789

Robert M. Entman and Andrew Rojecki. 1993. Freezing790
out the public: Elite and media framing of the u.s.791
anti-nuclear movement. Political Communication,792
10(2):155–173.793

Anjalie Field, Doron Kliger, Shuly Wintner, Jennifer794
Pan, Dan Jurafsky, and Yulia Tsvetkov. 2018a. Fram-795
ing and agenda-setting in Russian news: a computa-796
tional analysis of intricate political strategies. In Pro-797
ceedings of the 2018 Conference on Empirical Meth-798
ods in Natural Language Processing, pages 3570–799
3580, Brussels, Belgium. Association for Computa-800
tional Linguistics.801

Anjalie Field, Doron Kliger, Shuly Wintner, Jennifer802
Pan, Dan Jurafsky, and Yulia Tsvetkov. 2018b. Fram-803
ing and agenda-setting in Russian news: a computa-804
tional analysis of intricate political strategies. In Pro-805
ceedings of the 2018 Conference on Empirical Meth-806
ods in Natural Language Processing, pages 3570–807
3580, Brussels, Belgium. Association for Computa-808
tional Linguistics.809

William A. Gamson. 1989. News as framing: Com-810
ments on graber. The American Behavioral Scientist,811
33(2):157–161.812

Mattis Geiger, Franziska Rees, Lau Lilleholt, Ana P. 813
Santana, Ingo Zettler, Oliver Wilhelm, Cornelia 814
Betsch, and Robert Böhm. 2022. Measuring the 7cs 815
of vaccination readiness. European Journal of Psy- 816
chological Assessment, 38(4):261–269. 817

Xuehai He, Diji Yang, Weixi Feng, Tsu-Jui Fu, Arjun 818
Akula, Varun Jampani, Pradyumna Narayana, Sug- 819
ato Basu, William Yang Wang, and Xin Wang. 2022. 820
CPL: Counterfactual prompt learning for vision and 821
language models. In Proceedings of the 2022 Con- 822
ference on Empirical Methods in Natural Language 823
Processing, pages 3407–3418, Abu Dhabi, United 824
Arab Emirates. Association for Computational Lin- 825
guistics. 826

Jan Fredrik Hovden and Hilmar Mjelde. 2019. In- 827
creasingly controversial, cultural, and political: The 828
immigration debate in scandinavian newspapers 829
1970–2016. Javnost - The Public, 26(2):138–157. 830

Alon Jacovi, Swabha Swayamdipta, Shauli Ravfogel, 831
Yanai Elazar, Yejin Choi, and Yoav Goldberg. 2021. 832
Contrastive explanations for model interpretability. 833
In Proceedings of the 2021 Conference on Empiri- 834
cal Methods in Natural Language Processing, pages 835
1597–1611, Online and Punta Cana, Dominican Re- 836
public. Association for Computational Linguistics. 837

Jeff Johnson, Matthijs Douze, and Hervé Jégou. 2019. 838
Billion-scale similarity search with GPUs. IEEE 839
Transactions on Big Data, 7(3):535–547. 840

Gideon Keren. 2011. Perspectives on framing. Psychol- 841
ogy Press. 842

Shima Khanehzar, Andrew Turpin, and Gosia Mikola- 843
jczak. 2019. Modeling political framing across pol- 844
icy issues and contexts. In Proceedings of the 17th 845
Annual Workshop of the Australasian Language Tech- 846
nology Association, pages 61–66, Sydney, Australia. 847
Australasian Language Technology Association. 848

Haewoon Kwak, Jisun An, and Yong-Yeol Ahn. 2020. 849
A systematic media frame analysis of 1.5 million new 850
york times articles from 2000 to 2017. In Proceed- 851
ings of the 12th ACM Conference on Web Science, 852
WebSci ’20, page 305–314, New York, NY, USA. 853
Association for Computing Machinery. 854

Patrick Lewis, Ethan Perez, Aleksandra Piktus, Fabio 855
Petroni, Vladimir Karpukhin, Naman Goyal, Hein- 856
rich Küttler, Mike Lewis, Wen-tau Yih, Tim Rock- 857
täschel, Sebastian Riedel, and Douwe Kiela. 2020. 858
Retrieval-augmented generation for knowledge- 859
intensive nlp tasks. In Proceedings of the 34th Inter- 860
national Conference on Neural Information Process- 861
ing Systems, NIPS ’20, Red Hook, NY, USA. Curran 862
Associates Inc. 863

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man- 864
dar Joshi, Danqi Chen, Omer Levy, Mike Lewis, 865
Luke Zettlemoyer, and Veselin Stoyanov. 2019. 866
Roberta: A robustly optimized bert pretraining ap- 867
proach. 868

10

https://doi.org/10.1111/j.1460-2466.2002.tb02578.x
https://doi.org/10.1111/j.1460-2466.2002.tb02578.x
https://doi.org/10.1111/j.1460-2466.2002.tb02578.x
https://doi.org/10.18653/v1/2024.acl-long.132
https://doi.org/10.18653/v1/2024.acl-long.132
https://doi.org/10.18653/v1/2024.acl-long.132
https://doi.org/10.18653/v1/2024.acl-long.132
https://doi.org/10.18653/v1/2024.acl-long.132
https://doi.org/10.1080/10584600390244176
https://doi.org/10.1080/10584600390244176
https://doi.org/10.1080/10584600390244176
https://doi.org/10.1111/j.1460-2466.2006.00336.x
https://doi.org/10.1111/j.1460-2466.2006.00336.x
https://doi.org/10.1111/j.1460-2466.2006.00336.x
https://doi.org/10.1080/10584609.1993.9962973
https://doi.org/10.1080/10584609.1993.9962973
https://doi.org/10.1080/10584609.1993.9962973
https://doi.org/10.1080/10584609.1993.9962973
https://doi.org/10.1080/10584609.1993.9962973
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.18653/v1/D18-1393
https://doi.org/10.1027/1015-5759/a000663
https://doi.org/10.1027/1015-5759/a000663
https://doi.org/10.1027/1015-5759/a000663
https://doi.org/10.18653/v1/2022.emnlp-main.224
https://doi.org/10.18653/v1/2022.emnlp-main.224
https://doi.org/10.18653/v1/2022.emnlp-main.224
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.1080/13183222.2019.1589285
https://doi.org/10.18653/v1/2021.emnlp-main.120
https://aclanthology.org/U19-1009
https://aclanthology.org/U19-1009
https://aclanthology.org/U19-1009
https://doi.org/10.1145/3394231.3397921
https://doi.org/10.1145/3394231.3397921
https://doi.org/10.1145/3394231.3397921
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692


Jörg Matthes and Matthias Kohring. 2008. The con-869
tent analysis of media frames: Toward improving870
reliability and validity. Journal of Communication,871
58(2):258–279.872

Mary L. McHugh. 2012. Interrater reliability: the kappa873
statistic. Biochemia medica, 22(3):276–282.874

Julia Mendelsohn, Ceren Budak, and David Jurgens.875
2021. Modeling framing in immigration discourse on876
social media. In Proceedings of the 2021 Conference877
of the North American Chapter of the Association878
for Computational Linguistics: Human Language879
Technologies, pages 2219–2263, Online. Association880
for Computational Linguistics.881

Sharon Meraz and Zizi Papacharissi. 2013. Networked882
gatekeeping and networked framing on #egypt. The883
International Journal of Press/Politics, 18:138–166.884

M. Mark Miller. 1997. Frame mapping and analysis of885
news coverage of contentious issues. Social Science886
Computer Review, 15(4):367–378.887

Nona Naderi and Graeme Hirst. 2017. Classifying888
frames at the sentence level in news articles. In889
Proceedings of the International Conference Recent890
Advances in Natural Language Processing, RANLP891
2017, pages 536–542, Varna, Bulgaria. INCOMA892
Ltd.893

W. Russell Neuman, Lauren Guggenheim, S. Mo Jang,894
and So Young Bae. 2014. The dynamics of pub-895
lic attention: Agenda-setting theory meets big data.896
Journal of Communication, 64:193–214.897

OpenAI. 2023. Gpt-4 technical report.898

OpenAI. 2024. GPT-4V(ision) system card.899

Long Ouyang, Jeffrey Wu, Xu Jiang, Diogo Almeida,900
Carroll Wainwright, Pamela Mishkin, Chong Zhang,901
Sandhini Agarwal, Katarina Slama, Alex Ray, John902
Schulman, Jacob Hilton, Fraser Kelton, Luke Miller,903
Maddie Simens, Amanda Askell, Peter Welinder,904
Paul F Christiano, Jan Leike, and Ryan Lowe. 2022.905
Training language models to follow instructions with906
human feedback. In Advances in Neural Information907
Processing Systems, volume 35, pages 27730–27744.908
Curran Associates, Inc.909

Zhongdang Pan and Gerald M. Kosicki. 1993. Framing910
analysis: An approach to news discourse. Political911
communication, 10(1):55–75.912

Thomas E. Patterson. 1992. Is anyone responsible? how913
television frames political issues. American Political914
Science Review, 86(4):1060–1061.915

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya916
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-917
try, Amanda Askell, Pamela Mishkin, Jack Clark,918
Gretchen Krueger, and Ilya Sutskever. 2021. Learn-919
ing transferable visual models from natural language920
supervision. In Proceedings of the 38th International921
Conference on Machine Learning, volume 139 of922

Proceedings of Machine Learning Research, pages 923
8748–8763. PMLR. 924

Stephen D. Reese. 2007. The framing project: A bridg- 925
ing model for media research revisited. Journal of 926
Communication, 57(1):148–154. 927

Stephen D. Reese, Oscar H. Gandy, and August E. (Eds.) 928
Grant. 2001. Framing Public Life: Perspectives on 929
Media and Our Understanding of the Social World. 930
Routledge. 931

Deana A. Rohlinger. 2002. Framing the abortion de- 932
bate: Organizational resources, media strategies, and 933
movement-countermovement dynamics. The Socio- 934
logical Quarterly, 43(4):479–507. 935

Shamik Roy and Dan Goldwasser. 2020. Weakly su- 936
pervised learning of nuanced frames for analyzing 937
polarization in news media. In Proceedings of the 938
2020 Conference on Empirical Methods in Natural 939
Language Processing (EMNLP), pages 7698–7716, 940
Online. Association for Computational Linguistics. 941

Bertram Scheufele. 2004. Framing-effects approach: A 942
theoretical and methodological critique. Communi- 943
cations, 29(4):401–428. 944

Dietram A. Scheufele. 2006. Framing as a The- 945
ory of Media Effects. Journal of Communication, 946
49(1):103–122. 947

Christoph Schuhmann, Romain Beaumont, Richard 948
Vencu, Cade W Gordon, Ross Wightman, Mehdi 949
Cherti, Theo Coombes, Aarush Katta, Clayton 950
Mullis, Mitchell Wortsman, Patrick Schramowski, 951
Srivatsa R Kundurthy, Katherine Crowson, Lud- 952
wig Schmidt, Robert Kaczmarczyk, and Jenia Jitsev. 953
2022. LAION-5b: An open large-scale dataset for 954
training next generation image-text models. In Thirty- 955
sixth Conference on Neural Information Processing 956
Systems Datasets and Benchmarks Track. 957

Sakib Shahriar, Brady Lund, Nishith Reddy Mannuru, 958
Muhammad Arbab Arshad, Kadhim Hayawi, Ravi 959
Varma Kumar Bevara, Aashrith Mannuru, and Laiba 960
Batool. 2024. Putting gpt-4o to the sword: A compre- 961
hensive evaluation of language, vision, speech, and 962
multimodal proficiency. 963

John Sonnett. 2019. 226Priming and Framing: dimen- 964
sions of communication and cognition. In The Ox- 965
ford Handbook of Cognitive Sociology. Oxford Uni- 966
versity Press. 967

Sanjay Subramanian, Medhini Narasimhan, Kushal 968
Khangaonkar, Kevin Yang, Arsha Nagrani, Cordelia 969
Schmid, Andy Zeng, Trevor Darrell, and Dan Klein. 970
2023. Modular visual question answering via code 971
generation. In Proceedings of the 61st Annual Meet- 972
ing of the Association for Computational Linguistics 973
(Volume 2: Short Papers), pages 747–761, Toronto, 974
Canada. Association for Computational Linguistics. 975

11

https://doi.org/https://doi.org/10.1111/j.1460-2466.2008.00384.x
https://doi.org/https://doi.org/10.1111/j.1460-2466.2008.00384.x
https://doi.org/https://doi.org/10.1111/j.1460-2466.2008.00384.x
https://doi.org/https://doi.org/10.1111/j.1460-2466.2008.00384.x
https://doi.org/https://doi.org/10.1111/j.1460-2466.2008.00384.x
https://doi.org/10.18653/v1/2021.naacl-main.179
https://doi.org/10.18653/v1/2021.naacl-main.179
https://doi.org/10.18653/v1/2021.naacl-main.179
https://doi.org/10.1177/089443939701500403
https://doi.org/10.1177/089443939701500403
https://doi.org/10.1177/089443939701500403
https://doi.org/10.26615/978-954-452-049-6_070
https://doi.org/10.26615/978-954-452-049-6_070
https://doi.org/10.26615/978-954-452-049-6_070
http://arxiv.org/abs/2303.08774
https://cdn.openai.com/papers/GPTV_System_Card.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://doi.org/10.2307/1964379
https://doi.org/10.2307/1964379
https://doi.org/10.2307/1964379
https://proceedings.mlr.press/v139/radford21a.html
https://proceedings.mlr.press/v139/radford21a.html
https://proceedings.mlr.press/v139/radford21a.html
https://proceedings.mlr.press/v139/radford21a.html
https://proceedings.mlr.press/v139/radford21a.html
https://doi.org/10.1111/j.1460-2466.2006.00334.x
https://doi.org/10.1111/j.1460-2466.2006.00334.x
https://doi.org/10.1111/j.1460-2466.2006.00334.x
https://doi.org/10.4324/9781410605689
https://doi.org/10.4324/9781410605689
https://doi.org/10.4324/9781410605689
http://www.jstor.org/stable/4120936
http://www.jstor.org/stable/4120936
http://www.jstor.org/stable/4120936
http://www.jstor.org/stable/4120936
http://www.jstor.org/stable/4120936
https://doi.org/10.18653/v1/2020.emnlp-main.620
https://doi.org/10.18653/v1/2020.emnlp-main.620
https://doi.org/10.18653/v1/2020.emnlp-main.620
https://doi.org/10.18653/v1/2020.emnlp-main.620
https://doi.org/10.18653/v1/2020.emnlp-main.620
https://doi.org/doi:10.1515/comm.2004.29.4.401
https://doi.org/doi:10.1515/comm.2004.29.4.401
https://doi.org/doi:10.1515/comm.2004.29.4.401
https://doi.org/10.1111/j.1460-2466.1999.tb02784.x
https://doi.org/10.1111/j.1460-2466.1999.tb02784.x
https://doi.org/10.1111/j.1460-2466.1999.tb02784.x
https://openreview.net/forum?id=M3Y74vmsMcY
https://openreview.net/forum?id=M3Y74vmsMcY
https://openreview.net/forum?id=M3Y74vmsMcY
http://arxiv.org/abs/2407.09519
http://arxiv.org/abs/2407.09519
http://arxiv.org/abs/2407.09519
http://arxiv.org/abs/2407.09519
http://arxiv.org/abs/2407.09519
https://doi.org/10.1093/oxfordhb/9780190273385.013.13
https://doi.org/10.1093/oxfordhb/9780190273385.013.13
https://doi.org/10.1093/oxfordhb/9780190273385.013.13
https://doi.org/10.18653/v1/2023.acl-short.65
https://doi.org/10.18653/v1/2023.acl-short.65
https://doi.org/10.18653/v1/2023.acl-short.65


Hugo Touvron, Louis Martin, Kevin Stone, Peter Al-976
bert, Amjad Almahairi, Yasmine Babaei, Nikolay977
Bashlykov, Soumya Batra, Prajjwal Bhargava, Shruti978
Bhosale, Dan Bikel, Lukas Blecher, Cristian Canton979
Ferrer, Moya Chen, Guillem Cucurull, David Esiobu,980
Jude Fernandes, Jeremy Fu, Wenyin Fu, Brian Fuller,981
Cynthia Gao, Vedanuj Goswami, Naman Goyal, An-982
thony Hartshorn, Saghar Hosseini, Rui Hou, Hakan983
Inan, Marcin Kardas, Viktor Kerkez, Madian Khabsa,984
Isabel Kloumann, Artem Korenev, Punit Singh Koura,985
Marie-Anne Lachaux, Thibaut Lavril, Jenya Lee, Di-986
ana Liskovich, Yinghai Lu, Yuning Mao, Xavier Mar-987
tinet, Todor Mihaylov, Pushkar Mishra, Igor Moly-988
bog, Yixin Nie, Andrew Poulton, Jeremy Reizen-989
stein, Rashi Rungta, Kalyan Saladi, Alan Schelten,990
Ruan Silva, Eric Michael Smith, Ranjan Subrama-991
nian, Xiaoqing Ellen Tan, Binh Tang, Ross Tay-992
lor, Adina Williams, Jian Xiang Kuan, Puxin Xu,993
Zheng Yan, Iliyan Zarov, Yuchen Zhang, Angela Fan,994
Melanie Kambadur, Sharan Narang, Aurelien Ro-995
driguez, Robert Stojnic, Sergey Edunov, and Thomas996
Scialom. 2023. Llama 2: Open foundation and fine-997
tuned chat models.998

Oren Tsur, Dan Calacci, and David Lazer. 2015. A999
frame of mind: Using statistical models for detec-1000
tion of framing and agenda setting campaigns. In1001
Proceedings of the 53rd Annual Meeting of the As-1002
sociation for Computational Linguistics and the 7th1003
International Joint Conference on Natural Language1004
Processing (Volume 1: Long Papers), pages 1629–1005
1638, Beijing, China. Association for Computational1006
Linguistics.1007

Baldwin Van Gorp. 2010. Strategies to take subjectivity1008
out of framing analysis, pages 84–109. Routledge.1009

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten1010
Bosma, brian ichter, Fei Xia, Ed Chi, Quoc V Le,1011
and Denny Zhou. 2022. Chain-of-thought prompt-1012
ing elicits reasoning in large language models. In1013
Advances in Neural Information Processing Systems,1014
volume 35, pages 24824–24837. Curran Associates,1015
Inc.1016

Maxwell Weinzierl and Sanda Harabagiu. 2023. Identi-1017
fication of multimodal stance towards frames of com-1018
munication. In Proceedings of the 2023 Conference1019
on Empirical Methods in Natural Language Process-1020
ing, pages 12597–12609, Singapore. Association for1021
Computational Linguistics.1022

Maxwell Weinzierl and Sanda Harabagiu. 2024a. Dis-1023
covering and articulating frames of communication1024
from social media using chain-of-thought reasoning.1025
In Proceedings of the 18th Conference of the Euro-1026
pean Chapter of the Association for Computational1027
Linguistics (Volume 1: Long Papers), pages 1617–1028
1631, St. Julian’s, Malta. Association for Computa-1029
tional Linguistics.1030

Maxwell Weinzierl and Sanda Harabagiu. 2024b. Tree-1031
of-counterfactual prompting for zero-shot stance de-1032
tection. In Proceedings of the 62nd Annual Meet-1033
ing of the Association for Computational Linguistics1034

(Volume 1: Long Papers), pages 861–880, Bangkok, 1035
Thailand. Association for Computational Linguistics. 1036

Maxwell A. Weinzierl and Sanda M. Harabagiu. 2022. 1037
From hesitancy framings to vaccine hesitancy pro- 1038
files: A journey of stance, ontological commitments 1039
and moral foundations. Proceedings of the Interna- 1040
tional AAAI Conference on Web and Social Media, 1041
16(1):1087–1097. 1042

Yiqi Wu, Xiaodan Hu, Ziming Fu, Siling Zhou, and 1043
Jiangong Li. 2024. Gpt-4o: Visual perception perfor- 1044
mance of multimodal large language models in piglet 1045
activity understanding. 1046

Alexandros Xenos, Themos Stafylakis, Ioannis Patras, 1047
and Georgios Tzimiropoulos. 2023. A simple base- 1048
line for knowledge-based visual question answering. 1049
In Proceedings of the 2023 Conference on Empiri- 1050
cal Methods in Natural Language Processing, pages 1051
14871–14877, Singapore. Association for Computa- 1052
tional Linguistics. 1053

Songlin Yang, Roger Levy, and Yoon Kim. 2023. Un- 1054
supervised discontinuous constituency parsing with 1055
mildly context-sensitive grammars. In Proceedings 1056
of the 61st Annual Meeting of the Association for 1057
Computational Linguistics (Volume 1: Long Papers), 1058
pages 5747–5766, Toronto, Canada. Association for 1059
Computational Linguistics. 1060

Xiang Yue, Tianyu Zheng, Yuansheng Ni, Yubo Wang, 1061
Kai Zhang, Shengbang Tong, Yuxuan Sun, Ming 1062
Yin, Botao Yu, Ge Zhang, Huan Sun, Yu Su, Wenhu 1063
Chen, and Graham Neubig. 2024. Mmmu-pro: A 1064
more robust multi-discipline multimodal understand- 1065
ing benchmark. 1066

Jing Zheng, Jyh-Herng Chow, Zhongnan Shen, and 1067
Peng Xu. 2023. Grammar-based decoding for im- 1068
proved compositional generalization in semantic pars- 1069
ing. In Findings of the Association for Computa- 1070
tional Linguistics: ACL 2023, pages 1399–1418, 1071
Toronto, Canada. Association for Computational Lin- 1072
guistics. 1073

A Dataset Details 1074

Our primary research question involved discover- 1075

ing how images impacted framing across social 1076

media platforms. However, we also wanted to 1077

ensure these findings held across multiple topics. 1078

Therefore, we utilized four distinct datasets. These 1079

datasets spanned across two topics - COVID-19 1080

vaccines and immigration - and included SMPs 1081

from two social media platforms - Twitter / X and 1082

Instagram, as introduced in Section 2. Each dataset 1083

is further detailed below. 1084
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PROBLEM: 
Confidence in 
Vaccines

EVOKES

Thank You MINNESOTA  For Allowing Me To Receive 
The Very First Dosage Of The New Covid 19 Vaccine  
I Look & Feel WONDERFUL & I Look FABULOUS 

FRAME OF 
COMMUNICATION:
The COVID-19 vaccine 
alters human DNA.

A

INTERPRETS

PROBLEM: 
Conspiracy 
surrounding 
Vaccines

Reported cases of covid 19 vaccines side effect
B

@USER But the exact same thing can be said about the flu... The flu has the 
potential make you sick and you can pass it to others, And it can kill the elderly.

The reality is Covid has only killed 4 people under 50 (3 males) 
and the vaccination has risk also...

C

PROBLEM: 
Calculation of 
Vaccination

EVOKES

FRAME OF COMMUNICATION:
Children should not be vaccinated 
against COVID-19 because there is no 
legal accountability for adverse events 
since they can't be sued.

INTERPRETS

PROBLEM: 
Confidence in 
Vaccines

EVOKES

FRAME OF 
COMMUNICATION:
Astra Zeneca vaccine is 
unsafe because it 
causes blood clots.

INTERPRETS

Figure 4: Examples of multimodal SMPs, evoked FoCs, and interpreted problems from Twitter / X in dataset TS1.

A.1 Datasets covering the Topic: COVID-191085

Vaccines1086

2 The dataset RF1, opiginating from Twitter / X:1087

In addition to annotations of the evoked FoCs, pro-1088

duced by communication experts on the MMVAX-1089

STANCE dataset, the problems addressed by each1090

FoC are available. These problems are informed by1091

the 7C model of vaccine hesitancy (Geiger et al.,1092

2022). The 7C model consists of seven factors,1093

considered as hesitancy problems, that impact an1094

individual’s likelihood of getting vaccinated. Ta-1095

ble 3 lists the problems and their definitions. The1096

Table also indicates the number and percentage of1097

annotated FoCs that address each problem in the1098

MMVAX-STANCE dataset.1099

2 The dataset TS1 contains SMPs from Twitter /1100

X, available also from the the MMVAX-STANCE1101

dataset, Figure 4 (A) illustrates an SMP from1102

dataset TS1 that employs multimodal sarcasm to1103

evoke an FoC. This SMP appears to thank Min-1104

nesota for enabling the author to receive the first1105

dosage of the “new" COVID-19 vaccine, and that1106

the author “looks and feels wonderful". However,1107

the included image stands in stark contrast to the1108

text of this SMP, with the image illustrating a disfig-1109

ured character named “Sloth" from “The Goonies."1110

The superimposed text transforms this image into a1111

“meme", with the top text reading “Got my COVID-1112

19 vaccine" and the bottom text reading “Feel-1113

ing great!!!". The SMP in Figure 4 (A) therefore1114

evokes the FoC “The COVID-19 vaccine alters hu-1115

man DNA", and this FoC interprets the vaccine 1116

hesitancy problems of Confidence and Conspiracy. 1117

Additional examples of the SMPs from dataset TS1 1118

are provided in Figure 4 along with evoked FoCs 1119

and interpreted problems. 1120

2 The dataset TS2 contains SMPs from Instagram: 1121

To search for Instagram SMPs discussing the 1122

COVID-19 vaccines we used the same query as in 1123

Weinzierl and Harabagiu (2023), namely: “(covid 1124

OR coronavirus) AND vaccine AND lang:en”. 1125

The retrieved Instagram SMPs were created be- 1126

tween January 1st, 2020, and January 1st, 2022. 1127

Each SMP was comprised of text and an im- 1128

age. This search produced 516,581 Instagram 1129

SMPs, retrieved from the CrowdTangle platform, 1130

from which we considered a subset for our cross- 1131

platform experiments. 1132

We selected a representative subset of the 1133

516,581 Instagram SMPs by utilizing the text- 1134

based FoC evocation detection system described in 1135

Weinzierl and Harabagiu (2023). Our goal was to 1136

find a smaller set of SMPs that had a higher likeli- 1137

hood than random sampling of evoking any of the 1138

113 FoCs from MMVAX-STANCE. This selection 1139

process improved our ability to measure the impact 1140

of images on the evocation of FoCs across both 1141

platforms, providing a similar set of SMPs evoking 1142

similar FoCs. Our filtering process produced a list 1143

of 1,289 SMPs, referred to as dataset TS2, likely 1144

to evoke at least one FoC from the 113 reference 1145

FoCs from MMVAX-STANCE. 1146
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Can't prevent infection.
Can't prevent transmission.
Can't stop masking or social distancing.

This vaccine is effective at....what, exactly?

#tfvc
#thechoiceshouldbeyours
#informedconsent

A
Kyrie Irving has recently been following and liking IG 
posts with claims to “secret societies” implanting micro 
chips to COVID-19 vaccines in a plot to connect Black 
people to a master computer for “a plan of Satan.” 

---

PSA: Wait, @clutchpoints is STILL private? 
---

#NBA #Nets #KyrieIrving

B
What is the 99.99% survival group for COVID-19? Have a 
look and please share. #NoMasks #Plandemic 
#endthelockdown #Covid_19 #CovidHoax 
#GatesFoundation #facemask #Scamdemic #maskoff 
#Billgates  #BillGatesIsEvil #Vaccine

C

Figure 5: Examples of multimodal SMPs from our collection of Instagram SMPs discussing the COVID-19 vaccines
in dataset TS2.

Figure 5 (B) illustrates an SMP in dataset TS21147

from Instagram that discusses COVID-19 vaccines.1148

The text of the SMP describes how Kyrie Irving, a1149

professional basketball player in the NBA, has pro-1150

moted Instagram posts that propagate COVID-191151

vaccine conspiracy theories, such as those that state1152

that the COVID-19 vaccine includes microchips in1153

a satanic plan. The image included in this SMP1154

further reinforces this message, using a common1155

meme format, popularized with Drake (a popular1156

Canadian rapper and singer) shrugging off some-1157

thing and then pointing with approval at something1158

else. In this instance, Drake’s face has been re-1159

placed with Kyrie, and Kyrie is shrugging off the1160

Moderna COVID-19 vaccine and a microchip. This1161

meme is therefore implying that Kyrie believes in1162

the conspiracy theory that the COVID-19 vaccine1163

includes microchips. In the next part of the meme,1164

Kyrie shows approval and preference towards an1165

NBA championship trophy, which is commonly1166

referred to as a “chip" among players and fans.1167

Together, this multimodal SMP employs signifi-1168

cant cultural knowledge and certainly evokes the1169

COVID-19 FoC that “the COVID-19 Vaccine is a1170

satanic plan to microchip people" which interprets1171

the problems of Confidence and Conspiracy. Ad-1172

ditional examples of Instagram SMPs from dataset1173

TS2 are provided in Figure 5.1174

A.2 Datasets covering the Topic: Immigration1175

2 The dataset RF2 originates from Twitter / X.The1176

Problem Definition
Confidence -
43 FoCs (38%)

Trust in the security and effectiveness
of vaccinations, the health authorities,
and the health officials who recom-
mend and develop vaccines.

Complacency -
7 FoCs (6%)

Complacency and laziness to get vac-
cinated due to low perceived risk of
infections.

Constraints -
1 FoC (1%)

Structural or psychological hurdles that
make vaccination difficult or costly.

Calculation -
19 FoCs (17%)

Degree to which personal costs and
benefits of vaccination are weighted.

Collective
Responsibility
10 FoCs (9%)

Willingness to protect others and to
eliminate infectious diseases.

Compliance -
27 FoCs (24%)

Support for societal monitoring and
sanctioning of people who are not vac-
cinated.

Conspiracy -
37 FoCs (33%)

Conspiracy thinking and belief in fake
news related to vaccination.

Table 3: Problems associated with vaccine hesitancy.

salient problems surrounding the topic of immigra- 1177

tion have been studied extensively (Patterson, 1992; 1178

Benson, 2013; Hovden and Mjelde, 2019; Mendel- 1179

sohn et al., 2021). Table 4 lists the problems and 1180

their definitions. These problems are informed 1181

by the Policy Frames Codebook, which provides 1182

a general-purpose way to structure and describe 1183

frame problems in political communication content 1184

(Boydstun et al., 2018). However, little work has 1185

studied the ways in which these problems are inter- 1186

preted and framed on social media. Therefore, we 1187

decided to construct a new dataset to explore how 1188

multimodality impacts immigration framing. 1189
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Problem Description
Economic Financial implications of an issue.
Capacity & Resources The availability or lack of time, physical, human, or financial resources.
Morality & Ethics Perspectives compelled by religion or secular sense of ethics or social responsibil-

ity.
Fairness & Equality The (in)equality with which laws, punishments, rewards, and resources are dis-

tributed.
Legality, Constitutionality & Juris-
diction

Court cases and existing laws that regulate policies; constitutional interpretation;
legal processes such as seeking asylum or obtaining citizenship; jurisdiction.

Crime & Punishment The violation of policies in practice and the consequences of those violations.
Security & Defense Any threat to a person, group, or nation and defenses taken to avoid that threat.
Health & Safety Health and safety outcomes of a policy issue, discussions of health care.
Quality of Life Effects on people’s wealth, mobility, daily routines, community life, happiness,

etc.
Cultural Identity Social norms, trends, values, and customs; integration/assimilation efforts.
Public Sentiment General social attitudes, protests, polling, interest groups, public passage of laws.
Political Factors & Implications Focus on politicians, political parties, governing bodies, political campaigns and

debates; discussions of elections and voting.
Policy Prescription & Evaluation Discussions of existing or proposed policies and their effectiveness.
External Regulation & Reputation Relations between nations or states/provinces; agreements between governments;

perceptions of one nation/state by another.
Victim: Global Economy Immigrants are victims of global poverty, underdevelopment, and inequality.
Victim: Humanitarian Immigrants experience economic, social, and political suffering and hardships.
Victim: War Focus on war and violent conflict as reasons for immigration.
Victim: Discrimination Immigrants are victims of racism, xenophobia, and religion-based discrimination.
Hero: Cultural Diversity Highlights positive aspects of differences that immigrants bring to society.
Hero: Integration Immigrants successfully adapt and fit into their host society.
Hero: Worker Immigrants contribute to economic prosperity and are an important source of

labor.
Threat: Jobs Immigrants take nonimmigrants’ jobs or lower their wages.
Threat: Public Order Immigrants threaten public safety by breaking the law or spreading disease.
Threat: Fiscal Immigrants abuse social service programs and are a burden on resources.
Threat: National Cohesion Immigrants’ cultural differences are a threat to national unity and social harmony.
Episodic Message provides concrete information about specific people, places, or events.
Thematic Message is more abstract, placing stories in broader political and social contexts.

Table 4: Descriptions of salient problems interpreted by Frames of Communication in immigration discourse.

We used the same query as in Mendelsohn et al.1190

(2021) to find multimodal Twitter / X SMPs dis-1191

cussing immigration: “(immigration OR immi-1192

grant(s) OR emigration OR emigrant(s) OR migra-1193

tion OR migrant(s) OR illegal alien(s) OR illegals1194

OR undocumented) AND lang:en”. The retrieved1195

Twitter / X SMPs were posted between January1196

1st, 2020, and January 1st, 2022, and each SMP1197

included an image and text. This search produced1198

264,237 multimodal Twitter / X SMPs, retrieved1199

from the Twitter / X historical API.1200

We randomly selected 2,000 unique SMPs for1201

annotation from the full set of 264,237 multimodal1202

Twitter / X SMPs. Two linguistic experts from1203

ANONYMOUS followed the same procedure as1204

Weinzierl and Harabagiu (2022) to perform induc-1205

tive frame analysis (Van Gorp, 2010) on these 2,0001206

SMPs. After removing irrelevant SMPs, a total of1207

57 newly discovered FoCs were identified as be-1208

ing evoked by 1,878 multimodal SMPs. Each FoC1209

was also annotated as interpreting any of the 271210

immigration-specific problems, outlined in Table 4.1211

2 The dataset TS3 contains multimodal SMPs orig- 1212

inating on Twitter /X . Figure 6 (C) illustrates an 1213

SMP from Twitter / X that discusses immigration 1214

from dataset TS3. The text of the SMP discusses 1215

how successful vaccine policy has been by the 1216

Biden administration. However, the image attached 1217

demonstrates what the author is trying to communi- 1218

cate: that Republicans scapegoat immigrants when 1219

politically convenient to distract from successful 1220

Democrat policies. Together, this SMP evokes the 1221

FoC which states that “immigrants are often scape- 1222

goated in political disputes, distracting from core 1223

issues like economic policy or governance." This 1224

FoC interprets the problems of public sentiment, 1225

political factors & implications, and the thematic 1226

problem, as defined in Table 4. Additional exam- 1227

ples of SMPs from dataset TS3 and evoked FoCs 1228

are illustrated in Figure 6. 1229

2 The dataset TS4 contians multimodal SMPs orig- 1230

inating from the Instagram platform. We searched 1231

CrowdTangle for Instagram SMPs discussing the 1232

topic of immigration. We found 259,281 Instagram 1233
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PROBLEM: 
Crime & 
Punishment

EVOKES

We have natural resources and #covid  issues but the #democrats 
@SpeakerPelosi wants OTHER NATIONS' PEOPLE to flood into the USA? Are 
they vaccinated? Why is small pox, plague, MRSA, lice, bed bugs, fleas, 
meningitis and STD's-VD & CRIME  spiking?  @CNN @Telegraph 
@RepMattGaetz

FRAME OF 
COMMUNICATION:
Illegal immigrants 
should be deported 
because they break 
the law and threaten 
national sovereignty.

A

INTERPRETS

PROBLEM: 
Legality, 
Constitutionality 
& Jurisdiction

@TravelGov @POTUS @USCIS @USEmbassyLome @SecBlinken 
@congressdotgov @immcouncil @DOJ_EOIR @JusticeOIG
No more excuse. #covid19 is under control and everyone is 
vaccinated.Process high cases #saveDV2022 

 PROCESS HIGH CASE 
 SCHEDULE INTERVIEWS
 NO MORE VISA PRIORITIZATION

B
@GregAbbott_TX Texas has seen nearly 9,000 COVID-19 deaths 
since February. 

Only 43 were vaccinated people.

95% of the 43 vaccinated people who died were 60 or older. Most 
were fighting a serious underlying condition.

C

PROBLEM: 
Public 
Sentiment

EVOKES

FRAME OF 
COMMUNICATION:
Immigrants are often 
scapegoated in 
political disputes, 
distracting from core 
issues like economic 
policy or governance.

INTERPRETSPROBLEM: 
Security & 
Defense

PROBLEM: 
Threat: 
Public Order

PROBLEM: 
Cultural 
Identity

EVOKES

FRAME OF 
COMMUNICATION:
Immigrants and their 
descendants enrich 
societies culturally and 
economically, 
becoming integral 
parts of national 
identities.

INTERPRETS

PROBLEM: 
Hero: 
Worker

PROBLEM: 
Hero: Cultural 
Diversity

PROBLEM: 
Hero: 
Integration

PROBLEM: 
Political 
Factors & 
Implications

PROBLEM: 
Thematic

Figure 6: Examples of multimodal SMPs, evoked FoCs, and interpreted problems from Twitter / X discussing
immigration in dataset TS3.

SMPs posted between January 1st, 2020, and Jan-1234

uary 1st, 2022, with each SMP containing an image1235

and text. We also similarly selected a representa-1236

tive subset of 956 Instagram SMPs, utilizing the1237

system from Weinzierl and Harabagiu (2023) to1238

identify SMPs likely to evoke any of the same 571239

immigration FoCs discovered on Twitter / X. These1240

SMPs comprised the TS4 dataset.1241

Figure 7 (C) illustrates an SMP from the dataset1242

TS4, originating from Instagram that discusses im-1243

migration. The text of the SMP outlines how Joe1244

Biden wants to “rip our borders wide open and let1245

thousands of illegals in." The text further raises the1246

fear that these “illegals" will steal jobs - particularly1247

the newly available $15 per hour minimum wage1248

jobs - from Americans. Finally, the text touches on1249

how Americans may end up paying for “illegals" to1250

receive healthcare and COVID-19 vaccines. All of1251

these fears are strengthened by an image from a riot1252

in Venezuela involving anti-government protesters.1253

Additional examples of SMPs from dataset TS41254

discussing immigration on Instagram are provided1255

in Figure 7.1256

B Constrained Decoding Prompts and1257

Schema1258

Our constrained decoding approach is based on1259

constrained decoding with Context-Free Grammars1260

(CFGs) (Zheng et al., 2023; Yang et al., 2023),1261

which drastically improves the reliability of gen-1262

erating structured outputs from generative models.1263

Constrained decoding deterministically modifies1264

the output probabilities of a next-token prediction1265

model, such that all non-valid tokens are assigned 1266

probability zero, based on the defined CFG. This 1267

approach can be utilized to specify an exact out- 1268

put format, which can greatly assist in ensuring 1269

LLMs and LMMs follow a specific “thought" pro- 1270

cess when generating rationales and explanations. 1271

For example, a CFG can be defined such that 1272

an LLM is required to first generate a step-by-step 1273

list of reasoning steps before a final answer, en- 1274

forcing granular CoT generation. We employ three 1275

prompting templates and three constrained decod- 1276

ing schemes for Phases A, B, and C. These schemas 1277

ensure that the LMM adheres to precise syntactic 1278

and semantic constraints when producing outputs. 1279

By restricting the search space of possible next 1280

tokens, constrained decoding enhances both inter- 1281

pretability and consistency in generated outputs. 1282

In our particular task, constrained decoding 1283

forces the LMM to reason separately about each 1284

modality explicitly, after which the LMM is pre- 1285

sented an opportunity to reason jointly about both 1286

modalities. Additionally, structured outputs enable 1287

us to manipulate the generated indicative explana- 1288

tions from Phase A to make them appear as ratio- 1289

nales for yet-to-be-articulated FoCs in Phase B. 1290

C Indicative Explanations and 1291

Demonstration Creation 1292

For Phase A, the prompting template is provided in 1293

Figure 8, while the constrained decoding schema 1294

is illustrated in Figure 16. This prompt template 1295

and schema ensure that the LMM generates the 1296

exact indicative explanation structure we outline in 1297
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As curfews and lockdowns across states result in job 
loss and uncertainty once again, academics and 
students urged the government to safeguard migrant 
workers in a letter with more than 150 signatories. The 
letter asks the center to arrange special trains for 
transporting stranded workers, pay wages, give free 
grains, and ramp up awareness around the second 
wave and vaccination. The appeal to safeguard 
migrants’ interests comes as experts worry about a 
“Migrant Crisis 2.0.” Reports of workers queuing in 
front of bus stands and train stations, and returning to 
villages as economic activity falters in cities, paint a 
grim but familiar picture. Last year’s migrant exodus 
resulted in the displacement of more than 11 million 
people, with almost 100 million people pushed out of 
formal employment and women being most severely 
impacted. It was believed to be India’s largest 
humanitarian crisis since the partition. “Like last year, 
informal workers have been left to fend for 
themselves and among them, migrant workers are 
once again in extremely precarious situations,” 
academics and civil society members noted. Tap the 
link in bio to read.

A
69% of undocumented immigrant workers have jobs 
that are considered essential. That means ensuring 
groceries are stocked, our children are educated, public 
transportation is running, vaccinations are 
administered & so much more. 

Immigrant essential workers are on the frontlines of 
this pandemic and must be included in COVID relief 
packages.

#ImmigrantsAreEssential

B
Joe Biden wants to rip our borders wide open and let 
thousands of illegals in.

Will they be taking the new $15 minimum wage jobs 
from Americans?

Are Americans going to be paying for these illegals to 
receive free healthcare and free COVID vaccines?

-- MTG

C

Figure 7: Examples of multimodal SMPs from our collection of Instagram SMPs discussing immigration in dataset
TS4.

system_prompt: >-
 You are an expert linguistic assistant.
 Frames of communication select particular aspects of an 
issue and make them salient in communicating a message.
 Salient aspects are referred to as problems, which are 
addressed through articulated causes when authors 
communicate via framing.
 Frames of communication are ubiquitous in social media 
discourse and can impact how people understand issues and, 
more importantly, how they form their opinions.
 Each frame of communication will be provided, along with 
problems addressed by the frame of communication.
 You will be tasked with explaining why a post evokes a 
particular frame of communication by articulating the 
causes provided for the addressed problems.
 Not necessarily every problem addressed by the frame of 
communication will be addressed in the post, so be sure to 
only consider problems supported by articulated causes.
 You should discuss your reasoning in detail, thinking 
step-by-step.

user_prompt: |-
 Frame of Communication: 
 {frame_text}

 Problems Addressed by Frame of Communication:
 {frame_problems}
 
 Post:
 {post_text}
 
 Image:
 {post_image}

Figure 8: The prompt template utilized for Phase A, in
YAML format.

Section 3.1.1298

The prompt template in Figure 8 specifies de-1299

tailed instructions to the system for producing struc-1300

tured explanations. The system prompt provides1301

a comprehensive context, emphasizing the impor-1302

tance of Frames of Communication (FoCs) and1303

their associated problems, while explicitly guiding1304

system_prompt: >-
 You are an expert linguistic assistant.
 Frames of communication select 
particular aspects of an issue and make 
them salient in communicating a message.

 Salient aspects are referred to as 
problems, which are addressed through 
articulated causes when authors 
communicate via framing.

 Frames of communication are ubiquitous 
in social media discourse and can impact 
how people understand issues and, more 
importantly, how they form their 
opinions.

 You will be tasked with identifying the 
problems a social media post addresses, 
as well as articulating evoked frames of 
communication by articulating the causes 
provided for the addressed problems.

 You should discuss your reasoning in 
detail, thinking step-by-step.

user_prompt: |-
 Post:
 {post_text}
 
 Image:
 {post_image}

Figure 9: The prompt template utilized for Phase B, in
YAML format.

the model to think step-by-step. The structured for- 1305

mat guarantees consistency in responses, enabling 1306

precise mapping of inputs to FoCs and their respec- 1307

tive addressed problems. The prompt aligns with 1308

this goal by specifying the input elements—text, 1309

image, and frame-related annotations—to ensure 1310

clarity in the generation process. 1311

The JSON schema illustrated in Figure 16 for- 1312
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PROBLEM: Confidence

EVOKES

@CPHO_Canada Is the covid vaccine effective?  
Are there any side effects?  Do you dare to 
disclose its real data?  Use the right to deceive 
and harm the people, and get experimental 
vaccines!  Accept the trial of "justice"!
#Bureaucratsliedpeopledied
#Vaccinehazards

FRAME OF COMMUNICATION:
The COVID-19 Vaccine is unsafe 
because the virus is not from 
nature. It's a bioweapon from 
PLA's lab.

INTERPRETS

PROBLEM: Conspiracy

Large Multimodal 
Model Indicative Structure Prompting

The text questions the vaccine's 
effectiveness and safety, suggesting a 

lack of transparency and potential harm.

The text questions the effectiveness and 
safety of the COVID-19 vaccine, implying that 

there is hidden data about its side effects. 
This challenges the confidence in the 

vaccine's safety and efficacy.

The image claims that politicians 
mandating vaccines are murderers, 

suggesting a conspiracy.

The post suggests that politicians mandating 
vaccines are akin to murderers, implying a 

malicious intent behind the vaccine 
distribution. This aligns with the conspiracy 

frame that the vaccines are part of a harmful 
agenda.

ADDRESSED PROBLEM: 
Confidence

ADDRESSED PROBLEM: 
Conspiracy

The frame of communication is evoked by 
addressing the problems of Confidence and 

Conspiracy. The text questions the safety and 
effectiveness of the vaccine, undermining 

confidence in its use. The image suggests a 
conspiracy by labeling politicians who mandate 

vaccines as murderers, implying a harmful agenda 
behind the vaccine distribution. Together, these 
elements support the frame that the COVID-19 

vaccine is unsafe and part of a larger conspiracy.

Location Explanation

Location Explanation

Problem Explanation

Problem Explanation

Evocation Explanation

Figure 10: Example of the indicative explanations generated as part of Phase A.

system_prompt: >-
 You are an expert linguistic assistant.
 Frames of communication select particular aspects of an 
issue and make them salient in communicating a message.
 Salient aspects are referred to as problems, which are 
addressed through articulated causes when authors 
communicate via framing.
 Frames of communication are ubiquitous in social media 
discourse and can impact how people understand issues 
and, more importantly, how they form their opinions.
 You will be tasked with judging if a new frame of 
communication is novel or a paraphrase of a known frame 
of communication.
 First, you should identify any overlap with addressed 
problems. Exact overlap is not necessary, but there 
likely should be some overlap in the addressed problems 
of paraphrasing frames of communication.
 The novel frames of communication will have the 
addressed problems listed, along with how often those 
problems were addressed by social media posts evoking 
the novel frame of communication.
 Next, you should ensure paraphrasing frames of 
communication share the same causes for the addressed 
problems they share.
 Finally, you should determine which known frame of 
communication, if any, is a paraphrase of the provided 
novel frame of communication. You will identify the 
paraphrasing frame of communication by providing the 
frame ID.
 You should discuss your reasoning in detail, thinking 
step-by-step.

user_prompt: |-
 Problem Definitions:
 {problem_definitions}

 Known Frames of Communication:
 {known_frames}

 Novel Frame of Communication: 
 {novel_frame_text}

 Problems Addressed by Frame of Communication:
 {novel_frame_problems}

Figure 11: The prompt template utilized for Phase C, in
YAML format.

malizes this process further by defining the permis-1313

sible structure of the output. The schema ensures1314

that each problem identified is linked to specific1315

parts of the input (text or image) with clear expla-1316

nations. It enforces strict adherence to the required1317

components, including problem explanations and1318

the overarching frame explanation, making the out-1319

put highly interpretable and robust. By constrain-1320

ing the decoding process with this schema, we also 1321

minimize the risk of generating invalid or incom- 1322

plete responses. 1323

An example of indicative structure prompting 1324

is provided in Figure 10 on an SMP from RF1. 1325

Figure 10 demonstrates how an SMP from RF1 is 1326

processed to generate indicative explanations. The 1327

SMP’s text raises questions about the vaccine’s 1328

safety and effectiveness, suggesting hidden risks 1329

and a lack of transparency. The LMM identifies 1330

this as addressing the problem of Confidence, with 1331

a detailed explanation of how the text undermines 1332

trust in the vaccine’s efficacy. 1333

Simultaneously, the image in the SMP addresses 1334

a different problem: Conspiracy. The image por- 1335

trays politicians mandating vaccines as murderers, 1336

implying malicious intent behind the vaccination 1337

campaign. This aligns with conspiracy theories 1338

suggesting that the COVID-19 vaccines are part of 1339

a harmful agenda. The LMM provides a location- 1340

specific explanation for how the image addresses 1341

the Conspiracy problem, ensuring that the visual 1342

and textual elements of the SMP are analyzed sep- 1343

arately but cohesively. 1344

The final explanation synthesizes these compo- 1345

nents to explain the FoC evoked by the SMP. In this 1346

case, the frame posits that “The COVID-19 Vaccine 1347

is unsafe because the virus is not from nature. It’s 1348

a bioweapon from PLA’s lab." The generated expla- 1349

nation highlights how the combination of text and 1350

image elements contributes to framing the vaccine 1351
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I won’t take any vaccine for 
Covid-19. I don’t believe it’s that 
dangerous

DID

New Test SMP
But they are pushing out a COVID vaccine 
out immediately huh

The text expresses skepticism about the rapid rollout of the COVID-19 vaccine, implying that 
the calculation of its benefits may not be as reliable due to the short development time.

Location Rationale

Problem Rationale

Evocation Rationale

ADDRESSED PROBLEM: 
Calculation

EVOKES

FRAME OF COMMUNICATION:
Wait one year to see if there are 
no long-lasting side effects due 
to being skeptical and careful.

INTERPRETS

The frame of communication is evoked by expressing skepticism and caution about the rapid development of the COVID-19 
vaccine. The post uses the problem of Calculation to question whether the benefits of the COVID-19 vaccine are truly better than 

other options, given its swift development compared to other vaccines. This skepticism aligns with the frame's emphasis on 
waiting to ensure there are no long-lasting side effects, reflecting a careful and calculated approach to vaccine acceptance.

The image provides a comparison of the development times for various vaccines, 
emphasizing the unusually short time for the COVID-19 vaccine, which supports 

the skepticism about its calculation of benefits versus risks.

The post questions the rapid development of the COVID-19 vaccine compared 
to other vaccines, suggesting skepticism about its efficacy and safety. By 

highlighting the short time frame for the COVID-19 vaccine development, it 
implies that the calculation of its benefits over risks may not be as favorable as 

with other vaccines that took longer to develop.

Location Rationale

Search for 
Similar Demonstrations

Similar Demonstration
from Training Explanations

Figure 12: Example of demonstration retrieval in Phase B.

as part of a larger conspiracy.1352

As each explanation component from Figure 101353

is generated in a structured format, we are able to1354

easily re-arrange and manipulate these explanations1355

to appear to the LMM in Phase B as demonstrations1356

with rationales. This is the key insight into how1357

our method is capable of producing CoT demon-1358

strations entirely automatically - by exploiting post-1359

hoc explanations of indicative examples we are able1360

to transform these explanations into CoT demon-1361

strations for Phase B to operate on dataset TS1 or1362

dataset TS2.1363

D Demonstration Retrieval and Frame1364

Discovery1365

For Phase B, the prompting template is provided in1366

Figure 9, while the constrained decoding schema1367

is illustrated in Figure 17. These together ensure1368

that the LMM generates the structured rationales1369

we seek in Phase B, introduced in Section 3.2. Fig-1370

ure 9 details the system and user prompts designed1371

for Phase B. The system prompt guides the LMM1372

to identify problems and articulate FoCs in an SMP.1373

The JSON schema, illustrated in Figure 17, defines1374

the expected structure of the model’s output. Each1375

addressed problem must be linked to specific loca-1376

tions in the post (either text or image), with clear1377

rationales for how the problem is addressed. Fur-1378

thermore, the schema enforces that the FoC evoked1379

by the post is explicitly articulated, drawing upon1380

the identified problems and their associated ratio- 1381

nales. However, the key to Phase B is the retrieval 1382

of demonstrations of rationales produced by expla- 1383

nations generated in Phase A. 1384

The retrieval process for demonstrations for an 1385

example SMP from dataset TS1 is illustrated in Fig- 1386

ure 12. In this example, a new SMP questions the 1387

rapid rollout of the COVID-19 vaccine, express- 1388

ing skepticism about its safety compared to vac- 1389

cines developed over much longer periods. The 1390

retrieval mechanism identifies a similar demonstra- 1391

tion from the training explanations, indexed in the 1392

DID, which also discusses vaccine development 1393

timelines. This retrieved explanation provides con- 1394

text and structure for the LMM’s reasoning, and 1395

helps guide the LMM towards an accurate discov- 1396

ery and articulation from the new test SMP. 1397

By integrating demonstration retrieval with ra- 1398

tionale structure prompting, Phase B ensures that 1399

the LMM’s outputs are forced to include ratio- 1400

nales with all identified and articulated FoCs, while 1401

also being guided by the demonstrations retrieved 1402

from the DID. This approach not only improves the 1403

quality of generated rationales but, also facilitates 1404

deeper insights into how SMPs evoke FoCs and 1405

address salient problems. 1406

E Paraphrase Detection Details 1407

For Phase C, the prompting template is provided in 1408

Figure 11, while the constrained decoding schema 1409
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Confidence: Trust in the security and effectiveness of vaccinations, the health authorities, and the 
health officials who recommend and develop vaccines.
Complacency: Complacency and laziness to get vaccinated due to low perceived risk of infections.
Constraints: Structural or psychological hurdles that make vaccination difficult or costly.
Calculation: Degree to which personal costs and benefits of vaccination are weighted.
Collective Responsibility: Willingness to protect others and to eliminate infectious diseases.
Compliance: Support for societal monitoring and sanctioning of people who are not vaccinated.
Conspiracy: Conspiracy thinking and belief in fake news related to vaccination.Pr

ob
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F88: …

F89: Vaccination against COVID-19 should be mandatory / compulsory (Compliance)

F90: …Kn
ow

n 
Fo

Cs …
…

N
ew

 F
oC

COVID-19 vaccines should be required. (Compliance)

Large Multimodal 
Model

Paraphrase Structure Prompting

Shared Problem Rationale

SHARED PROBLEM: 
Compliance

The novel frame of communication 'COVID-19 vaccines should be required' directly aligns with the known 
frame F89, which states 'Vaccination against COVID-19 should be mandatory / compulsory.' Both frames 

address the Compliance problem by advocating for the requirement or mandate of COVID-19 vaccination. 
There is a clear overlap in the addressed problem and the cause, as both frames suggest that compliance 

with vaccination should be enforced, making the novel frame a paraphrase of F89.

PARAPHRASED FRAME OF COMMUNICATION:
F89: Vaccination against COVID-19 should be 
mandatory / compulsory (Compliance)

Paraphrase Rationale

Both the novel frame and F89 address 
the problem of whether COVID-19 
vaccines should be mandatory or 
compulsory, which falls under the 

problem of Compliance.

Figure 13: Example of the paraphrase identification as part of Phase C.

is illustrated in Figure 18. These together enable us1410

to follow the sequential decision process, provided1411

in Section 3.3, which identifies paraphrase relations1412

and organizes a final set of FoCs.1413

Figure 13 illustrates an example of zero-shot1414

paraphrase identification on FoCs discovered from1415

dataset TS1. In this example, a novel FoC ar-1416

ticulates that “COVID-19 vaccines should be re-1417

quired," while a known FoC, F89, states that1418

“Vaccination against COVID-19 should be manda-1419

tory/compulsory." Both FoCs address the problem1420

of Compliance, which is defined as support for so-1421

cietal monitoring and sanctioning of individuals1422

who are not vaccinated.1423

The rationale for identifying this pair of FoCs1424

as paraphrases is grounded in their shared prob-1425

lem, Compliance, and the overlapping causes artic-1426

ulated in both FoCs. The novel FoC emphasizes1427

the necessity of COVID-19 vaccination, aligning1428

closely with F89’s advocacy for mandatory vac-1429

cination policies. This shared problem rationale1430

highlights how both FoCs address Compliance in1431

a similar manner, justifying their classification as1432

paraphrases.1433

The paraphrase rationale further explains that1434

the novel FoC does not introduce a new perspective1435

or additional problems beyond those addressed by1436

F89. Consequently, the LMM identifies the novel1437

FoC as a paraphrase of F89, avoiding redundancy1438

in the final set of FoCs. This decision process1439

is guided by the paraphrase structure prompting1440

schema, illustrated in Figure 18, which ensures1441

consistency and transparency in paraphrase detec- 1442

tion. 1443

The JSON schema in Figure 18 formalizes the 1444

paraphrase identification process. It requires ex- 1445

plicit identification of shared problems and their 1446

rationales, as well as a clear rationale for why one 1447

FoC paraphrases another. By enforcing these re- 1448

quirements, the schema supports rigorous analysis 1449

of paraphrase relations and ensures that the final 1450

set of FoCs is both concise and comprehensive. 1451

This paraphrase detection approach addresses 1452

the challenges posed by independent processing 1453

of SMPs in Phase B, which may result in multiple 1454

articulations of the same FoC. By consolidating 1455

paraphrases, Phase C refines the set of discovered 1456

FoCs, reducing redundancy and improving the in- 1457

terpretability of the results. 1458

We also evaluated the quality of the paraphrase 1459

relations between FoCs, discovered in Phase C of 1460

the DA-FoCMM when prompting GPT-4o and us- 1461

ing SMPs from Twitter / X. Two linguistic experts 1462

made judgments and found that 99.24% of para- 1463

phrase relations were correct. This result also im- 1464

proves upon the prior method of discovering and ar- 1465

ticulating FoCs only from textual SMPS, reported 1466

in Weinzierl and Harabagiu (2024a), which had 1467

achieved a 99.15% accuracy for paraphrase rela- 1468

tions. 1469
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F Evaluation Results for the Topic of1470

Immigration and Discussion1471

Table 5 shows the number of FoCs discovered in1472

Phase B and the final FoCs produced in Phase C for1473

the immigration test datasets TS3 and TS4. This1474

includes results for DA-FoCMM
X operating on Twit-1475

ter / X and DA-FoCMM
I operating on Instagram.1476

Table 6 presents the evaluation metrics, including1477

reasoning quality (Z), articulation quality (A), re-1478

call (R), recall of known FoCs (RK), combined F11479

score, and clarity of novel FoCs (PA).1480

The results indicate strong performance for DA-1481

FoCMM on the topic of immigration, with GPT-1482

4o achieving the best outcomes across all evalu-1483

ation metrics. For DA-FoCMM
X , prompting GPT-1484

4o with 10 demonstrations achieves the highest1485

scores across all metrics. The reasoning quality1486

(Z) reaches 90.48, while articulation quality (A)1487

improves to 91.70. The recall of known FoCs (RK)1488

reaches 89.90, demonstrating GPT-4o’s strong abil-1489

ity to rediscover manually identified and articu-1490

lated FoCs. Additionally, the F1 score improves to1491

92.31, illustrating the system’s balance between ar-1492

ticulation clarity and recall. Notably, DA-FoCMM
X1493

produces novel FoCs with a high degree of clarity,1494

achieving a PA score of 78.07.1495

DA-FoCMM
I , which operates on Instagram1496

SMPs, also achieves impressive performance when1497

GPT-4o is prompted with 10 demonstrations. The1498

reasoning quality (Z) and articulation quality (A)1499

are 89.55 and 90.16, respectively, showing only a1500

minor reduction compared to Twitter / X results.1501

However, the recall (R) and recall of known FoCs1502

(RK) are lower, at 75.19 and 67.11, respectively.1503

Method System KD SB
FoC SC

FoC

DA-FoCMM
X GPT-4o-Mini 0 964 -

DA-FoCMM
X GPT-4o 0 803 -

DA-FoCMM
X GPT-4o 1 784 120

DA-FoCMM
X GPT-4o 5 724 93

DA-FoCMM
X GPT-4o-Mini 10 824 100

DA-FoCMM
X GPT-4o 10 758 82

DA-FoCMM
I GPT-4o 10 587 63

Table 5: Number of immigration FoCs discovered in
Phase B and the final number of FoCs resulting from
Phase C when considering (1) DA-FoCMM operating
on multimodal SMPs from Twitter / X in dataset TS3,
denoted as DA-FoCMM

X and (2) DA-FoCMM operating
on multimodal SMPs from Instagram in dataset TS4,
denoted as DA-FoCMM

I . KD represents the number of
demonstrations used for CoT prompting.

This can be attributed to the distinct nature of In- 1504

stagram content, which places greater emphasis on 1505

visual elements and often lacks the textual detail 1506

present in Twitter / X SMPs. Despite this, the com- 1507

bined F1 score remains strong at 81.99, and the 1508

clarity of novel FoCs (PA) achieves a competitive 1509

74.95. 1510

These results underscore the effectiveness of 1511

DA-FoCMM in discovering and articulating FoCs 1512

across both Twitter / X and Instagram datasets. 1513

The higher performance on Twitter / X reflects the 1514

platform’s text-centric nature, which aligns well 1515

with CoT prompting techniques. In contrast, Insta- 1516

gram’s multimodal emphasis presents additional 1517

challenges but still yields strong outcomes, demon- 1518

strating the robustness of DA-FoCMM in handling 1519

diverse modalities. 1520

The results for immigration confirm that DA- 1521

FoCMM can successfully identify, articulate, and 1522

refine FoCs across different platforms and topics. 1523

While GPT-4o with 10 demonstrations consistently 1524

produces the best performance, GPT-4o-Mini also 1525

achieves competitive results, highlighting the ef- 1526

ficiency of the framework. These findings rein- 1527

force the value of indicative explanations with con- 1528

strained decoding and CoT prompting in enabling 1529

high-quality multimodal frame discovery across 1530

varied datasets. 1531

G Error Analysis 1532

In this section, we compare the performance of 1533

three systems on an example multimodal SMP from 1534

dataset TS1 discussing COVID-19 vaccination, as 1535

illustrated in Figure 14. These systems include DA- 1536

FoCMM
X with GPT-4o-Mini and 10 demonstrations, 1537

DA-FoCMM
X with GPT-4o and 1 demonstration, 1538

and DA-FoCMM
X with GPT-4o and 10 demonstra- 1539

tions. This analysis highlights the strengths of the 1540

best-performing system, as discussed in Section 4, 1541

while exposing limitations and errors in the first 1542

two systems. 1543

The multimodal SMP, illustrated in Figure 14, 1544

consists of a post that rejects COVID-19 vaccina- 1545

tion mandates, using both textual and visual ele- 1546

ments to frame the vaccine as coercive and untrust- 1547

worthy. The image of a chaotic enforcement sce- 1548

nario, paired with sarcastic commentary in the text, 1549

evokes skepticism toward vaccines and distrust in 1550

government health initiatives. An undertone of 1551

conspiracy thinking is also present. 1552

The first system, DA-FoCMM
X with GPT-4o- 1553
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Method System Num. Z A R RK F1 PA

& Dataset Demos

DA-FoCMM
X GPT-4o 1 52.48 59.86 90.83 87.27 72.16 31.49

DA-FoCMM
X GPT-4o 5 70.87 77.31 90.10 86.07 83.21 52.20

DA-FoCMM
X GPT-4o-Mini 10 88.30 90.18 88.84 80.08 89.50 81.96

DA-FoCMM
X GPT-4o 10 90.48 91.70 92.92 89.90 92.31 78.07

DA-FoCMM
I GPT-4o 10 89.55 90.16 75.19 67.11 81.99 74.95

Table 6: Evaluation results of the final set of immigration FoCs with (1) DA-FoCMM operating on multimodal
SMPs from Twitter / X in dataset TS3, denoted as DA-FoCMM

X and (2) DA-FoCMM operating on multimodal
SMPs from Instagram in dataset TS4, denoted as DA-FoCMM

I .

I will NEVER take the Covid-19 Vaccine or any other vaccine 
Mandated by government.

FRAME OF COMMUNICATION:
Resistance to government mandates due to perceived 
coercion and mistrust.

DA−FoC𝑋𝑋𝑀𝑀𝑀𝑀
w/ GPT-4o & 

1 DemonstrationNew Test SMP

The post evokes a frame of communication centered 
around resistance to perceived coercion and mistrust 
of government mandates. By addressing problems of 

Compliance and Conspiracy, it frames the vaccine 
mandate as part of a larger, possibly nefarious 

agenda, encouraging skepticism and defiance against 
such measures.

ADDRESSED PROBLEM: 
Compliance

ADDRESSED PROBLEM: 
Conspiracy

The post expresses a refusal to comply with 
government mandates for vaccines, suggesting a 

belief that such mandates are unnecessary or 
unjust. The text and image together convey a strong 

resistance to government-imposed health 
measures, framing them as coercive.

The text explicitly states a refusal to comply 
with government vaccine mandates, indicating 

a problem with compliance.

The image depicts a scenario where people are 
being forced to take a vaccine, reinforcing the 
idea of coercion and resistance to compliance.

The post implies a belief in a conspiracy by 
suggesting that the vaccine is not safe and that the 

disease is not as deadly as portrayed. The image and 
text together suggest that the vaccine is being 
forced upon people unnecessarily, hinting at a 

hidden agenda.

The text questions the safety and necessity of 
the vaccine, implying a belief in a conspiracy 

regarding its enforcement.

The image dramatizes the enforcement of the 
vaccine, suggesting a hidden agenda behind its 

mandate, which aligns with conspiracy 
thinking.

FRAME OF COMMUNICATION:
The government is hiding that the COVID-19 vaccine is 
a tool for population control.

DA−FoC𝑋𝑋𝑀𝑀𝑀𝑀
w/ GPT-4o & 

10 Demonstrations

The frame of communication suggests that 
government-mandated vaccines are part of a 

conspiracy and are not truly safe or necessary. This is 
addressed through the problems of Confidence and 
Conspiracy. The post explicitly refuses government-

mandated vaccines, questioning their safety and 
necessity, while the imagery and sarcastic tone imply 

a hidden agenda, aligning with conspiracy theories 
about government control and misinformation.

ADDRESSED PROBLEM: 
Confidence

ADDRESSED PROBLEM: 
Conspiracy

The post suggests that government-mandated 
vaccines are not truly safe or necessary, implying a 
lack of trust in their safety and efficacy. The image 
and text together question the legitimacy of the 

vaccine's safety by sarcastically stating that a 
vaccine so safe requires threats to enforce it, 

undermining confidence in its necessity and safety.

The text explicitly states a refusal to take 
government-mandated vaccines, indicating a 

lack of confidence in their safety and necessity.

The image sarcastically questions the safety of 
the vaccine by suggesting it requires 

enforcement, further undermining confidence.

The post implies a conspiracy by suggesting that the 
government is enforcing vaccines that are not truly 
safe or necessary. The sarcastic tone and imagery of 

enforcement suggest a hidden agenda behind the 
vaccine mandates, feeding into conspiracy theories 

about government control and misinformation.

The text expresses a refusal to comply with 
government mandates, implying a distrust in 
the government's intentions and suggesting a 

conspiracy.

The image portrays a scenario of forced 
vaccination, reinforcing the idea of a 

government conspiracy to control or mislead 
the public.

FRAME OF COMMUNICATION:
Government mandates for vaccines are coercive and 
indicate that the vaccines are not safe.

DA−FoC𝑋𝑋𝑀𝑀𝑀𝑀
w/ GPT-4o-Mini & 
10 Demonstrations

The frame of communication is evoked by the post's 
emphasis on distrust in government mandates 
regarding the COVID-19 vaccine. The sarcastic 

commentary on the need for enforcement suggests 
that the vaccine is not genuinely safe, thus 

undermining public confidence. The combination of 
the text and the image creates a narrative that 

questions the integrity of the vaccination process and 
promotes skepticism towards government health 

initiatives.

ADDRESSED PROBLEM: 
Confidence

The post expresses a strong refusal to take the 
COVID-19 vaccine, suggesting a deep-seated distrust 

in government mandates. This directly addresses 
the problem of confidence in vaccines, implying that 

if a vaccine requires coercion, it cannot be safe or 
effective. The sarcastic tone of the text questions 
the legitimacy of the vaccine's safety, framing it as 

something that must be enforced rather than 
voluntarily accepted.

The phrase 'I will NEVER take the Covid-19 
Vaccine' explicitly states a lack of trust in the 
vaccine, which undermines confidence in its 

safety and efficacy.

The image of a crying child and the chaotic 
scene implies that the vaccine is associated 

with fear and coercion, further reinforcing the 
idea that it is not safe.

No mention of the 
Conspiracy problem

No mention of the 
Confidence problem Arguably, the post addresses the 

Compliance problem, but not at 
the core of this framing.

Figure 14: An error analysis of a multimodal SMP from Twitter / X across three of the evaluated systems.

Mini and 10 demonstrations, generates an FoC stat-1554

ing that “Government mandates for vaccines are1555

coercive and indicate that the vaccines are not safe,"1556

as presented in Figure 14. While this system cor-1557

rectly identifies distrust toward government man-1558

dates, it makes two notable errors. First, it fails to1559

identify the Conspiracy problem despite clear indi-1560

cations in both the text and the image. The imagery,1561

which depicts a chaotic checkpoint scene with vac-1562

cine enforcement personnel, strongly implies a hid-1563

den agenda and aligns with conspiracy theories1564

about government control. The omission of this1565

problem leads to an incomplete interpretation of1566

the SMP’s framing. Second, the system overempha-1567

sizes skepticism regarding vaccine safety, which it1568

identifies as the Confidence problem. Although this1569

problem is relevant, the system’s focus on safety re- 1570

sults in neglecting the Conspiracy problem, which 1571

is central to the post’s portrayal of coercion and 1572

control. 1573

The second system, DA-FoCMM
X with GPT-4o 1574

and 1 demonstration, generates an FoC that frames 1575

the SMP as “Resistance to government mandates 1576

due to perceived coercion and mistrust." This FoC 1577

primarily addresses the Compliance problem but 1578

exhibits two critical issues, as shown in Figure 14. 1579

First, it fails to identify the Confidence problem, 1580

which is explicitly conveyed in the post’s textual 1581

statement, “I will NEVER take the Covid-19 Vac- 1582

cine.” This statement indicates a lack of trust in 1583

the vaccine’s safety and efficacy, which is a central 1584

aspect of the framing. The system’s inability to cap- 1585

22



ture this problem weakens its interpretation of the1586

SMP’s message. Second, the system provides only1587

a limited interpretation of the Conspiracy problem.1588

While it hints at mistrust, it does not explicitly rec-1589

ognize the conspiracy implications of the imagery,1590

which strongly suggests government overreach and1591

hidden agendas. This limitation results in an in-1592

complete analysis of the post’s visual components1593

and fails to capture the interplay between the text1594

and image.1595

The third system, DA-FoCMM
X with GPT-4o and1596

10 demonstrations, produces the most accurate and1597

comprehensive analysis when compared to the oth-1598

ers in Figure 14. It generates an FoC stating that1599

“The government is hiding that the COVID-19 vac-1600

cine is a tool for population control." This FoC1601

demonstrates a nuanced understanding of the SMP1602

and correctly addresses multiple problems. The1603

Confidence problem is identified through the ex-1604

plicit textual statement, “I will NEVER take the1605

Covid-19 Vaccine,” which conveys distrust in the1606

vaccine’s safety and necessity. The system also1607

captures the Conspiracy problem by interpreting1608

the imagery as portraying a scenario of govern-1609

ment coercion and control. The chaotic enforce-1610

ment checkpoint evokes associations with hidden1611

agendas and misinformation, aligning with com-1612

mon conspiracy narratives. Finally, the system1613

acknowledges the Compliance problem indirectly,1614

with “The text expresses a refusal to comply with1615

government mandates..." and “The image portrays1616

a scenario of forced vaccination...", recognizing1617

the refusal to comply with government mandates1618

as part of the broader skepticism toward enforced1619

vaccination policies. However, the system correctly1620

determines that Compliance is not at the core of1621

this FoC, and that Conspiracy is actually the more1622

salient problem addressed.1623

The error analysis highlights significant differ-1624

ences in the performance of the three systems. The1625

first system, DA-FoCMM
X with GPT-4o-Mini and1626

10 demonstrations, and the second system, DA-1627

FoCMM
X with GPT-4o and 1 demonstration, fail to1628

fully interpret the SMP due to omissions of key1629

problems, particularly Confidence and Conspiracy.1630

In contrast, the third system, DA-FoCMM
X with1631

GPT-4o and 10 demonstrations, captures the inter-1632

play of all three addressed problems by the SMP1633

- Confidence, Conspiracy, and Compliance - pro-1634

ducing a nuanced and accurate FoC. This compari-1635

son underscores the importance of our high-quality1636

demonstrations and advanced structured reasoning1637

capabilities in achieving robust FoC discovery in 1638

multimodal content. 1639

H Detailed Problem Analysis 1640

We performed a deep dive into where the problems 1641

are addressed in SMPs discussing the COVID-19 1642

vaccines, in order to measure the impact of images 1643

on framing vaccine hesitancy. Figure 15 illustrates 1644

how many SMPs addressed each of the 7C prob- 1645

lems of vaccine hesitancy in (1) only the text of the 1646

SMP, (2) only the image, or (3) both the text and 1647

the image, across both Twitter / X and Instagram 1648

in dataset TS1 and dataset TS2. 1649
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Figure 15: Number of Social Media Postings (SMPs)
that address each of the COVID-19 vaccine hesitancy
problems and evoke corresponding FoCs in different
modalities, across Twitter / X and Instagram.

The rationales generated for Twitter / X and In- 1650

stagram SMPs also revealed differences in what 1651

COVID-19 vaccine hesitancy problems were ad- 1652

dressed on each platform. We found that SMPs 1653

on Instagram more often evoked FoCs that address 1654

Confidence, Collective Responsibility, and Con- 1655

straints than Twitter / X, while SMPs on Twitter 1656

/ X heavily focused on problems of Conspiracy. 1657

FoCs discovered from Twitter / X tended to address 1658

problems of Compliance (34%) and Complacency 1659

(12%) more often than FoCs from Instagram (33% 1660
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response_format:
 type: "json_schema"
 json_schema:
  name: irag_demos
  schema:
   type: object
   properties:
    problem_rationales:
     type: array
     items:
      type: object
      properties:
       problem:
        description: The name of the frame problem addressed by the post. The problem must have a cause 

articulated in the post, and must also be addressed by the provided frame of communication.
        type: string
        enum:
         - "Confidence"
         - "Complacency"
         - "Constraints"
         - "Calculation"
         - "Collective Responsibility"
         - "Compliance"
         - "Conspiracy"
       explanation:
        description: Explain why this problem is addressed through a cause articulated in the post. Make sure to 

explain how the image and text together contribute to addressing the problem.
        type: string
       locations:
        description: The locations in the post where this problem addressed.
        type: array
        items:
         type: object
         properties:
          explanation:
           description: Explain why this problem is addressed by this location in the post.
           type: string
          location:
           description: The location in the post where this problem is addressed.
           type: string
           enum:
            - "Text"
            - "Image"
         required:
          - explanation
          - location
         additionalProperties: false
      required:
       - problem
       - explanation
       - locations
      additionalProperties: false
    frame_rationale:
     description: Explain why the provided frame of communication is evoked by this post, drawing upon each 

addressed problem. Specifically articulate the frame of communication in your explanation.
     type: string
   required:
    - problem_rationales
    - frame_rationale
   additionalProperties: false
  strict: true

Figure 16: The JSON constrained decoding schema for Phase A, in YAML format.

and 10% respectively). Alternatively, FoCs from1661

Instagram more often addressed problems of Con-1662

straints (21% vs. 11%), Calculation (27% vs. 25%),1663

and Collective Responsibility (15% vs. 13%).1664

As Figure 15 demonstrates, significant context1665

is lost when only considering the text of SMPs on1666

either Twitter / X or Instagram, as a majority of1667

the SMPs from both platforms employed both the1668

text and the included image of their SMPs to evoke1669

FoCs.1670

The figure provides important insights into the1671

role of multimodality in framing COVID-19 vac-1672

cine hesitancy problems. The most striking ob-1673

servation is that the “Both” modality - where text1674

and images work together - dominates across all1675

seven problems of the 7C model, indicating that1676

multimodal framing is a key strategy employed by1677

social media users to evoke FoCs. For example, for 1678

the problem of Confidence, the highest number of 1679

SMPs utilize both text and images (448 for Twitter 1680

/ X and 590 for Instagram). In contrast, SMPs that 1681

evoke Confidence using only the text or only the 1682

image are much less frequent. 1683

A notable trend emerges when comparing plat- 1684

forms. Instagram consistently has more SMPs ad- 1685

dressing Confidence and Collective Responsibility 1686

compared to Twitter / X, particularly in the multi- 1687

modal category. This suggests that Instagram users 1688

may rely more heavily on visual components to 1689

evoke trust or solidarity-related FoCs. For example, 1690

the “Both” category for Confidence on Instagram 1691

(590) significantly outnumbers the corresponding 1692

figure on Twitter / X (448), highlighting the impor- 1693

tance of visual persuasion on Instagram. 1694
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response_format:
 type: "json_schema"
 json_schema:
  name: irag_frames
  schema:
   type: object
   properties:
    frames:
     type: array
     items:
      type: object
      properties:
       problems:
        type: array
        items:
         type: object
         properties:
          explanation:
           description: Explain why a problem is addressed through a cause articulated in the post. Make sure to 

explain how the image and text together contribute to addressing the problem.
           type: string
          locations:
           description: The locations in the post where this problem addressed.
           type: array
           items:
            type: object
            properties:
             explanation:
              description: Explain why this problem is addressed by this location in the post.
              type: string
             location:
              description: The location in the post where this problem is addressed.
              type: string
              enum:
               - "Text"
               - "Image"
            required:
             - explanation
             - location
            additionalProperties: false
          problem:
           description: The name of the frame problem addressed by the post. The problem must have a cause 

articulated in the post, and must be addressed by the discovered frame of communication.
           type: string
           enum:
            - "Confidence"
            - "Complacency"
            - "Constraints"
            - "Calculation"
            - "Collective Responsibility"
            - "Compliance"
            - "Conspiracy"
         required:
          - explanation
          - locations
          - problem
         additionalProperties: false
       frame_rationale:
        description: Explain why a frame of communication is evoked by this post, drawing upon each addressed problem.
        type: string
       frame:
        description: Articulate the evoked frame of communication.
        type: string
      required:
       - problems
       - frame_rationale
       - frame
      additionalProperties: false
   required:
    - frames
   additionalProperties: false
  strict: true

Figure 17: The JSON constrained decoding schema for Phase B, in YAML format.

For problems like Conspiracy and Calculation,1695

multimodal SMPs are again the majority, but text-1696

only posts play a more prominent role on Twitter /1697

X. This reflects the platform’s tendency for users1698

to articulate conspiratorial or analytical reasoning1699

through text, which may not require as strong of1700

a visual component. For example, 48 Twitter /1701

X SMPs addressed the Conspiracy problem using1702

text only, compared to only 25 on Instagram. Simi-1703

larly, Calculation sees higher numbers for text-only1704

SMPs on Instagram (93) compared to Twitter / X1705

(45).1706

Compliance is another notable category where1707

Twitter / X demonstrates a greater prevalence of1708

text-only posts (56) compared to Instagram (59 1709

text-only posts, with zero relying on images alone). 1710

This reflects the platform-specific discourse styles, 1711

where Twitter / X often fosters debate over policies 1712

and mandates using textual arguments, while Insta- 1713

gram relies less on text alone to evoke Compliance- 1714

related FoCs. 1715

On the other hand, FoCs interpreting Constraints 1716

and Complacency exhibit smaller numbers overall, 1717

but the trend remains consistent: multimodal SMPs 1718

dominate, followed by text-only posts, with image- 1719

only posts being the least frequent. For Constraints, 1720

the multimodal category accounts for 38 SMPs on 1721

Twitter / X and 49 on Instagram, while image-only 1722
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response_format:
 type: "json_schema"
 json_schema:
  name: irag_judge_para
  schema:
   type: object
   properties:
    shared_problems:
     type: array
     items:
      type: object
      properties:
       explanation:
        description: Explain why this problem is addressed by both paraphrasing frames of communication (if any).
        type: string
       problem:
        description: The name of the frame problem addressed by both paraphrasing frames of communication (if any).
        type: string
        enum:
         - "Confidence"
         - "Complacency"
         - "Constraints"
         - "Calculation"
         - "Collective Responsibility"
         - "Compliance"
         - "Conspiracy"
      required:
       - explanation
       - problem
      additionalProperties: false
    paraphrase_rationale:
     description: Explain why the novel frame of communication paraphrases any of the known frames of communication, 

drawing upon each addressed problem, or why the novel frame of communication is new.
     type: string
    frame_id:
     description: The frame ID of the corresponding known frame of communication, which the novel frame of communication 

paraphrases (if any).
     type: 
      - "string"
      - "null"
   required:
    - shared_problems
    - paraphrase_rationale
    - frame_id
   additionalProperties: false
  strict: true

Figure 18: The JSON constrained decoding schema for Phase C, in YAML format.

contributions are negligible.1723

The importance of multimodal framing is further1724

underscored by the observation that image-only1725

SMPs contribute minimally across all problems.1726

This suggests that images alone, while capable of1727

evoking FoCs, are often insufficient to address com-1728

plex vaccine hesitancy problems without accompa-1729

nying textual support.1730

Figure 15 highlights the prevalence and signifi-1731

cance of multimodal framing in vaccine hesitancy1732

discourse. The combined use of text and images1733

allows users to more effectively evoke and amplify1734

FoCs, particularly for problems like Confidence,1735

Conspiracy, and Compliance. Platform differences1736

also emphasize the need to analyze multimodal con-1737

tent within its unique context, as Instagram places1738

greater emphasis on visual persuasion, while Twit-1739

ter / X exhibits a stronger reliance on text for FoC1740

articulation.1741
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