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Abstract001

Multimodal vision-language models (VLMs)002
have achieved substantial progress in various003
tasks that demand combined understanding004
of visual and textual content, particularly in005
cultural understanding tasks, with the emer-006
gence of new cultural datasets. However, these007
datasets frequently fall short of providing cul-008
tural reasoning while underrepresenting many009
cultures. In this paper, we introduce the Seeing010
Culture Benchmark (SCB), focusing on cul-011
tural reasoning with a novel approach that re-012
quires VLMs to reason on culturally rich im-013
ages in two stages: i) selecting the correct vi-014
sual option in a multiple-choice visual question015
answering (VQA) approach, and ii) segment-016
ing the relevant cultural artifact as evidence of017
reasoning. Visual options in the first stage are018
systematically organized into three types: those019
originating from the same country, those from020
different countries, or a mixed group. Notably,021
all options are derived from a singular cate-022
gory for each type. Progression to the second023
stage occurs only after a correct visual option is024
chosen. Our benchmark encompasses 1,065 im-025
ages capturing 138 cultural artifacts across five026
categories from seven Southeast Asia (SEA)027
countries, whose diverse cultures are often over-028
looked. Additionally, the benchmark provides029
3,178 questions, of which 1,093 are unique and030
meticulously curated by human annotators. Our031
evaluation of various VLMs reveals the com-032
plexities involved in cross-modal cultural rea-033
soning and underscores the disparity between034
visual reasoning and spatial grounding in sce-035
narios that are culturally nuanced. The SCB036
serves as a crucial benchmark for identifying037
these shortcomings so as to guide future devel-038
opments in the field of cultural reasoning.039

1 Introduction040

Recent multimodal VLMs are impressive on var-041

ious tasks, such as VQA and visual grounding,042

which require assessing the understanding of vi-043

sual and textual information. For instance, VQA044

Figure 1: Comparison between our benchmark (SCB)
and the recent studies on cultural understanding
(Mogrovejo et al., 2024; Bhatia et al., 2024) and reason-
ing (Urailertprasert et al., 2024). SCB requires reason-
ing on cultural artifacts via diverse and rich visuals.
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Figure 2: The presented collection of images from our SCB encompasses visual representations of cultural concepts
from seven countries, categorized across five dimensions: music, game, dance, celebration, and wedding. These
images exhibit either a variety of cultural artifacts situated in diverse contexts (e.g., the depiction of the Balinese
legong dance showcases multiple characters, two princesses rangkesari, and one condong, with corresponding
questions) or integrated distractors in addition to the primary concept (e.g., the image featuring the banduria, which
displays Spanish guitars on the right side while the bandurias are positioned on the left). The segmentation masks
of concepts are best viewed in color.

tasks with open-ended or multiple-choice questions045

have been used on various generic topics such as046

healthcare and entertainment. At the same time,047

visual grounding, which entails the segmentation048

of an object based on textual input, has predomi-049

nantly expanded on general scene understanding050

via recent VLMs. However, their performance may051

vary significantly across different cultural contexts,052

highlighting the need for new benchmarks to assess053

and improve their performance in diverse cultural054

contexts. While recent studies (Nayak et al., 2024;055

Wang et al., 2025; Mogrovejo et al., 2024; Bha-056

tia et al., 2024) attempt to address this gap with057

the focus of cultural understanding, there remains058

a pressing need for more comprehensive datasets059

that encapsulate a wider array of cultural nuances060

and artifacts, ensuring that VLMs can reason on061

culturally specific queries. We must emphasize that062

cultural reasoning involves not only the recognition063

of cultural artifacts but also the realization of their064

significance within specific contexts. For instance,065

considering our example in Figure 1, certain clues066

need to be taken into account, such as that barong067

dance belongs to a specific culture to differentiate068

it from other visual options, as well as the various069

characters that symbolize different meanings.070

Creating such adequate benchmarks on cultural071

reasoning is challenging due to the various fac-072

tors influencing cultural representation, such as073

the selection of images, the formulation of ques-074

tions, and the data collection process. Despite pro- 075

viding essential insights, the present benchmarks 076

exhibit significant limitations. For instance, (Urail- 077

ertprasert et al., 2024; Baek et al., 2024; Liu et al., 078

2025; Schneider et al., 2025) focus on the cultural 079

reasoning VQA; however, many of the images do 080

not have any distractors, focusing on only the cul- 081

tural concept, while the questions are AI-generated, 082

which may lack authenticity in cultural representa- 083

tion. Additionally, textual answers to the traditional 084

VQA approaches may be influenced by spurious 085

correlations (Fu et al., 2023; Liu et al., 2023; Zhang 086

et al., 2023; Wang et al., 2023; Zhang et al., 2024) 087

regardless of their design, as addressed by recent 088

works. Furthermore, benchmarks specific to the 089

segmentation task in this context have yet to be 090

developed. 091

To this end, we propose SCB, a novel bench- 092

mark to assess the cultural reasoning of VLMs in 093

Southeast Asia countries, providing diversity in 094

culture, given its low resources in cultural represen- 095

tation within existing datasets. SCB includes com- 096

plex images with rich and varied cultural contexts, 097

paired with thoughtfully crafted questions that chal- 098

lenge the model’s understanding and reasoning of 099

cultural specifics in two stages: i) The multiple- 100

choice options contain images representing diverse 101

cultural artifacts, ii) The segmentation of cultural 102

artifacts plays a role as evidence of reasoning. Ad- 103

vancement to the subsequent stage takes place only 104
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by following an accurate visual selection. More-105

over, by integrating input from native speakers and106

cultural experts, we ensure that the questions reflect107

authentic cultural narratives and avoid biases in AI-108

generated content. Thus, our approach provides109

a more holistic view of the context and requires110

VLMs to reason about the relationships between111

different cultural elements, enhancing the depth112

of cultural reasoning. Our benchmark consists of113

five main categories, 138 cultural concepts, 1,065114

images, and 3,178 questions from seven Southeast115

Asian countries as depicted in Figure 2.116

Further, we systematically evaluate several state-117

of-the-art VLMs on three distinct types. Type 1118

consists of options originating from the same coun-119

try, while Type 2 encompasses options from dif-120

ferent countries in relation to the correct answer.121

Type 3 consists of a blend of Type 1 and Type 2122

options. The sole commonality among these types123

is category consistency for all options (e.g., dance).124

The results indicate that VLMs perform the least on125

Type 1 questions, display the highest performance126

on Type 2 questions, and exhibit intermediate per-127

formance on Type 3 questions. This suggests that128

cues within the questions regarding the country129

or specific regional cultures can aid in discerning130

the correct answer. Moreover, there is a notable131

discrepancy between visual reasoning and spatial132

grounding, suggesting that although VLMs may133

select the correct option, they frequently lack the134

capacity to substantiate their reasoning through135

grounding. Consequently, the SCB is vital for136

fostering cross-modal reasoning within a cultur-137

ally sensitive framework, simultaneously shedding138

light on the disparity between visual reasoning and139

grounding. Our research will aid in developing140

more culturally conscious models, thereby improv-141

ing their functionality in reasoning across diverse142

cultural contexts.143

2 Related Work144

2.1 Benchmarks for Cultural Understanding145

The domain has seen the emergence of various146

recent multicultural vision-language datasets and147

benchmarks that incorporate explicit cultural tax-148

onomies and tailored tasks (e.g., culture-aware149

VQA, grounding, and captioning), as shown in150

Table 1. For example, Crossmodal-3600 (Thap-151

liyal et al., 2022), MOSAIC (Burda-Lassen et al.,152

2025), and MosAIC (Bai et al., 2025) are primarily153

centered on image captioning tasks. In contrast,154

while SEA-VL (Cahyawijaya et al., 2025) includes 155

an image captioning component, its predominant 156

emphasis is on image generation, similar to the ap- 157

proach taken by MosAIG (Bhalerao et al., 2025). 158

Numerous studies examine VQA in various set- 159

tings. For example, MTVQA (Tang et al., 2024), 160

CulturalVQA (Nayak et al., 2024), and a part of 161

CVLUE (Wang et al., 2025) have open-ended ques- 162

tions, while CROPE (Nikandrou et al., 2025) em- 163

ploys binary (True/False) questions. More relevant 164

to our work, GD-VCR (Yin et al., 2021), CVQA 165

(Mogrovejo et al., 2024), a part of CultureVerse 166

(Liu et al., 2025), and a part of GIMMICK (Schnei- 167

der et al., 2025) feature multiple-choice questions 168

within the framework of cultural understanding. 169

Unlike these studies that utilize textual options, our 170

research incorporates visual alternatives. It is im- 171

portant to note that we present SCB in a single row, 172

while some other studies are reported separately 173

according to their specific tasks, as our evaluation 174

combines two tasks, unlike the others that evaluate 175

each separately. Besides, GlobalRG (Bhatia et al., 176

2024) and a part of CVLUE (Wang et al., 2025) 177

address visual grounding of cultural artifacts using 178

bounding boxes (BB), relying on straightforward 179

prompts that include the keyword concept. In con- 180

trast, our research tackles questions that necessitate 181

reasoning and employs a semantic segmentation 182

mask that emphasizes fine-grained details. 183

2.2 Benchmarks for Cultural Reasoning 184

Cultural reasoning is a critical aspect that distin- 185

guishes mere cultural understanding from deeper 186

cognitive engagement with cultural contexts. From 187

this point of view, various studies bridge the gap 188

in the VQA task. For instance, MaRVL (Liu et al., 189

2021) is the first dataset focusing on cultural rea- 190

soning; however, its objective is restricted to de- 191

termining the truth value of specific image cap- 192

tions. SEA-VQA (Urailertprasert et al., 2024), 193

K-Viscuit (Baek et al., 2024), and a few parts of 194

CultureVerse (Liu et al., 2025) and GIMMICK 195

(Schneider et al., 2025) focus on cultural reason- 196

ing through multiple-choice VQA. However, the 197

multiple-choice responses in these studies are tex- 198

tual, and the questions are generated by AI, sub- 199

sequently refined by human annotators, as seen 200

in other related works. Additionally, unlike our 201

study, these datasets lack a defined framework for 202

selecting complex images, as discussed in Section 203

3. Only FoodieQA (Li et al., 2024) has visual 204

options akin to our research and features human- 205
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Dataset Country Category Concept Image Question Image
Complexity Input Question

Type
Task

Format
Question
Creation

Segment
Creation

Crossmodal-3600
(Thapliyal et al., 2022)

36 - 100 3,600 - Normal
Prompt +
An Image

CU
Image

Captioning
- -

MOSAIC
(Burda-Lassen et al., 2025)

- - 336 1,500 - Normal
Prompt +
An Image

CU
Image

Captioning
- -

MosAIC
(Bai et al., 2025)

3 14 700 2,832 - Normal
Prompts +
An Image

CU
Image

Captioning
- -

SEA-VL
(Cahyawijaya et al., 2025)

11 - - 1.3M - Normal
Prompts +
An Image

CU
Image

Generation and
Captioning

- -

MosAIG
(Bhalerao et al., 2025)

5 - 25 9,000 - Normal Prompt CU
Image

Generation
- -

GD-VCR
(Yin et al., 2021)

4 - 10 328 886 Normal
Question +
An Image +

Textual Choices
CU MCVQA Human -

MTVQA
(Tang et al., 2024)

10 20 - 2,116 6,778 Normal
Question +
An Image

CU
Open-ended

VQA
Human -

CVQA
(Mogrovejo et al., 2024)

30 10 - 5,239 10,374 Normal
Question +
An Image +

Textual Choices
CU MCVQA Human -

CulturalVQA
(Nayak et al., 2024)

11 5 13 2,328 2,328 Normal
Question +
An Image

CU
Open-ended

VQA
AI +

Human
-

CROPE
(Nikandrou et al., 2025)

5 - 158 1,060 1,060 Normal
Question +
An Image +

Textual Choices
CU

Binary
VQA

Human -

CVLUE-VQA
(Wang et al., 2025)

1 15 92 7,169 7,169 Normal
Question +
An Image

CU
Open-ended

VQA
Human -

CultureVerse-IR
(Liu et al., 2025)

188 15 11,085 11,085 11,085 Normal
Question +
An Image +

Textual Choices
CU MCVQA

AI +
Human

-

CultureVerse-SR
(Liu et al., 2025)

188 15 11,085 11,085 11,085 Normal
Question +
An Image +

Textual Choices
CU MCVQA

AI +
Human

-

GIMMICK-COQA
(Schneider et al., 2025)

144 5 728 6,857 982 Normal
Question +

# of Images +
Textual Choices

CU MCVQA
AI +

Human
-

MaRVL
(Liu et al., 2021)

5 18 447 4,914 5,670 Normal
Statement +

# of Images +
Textual Choices

CR
Binary
VQA

Human -

FoodieQA
(Li et al., 2024)

1 14 - 389 403 Normal
Question +

# of Images as
Visual Choices

CR MCVQA Human -

SEA-VQA
(Urailertprasert et al., 2024)

8 - 53 515 1,999 Normal
Question +
An Image +

Textual Choices
CR MCVQA

AI +
Human

-

K-Viscuit
(Baek et al., 2024)

1 10 - 237 420 Normal
Question +
An Image +

Textual Choices
CR MCVQA

AI +
Human

-

CultureVerse-CK
(Liu et al., 2025)

188 15 11,085 11,085 11,085 Normal
Question +
An Image +

Textual Choices
CR MCVQA

AI +
Human

-

GIMMICK-CIVQA
(Schneider et al., 2025)

144 5 635 1,928 2,233 Normal
Question +
An Image +

Textual Choices
CR MCVQA

AI +
Human

-

GIMMICK-CKQA
(Schneider et al., 2025)

144 5 635 6,857 728 Normal
Question +
An Image +

Textual Choices
CR MCVQA

AI +
Human

-

GlobalRG
(Bhatia et al., 2024)

15 20 220 3,591 - Normal
Prompt +
An Image

CU
Visual

Grounding
-

Human,
BBox

CVLUE-VG
(Wang et al., 2025)

1 15 92 7,169 5,385 Normal
Prompt +
An Image

CU
Visual

Grounding
-

Human,
BBox

Seeing
Culture

Benchmark
(SCB)

7 5 138 1,065 3,178 Complex

I) Question +
An Image +

Textual Choices
II) Question +

An Image

CR
I) MCVQA,

II) Visual
Grounding

Human
Human,
Polygon

Table 1: Comparison between SCB and related works is divided into three distinct sections. The initial section
addresses works not concentrating on VQA or visual grounding tasks. The subsequent portion focuses on VQA-
related studies, while the final section pertains to visual grounding-related research. Here, "CU" stands for cultural
understanding, and "CR" signifies cultural reasoning. "MCVQA" refers to multiple-choice VQA. We filter out
images that depict only a single object or lack distractor objects, making our images complex compared to the
others. This analysis underscores the distinctive contributions of SCB in furthering the development of cultural
visual reasoning and grounding within the field.

constructed questions; nonetheless, it has a lim-206

ited scope, focusing exclusively on Chinese cui-207

sine. Moreover, the concept of visual grounding,208

which involves extracting evidence from an image 209

to substantiate reasoning, has not been previously 210

examined. 211
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3 SCB Benchmark212

Existing cultural benchmarks for Vision-Language213

Models (VLMs) exhibit several limitations, as de-214

tailed in Table 1. In terms of these limitations, we215

observe the following: 1) the questions fail to fos-216

ter both cultural reasoning and spatial grounding, 2)217

there is a scarcity of humanized questions, leading218

to a reliance on mechanical, AI-generated queries,219

3) the images provided are often not sufficiently220

complex to challenge VLMs, e.g. lack of distrac-221

tors. To address these challenges, the SCB provides222

a more nuanced approach by incorporating cultur-223

ally rich images and authentic questions that reflect224

diverse cultural narratives. Further elaboration is225

provided in the respective sections.226

Taxonomy. We adopt a hierarchical framework227

to categorize cultural elements. Each national cul-228

ture is subdivided into five principal categories:229

music, game, dance, celebration, and wedding.230

Within these categories, specific cultural concepts231

are delineated, allowing for a structured represen-232

tation that can be expressed in the format of coun-233

try/category/concept, e.g. Cambodia/music/Khaen.234

It is important to note that these categories are mu-235

tually exclusive; for instance, the music category236

pertains solely to musical instruments, whereas the237

wedding category encompasses garments and other238

cultural artifacts associated with the wedding cere-239

mony. Additionally, some concepts may incorpo-240

rate multiple characters or objects. For example, in241

Figure 1, the concept of the barong dance includes242

two characters, barong and monkey. This approach243

facilitates a comprehensive understanding of cul-244

tural diversity and its manifestations across differ-245

ent societies.246

Countries. To establish a benchmark that ac-247

curately encapsulates cultural diversity, we have248

selected seven underrepresented Southeast Asia249

countries, including Cambodia, Myanmar, Indone-250

sia, Vietnam, the Philippines, Malaysia, and Thai-251

land. This selection underscores the importance of252

recognizing and valuing the rich tapestry of cultural253

identities within this region.254

Concepts. We solicit suggestions for cultural255

concepts based on the defined categories for each256

country using a Large Language Model (LLM),257

ChatGPT (OpenAI, 2014). Following this, we con-258

duct a survey to gather insights from local individ-259

uals representing each culture, either in English260

or their local language, to reach authentic images261

during the image crawling process. The survey262

aims to refine and validate the concepts proposed 263

by the LLM, with two to three respondents from 264

each country. Ultimately, we distill the results to 265

identify concepts that receive unanimous agree- 266

ment among the participants. A similar approach 267

is applied to potential characters or objects asso- 268

ciated with these concepts. A range of statistical 269

visualizations regarding concepts and questions is 270

presented in Figures 3 and 4. 271

Images. We crawl via Google Images based on 272

the concepts we identify, collecting 150 images 273

for each concept. Subsequently, we enlist human 274

annotators to carry out manual filtration to ensure 275

the quality of the images. This filtration process 276

assesses whether the retrieved images: i) are rele- 277

vant to the concept keyword, ii) depict real-world 278

scenarios, iii) are free from duplication, iv) do not 279

have the cultural artifact completely or predomi- 280

nantly obscured, meaning images that are exces- 281

sively focused on the cultural artifact with a blurry 282

background are excluded, v) contain various dis- 283

tracting objects or scenes, preferably related other 284

cultural artifacts, which may cause conflict to other 285

cultural concept(s) vi) yet sufficiently clear to iden- 286

tify the cultural artifact. The initial three steps, 287

which are standard practice in other datasets, re- 288

duce the image count from approximately 20,000 to 289

4,000. Nonetheless, the final three steps distinguish 290

our image-collecting process. We also incorporate 291

32 images from the SEA-VL (Cahyawijaya et al., 292

2025) dataset. Ultimately, through meticulous re- 293

view, we ensure that the SCB consists of 1,065 294

unique images. 295

Segmentation. Upon the selection of images, 296

annotators operate an online segmentation tool 297

(Skalski, 2019) to segment the corresponding con- 298

cept keywords or their associated cultural artifacts, 299

such as characters in a local dance, or objects 300

used for certain celebrations. This can be illus- 301

trated in Figure 2, particularly in the segments 302

denoted as Indonesia/dance/balinese legong and 303

Thailand/celebration/songkran festival. Note that 304

segmentation is performed using polygons instead 305

of bounding boxes to ensure the capture of intricate 306

details. 307

Question Formulation. We instruct annotators 308

to formulate unique questions that are culturally 309

aligned with the specific artifacts segmented in 310

the images, while refraining from using templates. 311

Specifically, questions should not refer directly to 312
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Figure 3: Word clouds illustrating the concepts of 1,093 unique questions in SCB are categorized into five cultural
themes: wedding, game, music, celebration, and dance. The variation in font size within these clouds reflects the
frequency of concept occurrences relevant to each theme.

Figure 4: The figures encompass a comprehensive analysis of the distribution of unique questions, concepts, and the
average length of questions, segmented by both country and category.

the artifact itself but rather to the symbols or cul-313

tural significance associated with it. Annotators are314

instructed to rely solely on their cultural knowledge,315

deliberately excluding any AI-generated sources.316

This ensures that each question requires a deeper317

reasoning of the culture authentically. For in-318

stance, the question, "In a traditional Thai wedding,319

what symbolizes the spiritual connection and bless-320

ings given to the couple by elders or religious fig-321

ures?", pertains to the artifact represented by Thai-322

land/wedding/double auspicious headband, which323

is accompanied by a prompt of "Locate the artifact324

in the image." as well. Subsequently, annotators325

adapt the questions into a VQA format. Following326

the same question, this can be seen as: "Which327

image is associated with a traditional Thai wedding328

artifact that symbolizes the spiritual connection329

and blessings given to the couple by elders or reli-330

gious figures?". This is further refined by omitting331

the segmentation-oriented prompt. In addition, an-332

notators are tasked with providing a rationale for333

the correct answer, drawing from either online re-334

sources or their own cultural knowledge.335

Multi-Choice Questions and Visual Options.336

We extend these unique multiple-choice VQA ques-337

tions into three types by utilizing varying visual 338

options in our selection process. The foundation 339

of this approach is to utilize the same question 340

paired with its corresponding answer as the correct 341

option, while the incorrect options are selected us- 342

ing three distinct pooling strategies derived from 343

other data instances: Type 1, which sample con- 344

cepts within the same category and country, Type 2, 345

which sample concepts within same category but 346

completely different country for all options, and 347

Type 3, which consists of balanced mix of Type 1 348

and Type 2 through a rule-based choice-swapping. 349

For instance, for each randomly chosen two options 350

from the Type 1 question, including the ground 351

truth (GT) choice, we randomly sample the other 352

two options from Type 2 questions, balancing the 353

options country-wise. To mitigate potential biases 354

in this combination, each question is limited to 355

a maximum of two repetitions for Type 3. Addi- 356

tionally, the number of images utilized for visual 357

options is capped at 20 for all types. The break- 358

down algorithms for all pooling types can be found 359

in Appendix A.2. The quantity of Type 1, Type 360

2, and Type 3 questions is 834, 840, and 1,504, 361

respectively. 362
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Model Type 1 Type 2 Type 3 Overall

Acc Mean IoU Acc Mean IoU Acc Mean IoU Acc Mean IoU

InstructBLIP 11.07 – 10.31 – 11.04 – 10.86 –
Idefics2 13.21 0.19 11.03 0.05 12.30 0.18 12.21 0.15
Llama-3.2 23.57 – 25.66 – 23.80 – 24.23 –
LLaVA-Onevision 26.43 – 25.18 – 23.47 – 24.70 –
MiniCPM-2.6 28.33 – 34.65 – 32.85 – 32.13 –
InternVL2.5-4B 30.83 28.37 30.34 28.88 32.18 28.49 31.34 28.56
Qwen2.5-VL-7B 44.17 44.90 61.51 48.22 54.85 47.60 53.78 47.20

GPT-4.1 68.33 13.31 90.17 14.32 85.04 13.60 81.97 13.74
Gemini-2.5-Pro 71.07 16.56 90.17 16.67 85.44 15.79 82.88 16.22
GPT-o3 73.69 31.10 91.13 32.50 88.23 31.69 85.15 31.78

Table 2: Detailed performance benchmark with several VLMs on our Visual Reasoning and Grounding task. The
upper section focuses on open-source VLMs, whereas the lower section pertains to closed-source models.

Figure 5: The overall multiple-choice VQA accuracy of
certain VLMs across different countries.

4 Experiments363

4.1 Visual Reasoning and Grounding Task364

We perform a zero-shot evaluation utilizing the365

following prompt in the initial phase: a textual366

question for VQA alongside visual options. The367

output corresponds to one of the provided image368

options. To assess performance, we employ accu-369

racy as the metric, in accordance with established370

methodologies in multiple-choice VQA tasks (Zhu371

et al., 2016; Nayak et al., 2024). In the initial phase,372

questions that are accurately addressed with the ap-373

propriate visual option advance to a subsequent374

stage to segment the cultural artifacts, while those375

that are not are excluded. In the following phase,376

given an image I and a question q that pertains377

to a cultural term, the objective is to generate a378

segmentation mask R that delineates the area in379

I relevant to q. We evaluate performance using 380

bounding boxes (BB) rather than polygons, as cur- 381

rent VLMs capable of both VQA and segmentation 382

are restricted to grounding at the BB level. Conse- 383

quently, the performance of the models is assessed 384

by measuring the overlap between the predicted 385

regions of interest and GT masks, employing Inter- 386

section over Union (IoU) as the evaluation metric: 387

IoU = R∩RGT
R∪RGT

. We then report it as the mean IoU. 388

VLMs used for evaluations. We conduct a 389

comparative analysis of various advanced VLMs. 390

This includes closed-source models such as GPT- 391

4.1, GPT-o3 and Gemini Pro 2.5, alongside a di- 392

verse selection of open-source models that vary in 393

size: IntructBLIP 7B (Dai et al., 2023), Idefics2 8B 394

(Laurençon et al., 2024), LLama 3.2 11B (Dubey 395

et al., 2024), LLaVa-OneVision 7B (Li et al., 2025), 396

MiniCPM 2.6 8B (Yao et al., 2024), InternVL2.5 397

4B (Chen et al., 2024) and Qwen2.5-VL 7B (Yang 398

et al., 2024). It is important to note that we do 399

not employ VLMs capable of segmentation but not 400

suited for multiple-choice VQA, given the require- 401

ments of our task. 402

4.2 Results 403

How do VLMs’ performance vary across dif- 404

ferent question types? The findings presented in 405

Table 2 reveal that VLMs, both open-source and 406

closed-source, exhibit their poorest performance 407

when the visual options originate from the same 408

country, whereas they display the highest perfor- 409

mance when the visual options come from different 410

countries. This pattern can largely be explained by 411

the contextual clues embedded in the questions 412

that pertain to specific countries or cultures. As a 413

result, VLMs are more adept at eliminating alter- 414
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Figure 6: Two failure examples. All VLMs answer the multiple-choice VQA example on the left side incorrectly.
The spatial grounding example on the right side is from GPT-o3, although it is the only VLM that correctly answers
its multiple-choice VQA version. The blue character on the left identifies the accurate segment.

native visual options that may include indicators415

from diverse countries. Notably, the correct answer416

choices (a, b, c, and d) are evenly distributed in our417

multiple-choice VQA dataset, each accounting for418

approximately 24% to 26% of the total. This distri-419

bution remains consistent across all subsets. Based420

on this distribution, the expected accuracy of ran-421

dom guessing is approximately 25%. Furthermore,422

it is observed that 8.5% of the multiple-choice ques-423

tions are consistently answered incorrectly by all424

three closed-source models. Can VLMs validate425

their reasoning by segmenting the cultural arti-426

fact? A notable discrepancy exists between visual427

reasoning capabilities and spatial grounding. For428

example, while GPT-o3 achieves an accuracy ex-429

ceeding 90%, its mIoU score does not surpass 33%.430

This disparity is even more pronounced in other431

closed-source VLMs. Conversely, Qwen exhibits a432

smaller gap, considering its superior spatial ground-433

ing performance and lower efficacy in multiple-434

choice VQA. Overall, this suggests that, although435

VLMs may frequently select the correct answer,436

they often fail to underpin their reasoning with ad-437

equate grounding. Do VLMs perform better in438

specific countries or categories? As illustrated in439

Figure 5 regarding the multiple-choice VQA stage,440

Qwen demonstrates superior performance when441

compared to other open-source VLMs; however,442

it still significantly trails behind GPT-o3. Notably,443

GPT-o3 achieves its highest performance in Cambo-444

dia, whereas Qwen performs least effectively in the445

same country. The remaining open-source models446

are considerably less performant than Qwen and447

display relatively varied outcomes among them-448

selves. Qualitative results. Figure 6 presents ex- 449

amples of failures. The left side image illustrates 450

that all presented VLMs are unable to select the 451

appropriate visual option within the same country. 452

The prediction is easier for options involving mul- 453

tiple objects, as seen on the right side, due to more 454

distinguishable image features. In contrast, visual 455

grounding is more difficult because similar yet dis- 456

tinct candidates can confuse the model. Specifi- 457

cally, GPT-o3 correctly selects the correct option 458

but fails to identify the supporting evidence. Over- 459

all, GPT-o3 achieves an MCQ accuracy of 94.79% 460

on this query type—higher than its performance on 461

all other query types—while its mIoU is 27.33%, 462

the lowest among all. More results and details can 463

be found in the Appendix, such as Table 3 and 4. 464

5 Conclusion 465

In conclusion, this paper presents the Seeing Cul- 466

ture Benchmark (SCB), which addresses the need 467

for improved cultural reasoning in multimodal 468

VLMs. By employing a two-stage approach incor- 469

porating VQA and cultural artifact segmentation, 470

we provide a framework for assessing VLMs on 471

culturally rich images from seven Southeast Asia 472

countries. Our dataset includes 1,065 images and 473

3,178 curated questions, highlighting the under- 474

represented cultural diversity of the region. Our 475

findings reveal the significant challenges of cross- 476

modal cultural reasoning, emphasizing the need for 477

enhanced visual reasoning and spatial grounding in 478

culturally nuanced contexts. SCB is a vital resource 479

for advancing research in this domain and address- 480

ing identified shortcomings in existing VLMs. 481
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Limitation482

We acknowledge several constraints in our ap-483

proach.484

Cultural Representation. Our objective was to485

encompass all countries in Southeast Asia; how-486

ever, we faced challenges in sourcing sufficient487

cultural concepts through data crawling and in lo-488

cating adequately qualified human annotators from489

specific nations, including Timor-Leste, Brunei,490

and Laos.491

Long-tailed Distribution. The aforementioned492

issues related to the availability of qualified hu-493

man annotators, along with difficulties in acquiring494

high-quality images, have resulted in a naturally oc-495

curring long-tailed distribution. Additionally, our496

methodology includes a process for filtering out497

less suitable crawled images.498

Ethical Consideration499

Cultural concepts overlap across cultures. Cer-500

tain cultural artifacts are commonly found in multi-501

ple countries, albeit with nuanced differences, char-502

acterized by the use of either identical or distinct503

cultural concept terminology. To mitigate potential504

conflicts, we implemented an "avoid list" during the505

selection of visual options for the question types.506

This initial measure effectively decreased the total507

number of questions from over one thousand to508

more than 800 for both Type 1 and Type 2 ques-509

tions; however, it also contributed to the overall510

stability of our research framework.511

Annotators. We recruited annotators through Up-512

work, a global freelancing platform, following spe-513

cific criteria. Firstly, participants were required to514

be natives of Southeast Asian countries, possess-515

ing a comprehensive understanding of the local516

culture, traditions, and customs. Secondly, they517

needed to have a basic proficiency in using com-518

puters or mobile devices, as they were expected519

to utilize specialized software for image labeling.520

We employed purposive sampling to identify free-521

lancers on Upwork.com who fulfilled these inclu-522

sion criteria, focusing on their cultural expertise523

and experience with cultural content or research.524

Additionally, potential participants were evaluated525

based on their profiles, work history, reviews, and526

portfolio samples, prioritizing those with a strong527

grasp of local culture and relevant project expe-528

rience. This methodology ensures that selected529

participants not only possess knowledge of their 530

cultural background but also have the necessary 531

skills to utilize the required tools and adhere to the 532

research protocols. For our study, we engaged three 533

annotators each for Philippines and Myanmar, and 534

two annotators for the remaining countries. Par- 535

ticipants were compensated monetarily at a rate 536

of $5-10 per hour for their involvement in the re- 537

search, with specific compensation structured at $5 538

for every 50 images labeled accurately. 539

Privacy Rights. We ensure that the intellectual 540

property and privacy rights of the images collected 541

are respected. We claim that the collected data will 542

not be used commercially. 543

References 544

Yujin Baek, ChaeHun Park, Jaeseok Kim, Yu-Jung Heo, 545
Du-Seong Chang, and Jaegul Choo. 2024. Eval- 546
uating visual and cultural interpretation: The K- 547
Viscuit benchmark with human-VLM collaboration. 548
Preprint, arXiv:2406.16469. 549

Longju Bai, Angana Borah, Oana Ignat, and Rada Mi- 550
halcea. 2025. The power of many: Multi-agent mul- 551
timodal models for cultural image captioning. In 552
Proceedings of the 2025 Conference of the Nations 553
of the Americas Chapter of the Association for Com- 554
putational Linguistics: Human Language Technolo- 555
gies (Volume 1: Long Papers), pages 2970–2993, 556
Albuquerque, New Mexico. Association for Compu- 557
tational Linguistics. 558

Parth Bhalerao, Mounika Yalamarty, Brian Trinh, and 559
Oana Ignat. 2025. Multi-agent multimodal models 560
for multicultural text to image generation. Preprint, 561
arXiv:2502.15972. 562

Mehar Bhatia, Sahithya Ravi, Aditya Chinchure, Eu- 563
nJeong Hwang, and Vered Shwartz. 2024. From 564
local concepts to universals: Evaluating the multi- 565
cultural understanding of vision-language models. 566
In Proceedings of the 2024 Conference on Empiri- 567
cal Methods in Natural Language Processing, pages 568
6763–6782, Miami, Florida, USA. Association for 569
Computational Linguistics. 570

Olena Burda-Lassen, Aman Chadha, Shashank 571
Goswami, and Vinija Jain. 2025. How culturally 572
aware are vision-language models? In 2025 IEEE 573
6th International Conference on Image Processing, 574
Applications and Systems (IPAS), volume CFP2540Z- 575
ART, pages 1–6. 576

Samuel Cahyawijaya, Holy Lovenia, Joel Ruben Antony 577
Moniz, Tack Hwa Wong, Mohammad Rifqi Farhan- 578
syah, Thant Thiri Maung, Frederikus Hudi, David 579
Anugraha, Muhammad Ravi Shulthan Habibi, 580
Muhammad Reza Qorib, Amit Agarwal, Joseph Mar- 581
vin Imperial, Hitesh Laxmichand Patel, Vicky Fe- 582
liren, Bahrul Ilmi Nasution, Manuel Antonio Rufino, 583

9

https://arxiv.org/abs/2406.16469
https://arxiv.org/abs/2406.16469
https://arxiv.org/abs/2406.16469
https://arxiv.org/abs/2406.16469
https://arxiv.org/abs/2406.16469
https://aclanthology.org/2025.naacl-long.152/
https://aclanthology.org/2025.naacl-long.152/
https://aclanthology.org/2025.naacl-long.152/
https://arxiv.org/abs/2502.15972
https://arxiv.org/abs/2502.15972
https://arxiv.org/abs/2502.15972
https://doi.org/10.18653/v1/2024.emnlp-main.385
https://doi.org/10.18653/v1/2024.emnlp-main.385
https://doi.org/10.18653/v1/2024.emnlp-main.385
https://doi.org/10.18653/v1/2024.emnlp-main.385
https://doi.org/10.18653/v1/2024.emnlp-main.385
https://doi.org/10.1109/IPAS63548.2025.10924504
https://doi.org/10.1109/IPAS63548.2025.10924504
https://doi.org/10.1109/IPAS63548.2025.10924504


Genta Indra Winata, Rian Adam Rajagede, Car-584
los Rafael Catalan, and 73 others. 2025. Crowd-585
source, crawl, or generate? creating SEA-VL, a mul-586
ticultural vision-language dataset for southeast asia.587
Preprint, arXiv:2503.07920.588

Zhe Chen, Weiyun Wang, Yue Cao, Yangzhou Liu,589
Zhangwei Gao, Erfei Cui, Jinguo Zhu, Shenglong590
Ye, Hao Tian, Zhaoyang Liu, and 1 others. 2024.591
Expanding performance boundaries of open-source592
multimodal models with model, data, and test-time593
scaling. arXiv preprint arXiv:2412.05271.594

Wenliang Dai, Junnan Li, Dongxu Li, Anthony Tiong,595
Junqi Zhao, Weisheng Wang, Boyang Li, Pascale596
Fung, and Steven Hoi. 2023. InstructBLIP: Towards597
general-purpose vision-language models with instruc-598
tion tuning. In Thirty-seventh Conference on Neural599
Information Processing Systems.600

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,601
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,602
Akhil Mathur, Alan Schelten, Amy Yang, Angela603
Fan, Anirudh Goyal, Anthony Hartshorn, Aobo Yang,604
Archi Mitra, Archie Sravankumar, Artem Korenev,605
Arthur Hinsvark, Arun Rao, Aston Zhang, and 82606
others. 2024. The Llama 3 herd of models. CoRR,607
abs/2407.21783.608

Xingyu Fu, Sheng Zhang, Gukyeong Kwon, Pramu-609
ditha Perera, Henghui Zhu, Yuhao Zhang, Alexan-610
der Hanbo Li, William Yang Wang, Zhiguo Wang,611
Vittorio Castelli, Patrick Ng, Dan Roth, and Bing612
Xiang. 2023. Generate then select: Open-ended vi-613
sual question answering guided by world knowledge.614
In Findings of the Association for Computational615
Linguistics: ACL 2023, pages 2333–2346, Toronto,616
Canada. Association for Computational Linguistics.617

Hugo Laurençon, Leo Tronchon, Matthieu Cord, and618
Victor Sanh. 2024. What matters when building619
vision-language models? In The Thirty-eighth An-620
nual Conference on Neural Information Processing621
Systems.622

Bo Li, Yuanhan Zhang, Dong Guo, Renrui Zhang, Feng623
Li, Hao Zhang, Kaichen Zhang, Peiyuan Zhang, Yan-624
wei Li, Ziwei Liu, and Chunyuan Li. 2025. LLaVA-625
OneVision: Easy visual task transfer. Transactions626
on Machine Learning Research.627

Wenyan Li, Crystina Zhang, Jiaang Li, Qiwei Peng,628
Raphael Tang, Li Zhou, Weijia Zhang, Guimin Hu,629
Yifei Yuan, Anders Søgaard, Daniel Hershcovich,630
and Desmond Elliott. 2024. FoodieQA: A multi-631
modal dataset for fine-grained understanding of Chi-632
nese food culture. In Proceedings of the 2024 Con-633
ference on Empirical Methods in Natural Language634
Processing.635

Fangyu Liu, Emanuele Bugliarello, Edoardo Maria636
Ponti, Siva Reddy, Nigel Collier, and Desmond El-637
liott. 2021. Visually grounded reasoning across lan-638
guages and cultures. In Proceedings of the 2021639
Conference on Empirical Methods in Natural Lan-640
guage Processing, pages 10467–10485, Online and641

Punta Cana, Dominican Republic. Association for 642
Computational Linguistics. 643

Jin Liu, ChongFeng Fan, Fengyu Zhou, and Huijuan Xu. 644
2023. Be flexible! learn to debias by sampling and 645
prompting for robust visual question answering. In- 646
formation Processing & Management, 60(3):103296. 647

Shudong Liu, Yiqiao Jin, Cheng Li, Derek F Wong, 648
Qingsong Wen, Lichao Sun, Haipeng Chen, Xing 649
Xie, and Jindong Wang. 2025. CultureVLM: Char- 650
acterizing and improving cultural understanding of 651
vision-language models for over 100 countries. arXiv 652
preprint arXiv:2501.01282. 653

David Orlando Romero Mogrovejo, Chenyang Lyu, 654
Haryo Akbarianto Wibowo, Santiago Góngora, 655
Aishik Mandal, Sukannya Purkayastha, Jesus- 656
German Ortiz-Barajas, Emilio Villa Cueva, Jinheon 657
Baek, Soyeong Jeong, Injy Hamed, Zheng Xin Yong, 658
Zheng Wei Lim, Paula Mónica Silva, Jocelyn Dun- 659
stan, Mélanie Jouitteau, David LE MEUR, Joan 660
Nwatu, Ganzorig Batnasan, and 57 others. 2024. 661
CVQA: Culturally-diverse multilingual visual ques- 662
tion answering benchmark. In The Thirty-eight Con- 663
ference on Neural Information Processing Systems 664
Datasets and Benchmarks Track. 665

Shravan Nayak, Kanishk Jain, Rabiul Awal, Siva 666
Reddy, Sjoerd Van Steenkiste, Lisa Anne Hendricks, 667
Karolina Stanczak, and Aishwarya Agrawal. 2024. 668
Benchmarking vision language models for cultural 669
understanding. In Proceedings of the 2024 Confer- 670
ence on Empirical Methods in Natural Language 671
Processing, pages 5769–5790, Miami, Florida, USA. 672
Association for Computational Linguistics. 673

Malvina Nikandrou, Georgios Pantazopoulos, Nikolas 674
Vitsakis, Ioannis Konstas, and Alessandro Suglia. 675
2025. CROPE: Evaluating in-context adaptation of 676
vision and language models to culture-specific con- 677
cepts. In Proceedings of the 2025 Conference of the 678
Nations of the Americas Chapter of the Association 679
for Computational Linguistics: Human Language 680
Technologies (Volume 1: Long Papers), pages 7917– 681
7936, Albuquerque, New Mexico. Association for 682
Computational Linguistics. 683

OpenAI. 2014. Chatgpt. 684

Florian Schneider, Carolin Holtermann, Chris Biemann, 685
and Anne Lauscher. 2025. GIMMICK – globally 686
inclusive multimodal multitask cultural knowledge 687
benchmarking. Preprint, arXiv:2502.13766. 688

Piotr Skalski. 2019. Make Sense. https://github. 689
com/SkalskiP/make-sense/. 690

Jingqun Tang, Qi Liu, Yongjie Ye, Jinghui Lu, Shu 691
Wei, Chunhui Lin, Wanqing Li, Mohamad Fitri 692
Faiz Bin Mahmood, Hao Feng, Zhen Zhao, Yan- 693
jie Wang, Yuliang Liu, Hao Liu, Xiang Bai, and 694
Can Huang. 2024. MTVQA: Benchmarking multilin- 695
gual text-centric visual question answering. Preprint, 696
arXiv:2405.11985. 697

10

https://arxiv.org/abs/2503.07920
https://arxiv.org/abs/2503.07920
https://arxiv.org/abs/2503.07920
https://arxiv.org/abs/2503.07920
https://arxiv.org/abs/2503.07920
https://openreview.net/forum?id=vvoWPYqZJA
https://openreview.net/forum?id=vvoWPYqZJA
https://openreview.net/forum?id=vvoWPYqZJA
https://openreview.net/forum?id=vvoWPYqZJA
https://openreview.net/forum?id=vvoWPYqZJA
https://doi.org/10.48550/arXiv.2407.21783
https://doi.org/10.18653/v1/2023.findings-acl.147
https://doi.org/10.18653/v1/2023.findings-acl.147
https://doi.org/10.18653/v1/2023.findings-acl.147
https://openreview.net/forum?id=dtvJF1Vy2i
https://openreview.net/forum?id=dtvJF1Vy2i
https://openreview.net/forum?id=dtvJF1Vy2i
https://openreview.net/forum?id=zKv8qULV6n
https://openreview.net/forum?id=zKv8qULV6n
https://openreview.net/forum?id=zKv8qULV6n
https://aclanthology.org/2024.emnlp-main.1063
https://aclanthology.org/2024.emnlp-main.1063
https://aclanthology.org/2024.emnlp-main.1063
https://aclanthology.org/2024.emnlp-main.1063
https://aclanthology.org/2024.emnlp-main.1063
https://aclanthology.org/2021.emnlp-main.818
https://aclanthology.org/2021.emnlp-main.818
https://aclanthology.org/2021.emnlp-main.818
https://doi.org/10.1016/j.ipm.2023.103296
https://doi.org/10.1016/j.ipm.2023.103296
https://doi.org/10.1016/j.ipm.2023.103296
https://openreview.net/forum?id=E18kRXTGmV
https://openreview.net/forum?id=E18kRXTGmV
https://openreview.net/forum?id=E18kRXTGmV
https://doi.org/10.18653/v1/2024.emnlp-main.329
https://doi.org/10.18653/v1/2024.emnlp-main.329
https://doi.org/10.18653/v1/2024.emnlp-main.329
https://aclanthology.org/2025.naacl-long.402/
https://aclanthology.org/2025.naacl-long.402/
https://aclanthology.org/2025.naacl-long.402/
https://aclanthology.org/2025.naacl-long.402/
https://aclanthology.org/2025.naacl-long.402/
https://arxiv.org/abs/2502.13766
https://arxiv.org/abs/2502.13766
https://arxiv.org/abs/2502.13766
https://arxiv.org/abs/2502.13766
https://arxiv.org/abs/2502.13766
https://github.com/SkalskiP/make-sense/
https://github.com/SkalskiP/make-sense/
https://github.com/SkalskiP/make-sense/
https://arxiv.org/abs/2405.11985
https://arxiv.org/abs/2405.11985
https://arxiv.org/abs/2405.11985


Ashish V. Thapliyal, Jordi Pont Tuset, Xi Chen, and698
Radu Soricut. 2022. Crossmodal-3600: A massively699
multilingual multimodal evaluation dataset. In Pro-700
ceedings of the 2022 Conference on Empirical Meth-701
ods in Natural Language Processing, pages 715–729,702
Abu Dhabi, United Arab Emirates. Association for703
Computational Linguistics.704

Norawit Urailertprasert, Peerat Limkonchotiwat, Su-705
pasorn Suwajanakorn, and Sarana Nutanong. 2024.706
SEA-VQA: Southeast Asian cultural context dataset707
for visual question answering. In Proceedings of the708
3rd Workshop on Advances in Language and Vision709
Research (ALVR), pages 173–185, Bangkok, Thai-710
land. Association for Computational Linguistics.711

Yuxuan Wang, Yijun Liu, Fei Yu, Chen Huang, Kexin712
Li, Zhiguo Wan, Wanxiang Che, and Hongyang Chen.713
2025. CVLUE: A new benchmark dataset for chinese714
vision-language understanding evaluation. Proceed-715
ings of the AAAI Conference on Artificial Intelligence,716
39(8):8196–8204.717

Zhecan Wang, Long Chen, Haoxuan You, Keyang Xu,718
Yicheng He, Wenhao Li, Noel Codella, Kai-Wei719
Chang, and Shih-Fu Chang. 2023. Dataset bias miti-720
gation in multiple-choice visual question answering721
and beyond. In Findings of the Association for Com-722
putational Linguistics: EMNLP 2023, pages 8598–723
8617, Singapore. Association for Computational Lin-724
guistics.725

An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui,726
Bo Zheng, Bowen Yu, Chengyuan Li, Dayiheng Liu,727
Fei Huang, Haoran Wei, Huan Lin, Jian Yang, Jian-728
hong Tu, Jianwei Zhang, Jianxin Yang, Jiaxi Yang,729
Jingren Zhou, Junyang Lin, Kai Dang, and 22 oth-730
ers. 2024. Qwen2.5 technical report. arXiv preprint731
arXiv:2412.15115.732

Yuan Yao, Tianyu Yu, Ao Zhang, Chongyi Wang, Junbo733
Cui, Hongji Zhu, Tianchi Cai, Haoyu Li, Weilin734
Zhao, Zhihui He, and 1 others. 2024. MiniCPM-735
V: A GPT-4V level MLLM on your phone. arXiv736
preprint arXiv:2408.01800.737

Da Yin, Liunian Harold Li, Ziniu Hu, Nanyun Peng,738
and Kai-Wei Chang. 2021. Broaden the vision: Geo-739
diverse visual commonsense reasoning. In EMNLP.740

Xi Zhang, Feifei Zhang, and Changsheng Xu. 2023.741
Reducing vision-answer biases for multiple-choice742
VQA. IEEE Transactions on Image Processing,743
32:4621–4634.744

Xi Zhang, Feifei Zhang, and Changsheng Xu. 2024.745
NExT-OOD: Overcoming dual multiple-choice VQA746
biases. IEEE Transactions on Pattern Analysis &747
Machine Intelligence, 46(04):1913–1931.748

Yuke Zhu, Oliver Groth, Michael Bernstein, and Li Fei-749
Fei. 2016. Visual7W: Grounded question answering750
in images. In 2016 IEEE Conference on Computer751
Vision and Pattern Recognition (CVPR), pages 4995–752
5004.753

A Appendix 754

A.1 More Quantitative Results 755

Table 3 and Table 4 display the full details for the 756

overall results for country and category. We see 757

that the closed-source VLMs generally show higher 758

accuracy performance, while the open-source ones 759

reach higher mIoU results. 760

A.2 Seeing Culture Benchmark 761

A.2.1 Concepts 762

Figure 7 present all the concepts addressed in SCB. 763

We share some examples in Figure 8. 764

A.2.2 Eliminated images and questions 765

In accordance with the details outlined in Section 766

3, we exclude certain images from consideration. 767

Specifically, as shown in Figure 9, we remove the 768

image on the left as its focus is solely on the target 769

cultural artifact. The image on the right is also 770

omitted due to the lack of a distracting object, al- 771

though it contains a more complex scene than the 772

left-hand image. 773

Certain questions are excluded due to their 774

generic nature, potential overlap with other cultural 775

artifacts, or lack of necessity for critical reasoning. 776

For example, we dismissed the question concerning 777

Indonesia/game/kelereng: "Which object in the im- 778

age symbolizes childhood nostalgia, often played 779

in schoolyards and neighborhoods in Indonesia?" 780

because numerous games evoke similar childhood 781

memories. Similarly, we rejected the question for 782

Myanmar/music/saung: "Which Burmese object 783

in the image has a hollow body made of wood, 784

designed to enhance the richness of its sound?" 785

as it merely describes the cultural artifact without 786

engaging in reasoning or referencing a symbol. 787

A.2.3 Multiple-choice VQA Generation 788

Algorithm 789

Algorithms 1, 2, and 3 explain how we choose 790

visual options for each type. Additionally, we 791

provide clarifications for the abbreviations utilized 792

within the algorithms. 793

• D: Dataset 794

• V: Vectorstore index 795

• k: Number of similar items to retrieve 796

• Nmax: Maximum number of questions per 797

name 798
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Model Malaysia Philippines Cambodia Indonesia Myanmar Vietnam Thailand

Acc mIoU Acc mIoU Acc mIoU Acc mIoU Acc mIoU Acc mIoU Acc mIoU

InstructBLIP 3.85 – 8.96 – 4.55 – 10.6 – 12.97 – 10.19 – 13.37 –
Idefics2 9.89 0.03 2.83 – 9.09 0.22 12.42 0.11 15.20 0.19 14.51 0.19 10.17 0
Llama 3.2 26.37 – 21.23 – 13.64 – 24.40 – 22.73 – 25.93 – 26.45 –
LLaVA-Onevision 30.22 – 28.77 – 13.64 – 23.89 – 23.15 – 23.46 – 27.62 –
MiniCPM 2.6 44.51 – 22.17 – 18.18 – 35.08 – 25.38 – 28.09 – 38.66 –
InternVL2.5 32.97 33.35 29.25 32.47 22.73 22.27 30.79 29.42 32.78 26.61 30.86 32.19 31.98 21.57
Qwen2.5-VL 54.40 56.89 51.89 52.78 27.27 60.50 52.36 46.47 52.72 48.55 59.57 45.56 58.72 40.65
GPT-4.1 84.07 14.64 69.81 100.00 16.79 18.19 85.19 13.82 77.27 16.64 86.73 7.33 79.65 11.60
Gemini 2.5 Pro 85.71 17.10 68.87 15.40 90.91 13.36 85.48 15.76 79.08 20.21 88.27 12.53 81.98 13.98
GPT-o3 86.26 41.74 78.77 35.29 100.00 30.23 86.93 32.77 82.85 31.51 89.81 28.13 80.81 24.31

Table 3: The overall VLMs’ performance presented by countries. "Acc" refers to accuracy while "mIoU" denotes
mean IoU.

Model Wedding Dance Music Celebration Game

Acc mIoU Acc mIoU Acc mIoU Acc mIoU Acc mIoU

InstructBLIP 12.09 – 18.42 – 5.03 – 18.75 – 10.76 –
Idefics2 7.85 0.14 16.01 0.06 12.37 – 17.19 0.25 14.49 0.22
Llama 3.2 25.45 – 25.44 – 22.01 – 32.03 – 23.39 –
LLaVA 26.19 – 24.78 – 23.79 – 24.22 – 23.96 –
MiniCPM 33.40 – 36.40 – 35.43 – 21.88 – 24.96 –
InternVL 32.03 25.47 33.99 37.06 26.83 36.48 26.56 15.36 35.72 20.68
Qwen 54.08 40.91 57.02 48.97 49.37 54.43 42.19 31.63 59.40 47.63
GPT-4.1 81.12 13.29 85.53 15.54 81.76 14.53 62.50 15.36 84.65 11.87
Gemini 79.96 13.72 86.62 20.17 83.96 19.30 60.16 18.26 87.09 12.41
GPT-o3 82.18 28.33 90.13 39.51 86.37 37.06 63.28 21.68 88.24 25.23

Table 4: The overall VLMs’ performance presented by categories. "Acc" refers to accuracy while "mIoU" denotes
mean IoU.

• Umax: Maximum allowed usage per choice799

• B: Set of banned IDs due to usage limit800

• Q: Output set of generated multiple-choice801

VQAs802

• C: Set of already-used choice combinations803

(as hashable sets)804

A.2.4 Avoid list805

The comprehensive avoid list is presented in Figure806

10. This list has been meticulously compiled based807

on the insights provided by annotators to prevent808

overlap between countries.809
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Country Cultural Concepts

Indonesia

Myanmar

Thailand

Vietnam

Philippines

Malaysia
Cambodia

jaipongan (sinden, klono sewandono, jathil, bujan gagong, warok), balinese legong (condong, princess rangkesari),
barong dance (barong, rangda, monkey, airlangga's soldiers), engklek, gasing, permainan congklak, lompat tali, kuda
lumping, engrang, kelereng, dodot javanese, siraman, janur, keris, siger, selendang, uang panai, paes ageng, tasbih,
bunga nikah_wedding flowers, tumpeng, pakaian batik adat, lukisan penganting, gong, rebab, talempong, suling,

gambang, gamelan, keroncong, angklung, kecapi, sape
taungbyon nat, သီတ သီ င်း က�တ် မီး ထွနး် ပွဲေတာ_်thadingyut festival, နတ်ပွ ဲတ် ပွဲ_nat pwe, သဲပံုသဲ ပံုေစတီပွ_sand
pagodas festival, bo tree watering, naga new year festival, သ�က� န ်�က�  ပွဲ န ်ပွဲ_thingyan festival, shwedagon pagoda
festival, regatta festival, ကဆနုလ် န ်ြပည့် ဗုဒ�ေ�ဒ�_buddha jayanti, ေလ�ှပိ င်ပွဲ င် ပွဲ_boat racing, ေခ�တိုင်တို တ င်
က်_greasy pole climbing, န ်ေခါင်း အံးု �ိက်_gaung ohn yite, ထုပ် ထု ပ် စည်း တိုး_htoke si toe, lethwei, လနွဆ်ွ ဲန်

ဆွပဲွ_ဲtug-of-war, ပိုက်ေက�ြ်ခင်း_sepak takraw, ြခင်း လံးု_chinlone, မဂ� လာ ဝတ်စံု_wedding dress, thanaka,
ေဇာဂ်ျီအက_zawgyi dance, shan peacock dance, kyaukse dance, ကဗ�လတွ် လ ွအက တ်_ka-byar-lut, ဆမီီး ဆ ီမီး

ကွက် ကွ အက က်_oil lamp dance, တပင်တို င် င်တုိ အက င်_solo dance, ဇာတ်ပွ_ဲzat pwe, ယိမ်း_yein, စည်း �ဝဲါး �_ဲsi
and wa, ေစာင်း_saung, hsaing waing, �ှ ဲပတ်ဝို တ် ဝုိ င်း ဝို င်း_pat waing, ပေလ_ွflute, �ှ_ဲhne

ขันหมาก_engagement offering tray set, ชุดเจ้าบ่าว_groom’s attire, สินสอด_dowry, พานทองเหลืองใหญ่_large brass
tray, ถุงเงิน_silver bag, หมาก_betel nut, ถุงทอง_gold bag, มงคลแฝด_double auspicious headband, การนับสินสอดทอง

หมั้น_counting dowry and engagement gold, พิธีรดน้ำสังข์_conch water pouring ceremony, เทศกาล
สงกรานต์_songkran, มาฆบูชา_makha bucha, วันรัฐธรรมนูญแห่งประเทศไทย_constitution day, วันวิสาขบูชา_visakha
bucha, วันออกพรรษา_ok phansa, วันอาสาฬหบูชา_asarnha bucha, โขน_khon, กลิ้งครกขึ้นภูเขา_rolling mortar uphill,

หมากข่าง_spinning top, ชักเย่อ_tug of war, อังกะลุง_angklung, ระนาด_ranat
nhảy lò cò_hopscotch, lễ cưới truyền thống việt nam_traditional vietnamese wedding, tết đoan ngọ_duanwu festival,
lễ hội đèn lồng hội an_hoi an lantern festival, múa cồng chiêng_gong dance, múa sạp_cheraw dance, bầu cua_gourd

crab fish tiger, đàn tranh_vietnamese 16-string zither, đá cầu_shuttlecock kicking, sáo_flute, đàn bầu_vietnamese
one-string zither, đàn đáy_vietnamese lute

yugal, maria clara dress, candle lighting, arras, bouquet, barong tagalog, belo_veil, banduria_bandurria, kudyapi,
kulintang

suling_bamboo flute, gambus, kompang, rebab, sape, baju kurung
chhing, khaen

Figure 7: Compilation of cultural concepts addressed in SCB.

Question: Which image indicates the traditional Indonesian wedding artifact that is associated with the symbol 
of a new life beginning permitted by ancestors?
Answer: (c)

Indonesia/Wedding/Selendang
Indonesia/Wedding /Lukisan Pengantin

(a) (b) (c) (d)

Indonesia/Wedding /Janur
Indonesia/Wedding /bunga nikah

Question: Which image shows the celebration artifact that is associated with how the Burmese clear their debt 
before the beginning of the new year?
Answer: (b)

(a) (b) (c) (d)

Figure 8: Multiple-choice VQA examples from our SCB dataset. The red masks in the correct option demonstrate
the supporting evidence.
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Figure 9: Examples from the two images that we eliminated.

Category Indonesia Thailand Philippines Vietnam Myanmar Malaysia Cambodia
Music sape - kudyapi - - sape -

Music angklung อังกะลุง
(angklung) - - - - -

Music suling
(bamboo flute) - - sáo

(flute)
ပေလွ
(flute) - -

Music gambang ระนาด
(ranad) - - - - -

Music kecapi - -
đàn tranh

(vietnamese
16-string zither)

- - -

Music rebab - - - - rebab -
Music talempong - kulintang - - - -
Game engklek - - nhảy lò cò - - -

Game - ชักเย่อ
(tug-of-war) - - လနွဆ်ွ ဲန ်ဆွပဲွဲ

(tug-of-war) - -

Game permainan
congklak

หมากข่าง
(spinning top) - - - - -

Wedding uang panai สินสอด
(dowry) - - - - -

Wedding bunga nikah - bouquet - - - -
Wedding selendang - belo - - - -

Celebrations သ�က� န ်�က�  ပွဲ န ်ပွဲ
(thingyan festival)

เทศกาลสงกรานต์
(songkran festival) - - - - -

Figure 10: The avoid list for organizing visual options within the various question types indicates that cultural
artifacts positioned within the same row are not included in the sampling process for visual options. For example, if
we assume that the correct answer is an image from Indonesia/music/sape in the context of the VQA framework
during the initial phase, then images associated with Malaysia/music/sape and Philippines/music/kudyapi are
systematically excluded from consideration.
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Algorithm 1 Type 1 (D,V, Nmax, Umax, k)
1: Initialize usage counter µ : Z→ N for all IDs
2: Initialize Q ← ∅, B ← ∅, C ← ∅
3: for each unique name n in D do
4: Extract Country(n),Category(n)
5: Let Dn ⊂ D be the Nmax samples with

name n
6: for each sample q ∈ Dn do
7: Use V to retrieve top-k similar items

S where Country(s) = Country(n),
Category(s) = Category(n),
Name(s) ̸= n, and ID(s) /∈ B

8: for each triple (s1, s2, s3) ⊂ S do
9: if each si has µ(si) < Umax and

{ID(si)} /∈ C then
10: Form choice set A = {s1, s2, s3, q}

with q as the correct answer
11: Add ID(A) to C, update µ
12: Add A to Q
13: break
14: end if
15: end for
16: if no valid triple found then
17: Sample 3 random distractorsR satisfy-

ing above constraints
18: if |R| = 3 then
19: Form choice set A = R ∪ {q} and

update µ, C
20: Add A to Q
21: end if
22: end if
23: end for
24: end for
25: return Q

Algorithm 2 Type 2 multiple-choice questions
1: Initialize usage counter µ, banned ID set B,

choice hash set C, and output Q
2: for each unique name n in D do
3: Extract Country(n),Category(n)
4: Let Dn ⊂ D be up to Nmax rows with name

n
5: for each sample q ∈ Dn do
6: Use V to retrieve S where

Country(s) ̸= Country(n),
Category(s) = Category(n), and
ID(s) /∈ B

7: for triplets (s1, s2, s3) with distinct coun-
tries do

8: if all µ(si) < Umax and {ID(si)} /∈ C
then

9: FormA = {s1, s2, s3, q} with q cor-
rect

10: Update µ, C, add A to Q
11: break
12: end if
13: end for
14: if no valid triplet found then
15: SampleR from D such that country of

r is not equal to country of n,
category of r is equal to category of n,
and name of r is not equal to n

16: if |R| = 3 then
17: Form A = R∪ {q} and update µ, C

18: Add A to Q
19: end if
20: end if
21: end for
22: end for
23: return Q
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Algorithm 3 Type 3 multiple-choice questions
1: Initialize choice usage µ, seen choice sets C,

output set Q
2: Let O be original choice sets from D (to avoid

duplicates)
3: C ← O
4: for each question q ∈ D do
5: Set used_choices← ∅
6: for e = 1 to Emax do
7: Extract correct answer a∗ with its country,

category, and name
8: Extract top distractor a′ from q (highest

score ̸= −1.0)
9: Collect banned triples from a∗ and a′:

country, category, and name
10: Initialize choices← {a∗, a′}, and record

used countries and names
11: Let P ← opposite type pool (type1 if q is

type2, else type2)
12: Filter P to get eligible distractors satisfy-

ing: same category as q, distinct country
and name, not in banned triples, usage
µ < Umax, and not in used_choices

13: if at least 2 eligible distractors found then
14: Sample 2 distractors d1, d2 and add to

choices
15: Update µ and used_choices
16: Shuffle choices and assign to qe
17: Set correct choice score to−1.0, others

to −2.0
18: Mark qe.type← mixed, and update C
19: if choices /∈ C then
20: Add qe to Q and to C
21: end if
22: end if
23: end for
24: end for
25: return Q
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