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Abstract

The event, as well as argument trigger detec-
tion, are essential sub-tasks of the event extrac-
tion system. Lots of effort has been devoted
to improving the performance of trigger de-
tection systems. But, the effect of low-level
tasks like Parts-of-Speech (POS) tagging as an
auxiliary task in multi-task learning of event
and argument trigger detection has not been
understood well in literature. In our current
work, we propose a BERT-based multi-task ar-
chitecture that learns a shared representation
from two sequence labeling tasks, trigger detec-
tion (both event and argument), and POS tag-
ging in a multi-task setup using POS tagging as
an auxiliary task. We show that our proposed
approach achieves a significant performance
boost as compared to single-task models. We
perform our experiment in the Hindi language,
unlike previously proposed works.

1 Introduction

Multi-task learning (MTL), as the name suggests, is
to learn multiple semantically related tasks in paral-
lel. The effectiveness of MTL has been demon-
strated in various NLP tasks (Ruder, 2017) by
the research community. MTL accomplishes a
better-generalized knowledge by leveraging the
task-specific knowledge of semantically related
tasks (Caruana, 1997). However, apart from some
theoretical recommendations (Caruana, 1998; Bax-
ter, 2000; Ben-David and Schuller, 2003), we don’t
have a well-understood understanding in MTL
about the preconditions for tasks to be regarded
as related to another task. Finally, Xue et al. (2007)
says that similar tasks have a close parameter vec-
tor. More recently, (Alonso and Plank, 2016) ob-
serve that morphosyntactic tasks like POS tagging
with low kurtosis and relatively high entropy val-
ues work better as an auxiliary task. In our cur-
rent work, we try to improve the performance
of event and argument trigger detection (hence-
forth trigger detection) through MTL setup. Sim-

ilar to (Sahoo et al., 2019), we learn both event
trigger and argument trigger detection as a single
task. We observe that in most cases, event and
argument triggers have a particular POS tag se-
quence. In both the example, single token triggers
like ‘9Tg’ (baadh) and &I (bhooskhalan)
have POS tags ‘NN’. For multi-token event trigger
“FhieT @1 (barpheele toophaan) has POS bi-
gram tag sequence “JJ NN”. Similarly in most of
the cases, place arguments (“‘Eﬁc?ﬂ‘ FLA” (poor-
vottar keral) and “<T_T & Q@? 9T (cheen ke
enhuee praant)) contains proper nouns (NNP) in
their POS n-gram sequence (“JJ NNP” and “NNP
PSP NNPC NN respectively) and casualty argu-
ments (“10 &I T (10 kee maut) and “13 ST
(13 log)) contains quantifiers (QC). It also makes
sense to use the POS tag as an auxiliary task since
POS information is used as a feature in the trig-
ger detection task. Previous studies (Gildea and
Palmer, 2002; Collobert and Weston, 2008; Alonso
and Plank, 2016) also suggests using low-level task
as an auxiliary task to improve semantic tasks.

* Example Sentence 1 : ‘Q\’cﬁt'ﬁ'(‘ FCAH qTE
AT EEATH 10 Fr AT

* Transliteration : poorvottar keral mein
baadh aur bhooskhalan mein 10 kee maut

* Translation : 10 killed in floods and land-
slides in northeast Kerala

* Output 1 (Trigger Detection) : B-Arg I-Arg
O B-Event O B-Event O B-Arg I-Arg I-Arg

* Output 2 (POS Tagging) : JJ NNP PSP NN
CC NN PSP QC PSP NN

« Example Sentence 2 : 1 & Qg‘{‘ e 7
13 ART THict TRTH AL T &

* Transliteration : cheen ke enhuee praant
mein 13 log barpheele toophaan mein maare
gae hain

 Translation : 13 people killed in snow storm
in Anhui province of China



¢ Qutput 1 (Trigger Detection) : B-Arg I-
Arg I-Arg I-Arg O B-Arg I-Arg B-Event
I-Event OO O O

¢ Output 2 (POS Tagging) : NNP PSP NNPC
NN PSP QC NN JJ NN PSP VM VAUX
VAUX

2 Related Work

Event and argument trigger detection has been a
prevalent task in the research community for a long
time. Initial feature-based approaches (Ji and Grish-
man, 2008; Liao and Grishman, 2010; Hong et al.,
2011; Riedel and McCallum, 2011a,b; Li et al.,
2013; Venugopal et al., 2014) and neural network
based approaches (Nguyen and Grishman, 2015;
Chen et al., 2015; Nguyen and Grishman, 2016;
Ghaeini et al., 2016; Feng et al., 2018; Nguyen
et al., 2016; Yang and Mitchell, 2016; Liu et al.,
2018b) are used for event detection. External re-
sources like uses FreeBase (Chen et al., 2017),
FrameNet (Liu et al., 2016), explicit annotated argu-
ment information (Liu et al., 2017) and dependency
relationships (Sha et al., 2018; Nguyen and Grish-
man, 2018) are also used for this task. Techniques
like attention mechanism is used by (Liu et al.,
2018a; Orr et al., 2018) to enhance performance.
Multi-task learning has been explored previously
by various studies on multiple NLP tasks, including
NER, POS Tagging, chunking and SRL to name a
few (Caruana, 1997; Collobert and Weston, 2008;
Plank et al., 2016). Alonso and Plank (2016) eval-
uates a set of semantic sequence labeling tasks as
main tasks and morphosyntactic sequence label-
ing tasks as auxiliary tasks. Similarly, we learn
semantic task (trigger detection) as the main task
and morphosyntactic (POS tagging) as the auxiliary
task. To the best of our knowledge, this combina-
tion of main-auxiliary task pairs in any language,
including Hindi has never been studied.

3 Task Description and Contribution

Formally we define the task as follows : Given a
Hindi sentence (S) of form w1, wo, ws,..., Wy, the
task is to identifying event and argument triggers
from the sentence along with the POS tags of each
tokens of the same sentence. The primary goal of
this experiment is to investigate whether learning
POS tags simultaneously along with trigger detec-
tion have any positive influence or not. We briefly
describe each task below.

Event and Argument Trigger Detection : An

event trigger is a word or phrase that indicates a
real-world event. Attributes and participants like
time, place, agent of an event are referred to as argu-
ments. We use IOB (Ramshaw and Marcus, 1999)
tagging format for tagging the event and argument
triggers as they can be a multi-word expression.
Parts-of-Speech Tagging : Parts-of-Speech Tag-
ging is the technique of assigning a word in a sen-
tence to a corresponding part-of-speech tag based
on its context and definition. We can summarize
the main contribution of this paper as follows :

* We propose a multi-task architecture using
multilingual BERT, which learns two sequence
labeling tasks viz. trigger detection and POS
tagging simultaneously.

* Through experiments, we show and prove our
hypothesis that learning POS tags as an aux-
iliary task significantly improves the perfor-
mance of trigger detection tasks.

4 Methodology
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Figure 1: Proposed architectures for multi-task se-
quence labeling

In all the models, we use pre-trained cased mul-
tilingual BERT Asg (henceforth BERT) (Devlin
et al., 2018) as encoder. For an input sentence S
= [wy, wa, ws,..., wy], BERT encoder takes input
sentence of the form [[CLS], wy, ws, ws,..., Wy,
[SEP]. We obtain H = [h1, ho, hs, . . ., hy,] where
each h; is the contextualized vector representation
of corresponding word w; of input sentence S. We
formulate both the problem as a token classifica-
tion problem where we assign each input word w;
a structured label. In single task baseline-1, we
classify each contextualized vector h; into one of
the output labels. For baseline-2, we learn an extra
linear layer for each input token w;. We pass each
contextualized vector h; into a linear layer to ob-
tain another vector representation e;. Finally, we
classify each e; into one of the output labels. We



Tasks Multi-Task Baseline-2 (Single Task) Baseline-1 (Single Task) Support
Tags P R F1 P R F1 P R F1
B-Event 0.69 0.74 0.71 0.69 0.70 0.70 0.71 0.68 0.69 1,976
I-Event 0.65 0.59 0.62 0.70 0.53 0.60 0.68 0.54 0.60 1,299
B-Arg 0.63 0.57 0.60 0.66 0.51 0.58 0.70 0.47 0.56 4,883
I-Arg 0.64 0.56 0.60 0.64 0.54 0.58 0.67 0.51 0.58 17,770
(0] 0.86 0.89 0.88 0.85 0.90 0.88 0.85 0.92 0.88 67,631

Table 1: Results for Trigger Detection. P, R and F1 stands for Precision, Recall and F1-Score respectively

present a multi-task architecture (Figure-1) for si-
multaneously learning triggers and POS tags. Sim-
ilar to baseline-2, here also we learn an extra linear
layer on the top of BERT output. All of the layers
except the output layer use hard parameter sharing.
Separate output layers for each task are added to
the outermost layer. We employ the Cross-entropy
loss as our loss function and the Softmax activation
function for token classification for both the task.
We calculate the loss function for multi-task model
by using the formula : A1 L7,y + A2Lpos, Where
Lrrig, Lpos are the loss functions for trigger de-
tection and POS tagging respectively. A\; and A2
are learnable weighting parameters.

5 Experimental Setup

Train Test Dev
# sentences 19,845 | 5,800 4,459
# event triggers (ET) 6,824 1,983 1,577
# total tokens : ET 11,353 3,290 2,657
average length : ET 1.66 1.66 1.68
# argument triggers (AT) | 16,159 | 4,897 3,903
# total tokens : AT 76,869 | 22,680 | 18,285
average length : AT 4.76 4.63 4.68

Table 2: Dataset Statistics

5.1 Dataset

We use “A Platform for Event Extraction in Hindi”
dataset (Sahoo et al., 2020) in our experiments.
The dataset is annotated for the tasks: event and
argument trigger detection and classification, and
event-argument linking. We only consider event
and argument trigger labels and follow the same
train-dev-test split of the dataset described in the
paper. We also incorporate the POS tags into the
dataset. To minimize manual effort, we use an
available Hindi POS tagger (shallow parser)' to
automatically assign synthetic POS labels to each
tokens. Table-2 shows the dataset statistics.

!The shallow parser examines a sentence for morpholog-
ical analysis, POS tagging, Chunking, etc. It is managed

by the LTRC IIIT-Hyderabad and developed by a group of
institutions

5.2 [Experiment Overview

We carry out our experiments on five models: two
single task trigger detection models (Baseline-1
and Baseline-2 models), two single tasks POS tag-
ging models (Baseline-1 and Baseline-2 models),
and one multi-task model. We run each model
thrice with three different seed values (42,142,333)
and report the average of all three runs for each
model. We run each experiment with a maximum
sequence length of 250 for 15 epochs. The training
batch size is 16. We fine-tune all the models using
the AdamW optimizer with learning rate 5 1075,
We select the best model based on its performance
in the validation set. We also use global gradient
clipping with norm value 1.

100

os0
080
070
os0
os0
040

Metric Value

030
020
010
000

Accuracy - O Labels

ccuracy - Overall jacro - F1

[ MutiTask o0s8 oss os1 o068
|m Baseiine 2 055 050 080 0s7
| # Baseline 1 o052 002 0s1 056

Figure 2: Comparison of results for various metrics for
all the models. Each of the values is calculated by taking
the average of three runs

6 Experimental Results and Analysis

Table-1 shows the results for the trigger detection
results. We compare the results of both the single-
task models with the proposed multi-task model
and find out that the performance of the trigger de-
tection task of the multi-task model is improved
compared to both the baseline model. However,
the performance of the POS tagging task is slightly
deteriorated as compared to the baselines. For the
POS tagging task, baseline-2 gives the best perfor-
mance. For trigger detection task, we observe per-
formance improvement for trigger labels (B-Event,
I-Event, B-Arg and I-Arg tags) where the improve-
ment is 1.5% - 3.5% as compared to baseline-2
and 3% -7% as compared to baseline-1 in terms



Tasks Multi-Task Baseline 2 (Single Task) Baseline 1 (Single Task) Support
Tags P R F1 P R F1 P R F1
JJ 0.95 0.94 0.94 0.95 0.94 0.95 0.95 0.94 0.94 5,336
NNP 0.88 0.88 0.88 0.89 0.88 0.88 0.89 0.89 0.89 6,461
PSP 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 19,639
NN 0.96 0.96 0.96 0.96 0.97 0.96 0.96 0.96 0.96 23,232
CC 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 2,941
QC 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 0.99 3,280
VM 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 10,873
VAUX 0.99 0.98 0.98 0.99 0.98 0.99 0.99 0.98 0.99 7,746
PRP 0.99 0.98 0.98 0.99 0.98 0.98 0.99 0.98 0.98 2,761
NNPC 0.81 0.80 0.81 0.82 0.81 0.82 0.82 0.81 0.81 2,901
QF 0.98 0.98 0.98 0.99 0.98 0.98 0.98 0.98 0.98 1,055
QCC 0.96 0.99 0.97 0.97 0.99 0.98 0.97 0.99 0.98 198
DEM 0.96 0.98 0.97 0.96 0.98 0.97 0.96 0.98 0.97 894
NST 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1,760
RP 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 1,583
NNC 0.80 0.80 0.80 0.82 0.81 0.82 0.83 0.81 0.82 1,590
RB 0.95 0.96 0.95 0.96 0.96 0.96 0.96 0.96 0.96 450
QO 0.94 0.97 0.95 0.95 0.97 0.96 0.96 0.96 0.96 147
UNK 0.78 0.82 0.80 0.85 0.83 0.84 0.84 0.84 0.84 57
NEG 0.99 1.00 1.00 0.99 1.00 1.00 0.99 1.00 1.00 452
INTF 0.98 0.92 0.95 0.98 0.94 0.96 0.98 0.94 0.96 142
JJC 0.62 0.52 0.57 0.69 0.55 0.61 0.69 0.55 0.60 14
PRPC 0.79 1.00 0.88 0.79 1.00 0.88 0.83 1.00 091 5
WwWQ 0.87 0.95 0.91 0.89 0.95 0.92 0.88 0.96 0.92 37
SYM 0.67 0.22 0.33 0.72 0.44 0.52 0.67 0.22 0.33 3
INJ 1.00 1.00 1.00 0.83 1.00 0.89 1.00 1.00 1.00 1

Table 3: Results for POS Tagging . P, R and FI stands for Precision, Recall and F-Score respectively

of F1-Score. Further investigation reveals that the
proposed multi-task model attains superior perfor-
mance by improving the recall value of the model
across all the tag labels except the O-label. For
O-label, we observe same FI-score for all the mod-
els. A deeper investigation reveals that baseline-1
performs the best for O-label. We calculate the
accuracy for three variants, one considering only
the trigger labels and discarding O-labels, second
considering only the O-labels and discarding the
triggers labels, and third considering all the tag la-
bels. Figure -2 shows that the proposed multi-task
model performs better than both the baselines for
the trigger detection accuracy by 5% (compared to
baseline-2) - 11% (compared to baseline-1). How-
ever, baseline-1 is performing better in detecting
O-label than the others models. The overall accu-
racy of the multi-task model is similar to baseline-1
and slightly better baseline-2. This is due to the
superior performance of the baseline models in
detecting O-labels. As the number of O-labels is
much greater than the others labels (refer Table 1),
we also compare the macro-averaged F/-score, for
all the three models for trigger detection. Form
Figure2, we can observe that the macro-averaged
Fl-score is significantly better (p < 0.05 in paired
t-test) in the multi-task model than the other two

baseline models.

7 Conclusions and Future Work

We assess the influence of POS tagging as an
auxiliary task on event and argument trigger
detection. We observe that the learning POS
tagging in parallel with trigger detection improves
trigger detection performance, though the overall
accuracy is almost similar for all the cases. Due
to the significantly higher number of O-labels,
the dataset has an imbalance tag distribution. So,
we consider macro-averaged F/-score in which
the proposed multi-task model performance is
significantly high than the baseline models. In this
paper, we investigate the influence of POS tags in
detecting the trigger words in the Hindi dataset
and show significant improvement. However, we
hypothesize that POS tagging, a low-level task,
would help predict the event’s and argument’s class
labels. We want to widen our scope of research in
various directions: choosing additional main and
additional tasks and additional datasets of different
languages.
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