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Abstract

This study investigates the linguistic character-
istics signaling enthymemes—arguments with
implicit premises or conclusions—in social
media texts, focusing on their detection us-
ing computational methods. We address two
primary research questions: (1) How effec-
tive are Rhetorical Structure Theory (RST) dis-
course features and online tropes in detecting
enthymemes? (2) What micro-level rhetori-
cal strategies characterize enthymemes in short
texts? We augment a dataset of 313 tweets from
the 2019 British electoral campaign, annotated
for tropes and enthymeme presence, with auto-
matically generated RST trees. Predictive mod-
els, including classical machine learning and
transformer-based approaches (e.g., ROBERTa),
are trained for enthymeme detection. Findings
reveal that RST structural features, such as
nucleus-satellite ratio, tree depth, and partic-
ular patterns of coherence relations, enhance
model capacity to discern enthymeme pres-
ence. A rhetorical strategy involving JOINT,
BACKGROUND, and minimal argumentative
relations is identified as a key pattern in en-
thymeme encoding. While certain tropes (e.g.,
hidden_motives) correlate with implicit argu-
ments, others are less reliable. Contributions
include: (1) a novel dataset annotated for en-
thymeme presence, (2) an analysis of RST and
trope feature efficacy, (3) a signal-based ap-
proach to discern enthymeme types, and (4) in-
sights into micro-level discourse-driven rhetor-
ical strategies for enthymeme detection.

1 Introduction

This paper explores the linguistic characteristics
that signal the presence of arguments with miss-
ing premises or conclusions, also known as en-
thymemes (Walton, 2008; Feng and Hirst, 2011),
in short texts from a computational linguistics per-
spective. The study is motivated by the need to
be able detect enthymemes in social media, where
they are a prevalent means of persuasion, as they
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Figure 1: Overview of the workflow: gold circles rep-
resent gold annotations, while silver circles represent
generated annotations that have been partially verified.

can reduce the recognition of fallacies and false in-
formation, thereby facilitating deceptive argumen-
tation and manipulation (Lombardi Vallauri et al.,
2020). Below is an example of an enthymeme with
a missing conclusion.
1) “The UK Government missed their net migration
target this year. The 37th year in a row they’ve missed their
own target. Brexit was a movement for a British Britain, not

a Britain packed to the rafters with immigrants who do not
share our British values.” [Implicit_distrust_experts_2149]

* Major Premise: Brexit was intended to stop
immigration.

* Minor Premise: The UK government contin-
ues to allow high levels of immigration.

* Conclusion (implicit): Brexit has failed.

We frame the problem as a text classification
task, where each text is classified as containing
an implicit claim or conclusion, or not. Crucially,
we explore different linguistic means of signalling
the presence of enthymemes, focusing on the ef-
fectiveness of Rhetorical Structure Theory (RST)
(Mann and Thompson, 1988) discourse characteris-
tics and Online Tropes as feature types for training
predictive models. While discourse structure cap-
tures the formal organization of textual content,
online tropes reflect culturally situated, often im-
plicit, rhetorical patterns typical of social media
(Flaccavento et al., 2025).

For the purpose of our investigation, we enhance
a dataset of tweets related to the 2019 British elec-
toral campaign around Brexit, previously manually



annotated with tropes by Flaccavento et al., (2025),
by automatically generating RST trees for each
tweet. We then manually annotate the data for the
presence of enthymemes before training predictive
models (classical machine learning and transformer
based) for enthymeme detection. Figure 1 illus-
trates the main workflow adopted.

After reporting the model results, we conduct
an error and success analysis to assess feature rel-
evance. We begin by examining cases that have
been correctly identified by models using discourse
structure features but missed by those based on
tropes. Next, we treat discourse and trope features
as discriminative signals to compare their contri-
butions to successful predictions. Finally, we rein-
force our analysis by leveraging predictive models
for error analysis using XGBoost (Shang et al.,
2019).

Further, we discuss current views in the litera-
ture on implicit argument detection with respect
to discourse features, where only the ambiguous
role of discourse markers has been acknowledged.
After showing the signalling relevance of discourse
structure, in particular the nucleus to satellite ra-
tio, the depth of certain relations, and their specific
configurations, we argue that discourse features go
beyond explicit discourse markers and discourse
structure is indeed relevant to the task and warrants
further investigation.

The role of tropes is then discussed in relation
to recent models for enthymeme detection that
have been enhanced with common sense knowl-
edge. These models perform best when they rely
on expectations about what typically occurs in cer-
tain stereotypical situations. We aim to investigate
whether familiar tropes in a given context, function
similarly to preconceived notions by guiding the
inference of what is contextually relevant.

Following our results and analysis on signal
types, we address how specific patterns of coher-
ence relations, coupled with a minimal use of argu-
mentative relations, contribute to the linguistic en-
coding of enthymemes and highlight a microlevel
rhetorical strategy.

The main contributions of the paper are as fol-
lows:

e Publication of a dataset annotated for en-
thymeme presence.

* An analysis of RST discourse features and
online tropes in relation to their contribution
to model performance.

* An approach that treats these features as sig-
nals to investigate the types of enthymemes
most discernible by predictive models.

* An investigation into the linguistic encoding
of enthymemes from a discourse structure per-
spective.

2 Related Work

Enthymemes have drawn interest in argumenta-
tion studies because they can be formalized using
propositional logic. Yet, this is difficult, as implied
premises are often fallible or context-dependent
(Walton, 2008; Razuvayevskaya and Teufel, 2017).
Reconstructing them is also subjective, relying on
background knowledge that varies across contexts,
and becomes harder as arguments grow longer
and implicit content increases (Sampson and Clark
2008; Becker, 2024).

While implicit premises and claims have been
annotated in various ways, Sperber and Wilson,
(2004) argue that readers infer them through rele-
vance, using common sense or stereotypical knowl-
edge (Walton, 2008). We explore how familiar
tropes similarly guide inference.

Aside from Green, (2010) work, little research
has examined how discourse structure signals im-
plicit argumentation.

In computational approaches, implicit premises
and claims have received some attention, par-
ticularly through recent generative methods for
enthymeme reconstruction (Stahl et al., 2023;
Chakrabarty et al., 2021). However, our focus here
is narrower: we exclusively focus on the task of
enthymeme detection.

Classical machine learning for detecting implicit
premises often treats it as stance classification (e.g.,
explicit vs. implicit stance in reviews), using fea-
tures like cue words and POS tags (Rajendran et al.,
2016). Later work improved results with sentence
embeddings (Schaefer and Stede, 2019).

Our approach differs by targeting diverse claims
on nuanced topics like immigration, similar to Stahl
et al., (2023), who detect implicit content presence
in short texts beyond binary stances using a fine-
tuned DeBERTA model.

Although common-sense-augmented models
help detect implicit elements (Chakrabarty et al.,
2021), it as been observed surface discourse mark-
ers can mislead systems (Becker, 2024). To our
knowledge, no study has yet explored the role of



discourse structure relations in automatically de-
tecting implicit premises and claims in short texts.

3 Task Definition

Definition. An implicit argument can be defined
as a chain of inferences in which one or more parts
are left unstated. For example, a syllogism consists
of three parts: (1) a major premise, (2) a minor
premise, and (3) a conclusion. When one of these
parts is missing, the syllogism is considered incom-
plete and is usually referred to as an enthymeme
(Walton, 2008).

Problem definition. Given a short text, our goal is
to assign one of two labels—Implicit or None—to
indicate whether an implicit premise or conclusion
is present.!

3.1 Annotation process

We annotate short texts, specifically tweets, which
may contain one or more enthymemes, though typ-
ically only one. We do not aim to reconstruct the
complete argument structure or provide the miss-
ing components. Instead, we focus on identifying
whether a part of the logical syllogism, either a
premise or a conclusion, has been left implicit.

Guidelines. Since almost any argument can be
expressed as an enthymeme (Lippi and Torroni,
2015), we adopt a cautious approach to limit sub-
jectivity and avoid redundancy (Becker, 2024). We
annotate only cases where a single syllogistic com-
ponent is missing, unless the major premise is com-
mon sense. If both major premise and conclusion
are missing, we label it ‘None’, unless one of them
is common sense. We require shared terms between
premises to ensure minimal logical structure and
exclude common-sense cases like ‘“Rain gets you

wet”.2

The annotation involved three annotators and
yielded a Cohen’s Kappa inter-annotator agreement
of 0.64 before consensus. The agreement was 0.54
when considering all three labels, including the
distinction between premise and conclusion

'We initially trained a model to distinguish between three
labels: Implicit Premise, Implicit Conclusion, and None. How-
ever, due to severe class imbalance, the performance was too
low to support a conclusive error analysis (F1 scores: 0.31 for
premises, 0.34 for conclusions, and 0.64 for None with our
best performing RoBERTa model).

2Full guidelines will be released with the dataset.

Table 1: Gold distribution of None and Implicit cases in
the annotated dataset.

Class N %
None 152 48.56
Implicit 161 51.44
-Conclusion 84 26.84
-Premise 77 24.60
All 313 100.00

4 Dataset

4.1 Tropes Dataset

In this study we make use of a subset of data de-
rived from the Tropes dataset compiled by Flac-
cavento et al., (2025). Tropes have been defined
in media studies: a storytelling device or shortcut
that assumes the audience recognizes the situation
(Gala et al., 2020). By “online trope” we mean
such devices used in online discussions. These
refer not to plots but to human situations, often
implied rather than explicitly stated, yet clearly
understood by readers.

The full Tropes dataset comprises 3,304 tweets
annotated for 9 trope types. From this dataset, we
extracted all tweets on the topic of Immigration
including the trope annotations. To address class
imbalance issues, we removed portions of tweets
that contained no tropes, as these instances were
overly dominant and would have skewed the train-
ing process. In all 313 tweets remained. The final
distribution of tropes in the dataset used for our
experiments is presented in Table 2.

4.2 RST Annotations

Rhetorical Structure Theory (RST; Mann and
Thompson 1988) analyzes text coherence by seg-
menting it into elementary discourse units (EDUs),
which are clause-like spans. EDUs are linked by
coherence relations—such as ELABORATION, CON-
TRAST, CAUSAL, and TEMPORAL—forming a hi-
erarchical tree that represents the text.

RST distinguishes two EDU types: “Nucleus”,
carrying essential content, and “Satellite” adding
extra information. Some relations (e.g., JOINT,
SAME-UNIT) are multi-nuclear.’

In our dataset, the annotations were further en-
riched with automatically generated RST annota-
tions for each individual tweet. Each tweet was
parsed using the DMRST discourse parser devel-
oped by Liu et al. (2021), which is based on

*In this article we use the harmonized set of 18 labels as
described by Braud et al., (2017).



Table 2: Trope type distribution ranked by trope type
frequency. In all 359 tropes are used: 270 out of all 313
cases in the dataset have a single trope, while there are
40 cases with 2 tropes, 3 with 3 tropes and 51 without
a trope. The last two columns give the relative distribu-
tions across gold None and gold Implicit cases per trope

type.

Rank  trope type N % of all % None % Impl.
1 defend_the_weak 78 21.73 47.44 52.56
2 wicked_fairness 68 18.94 44.12 55.88
3 hidden_motives 58 16.16 41.38 58.62
4 time_will_tell 33 9.19 39.39 60.61
5 distrust_experts 30 8.36 33.33 66.67
6 liberty_freedom 19 5.29 52.63 47.37
7 scapegoat 19 5.29 10.53 89.47
8 natural_trad._is_better 3 0.84 66.67 33.33
9 too_fast_too_early 0 0.00 0.00 0.00
0 no trope 51 14.21 78.43 21.57

XLM-RoBERTa-Base (Conneau et al., 2020). This
multilingual, top-down system simultaneously per-
forms EDU segmentation and RST tree analysis.
The parser achieves state-of-the-art performance
on span splitting, nuclearity determination, and re-
lation classification, with accuracy scores of 88.2,
76.2, and 64.7 respectively. A model checkpoint is
publicly available on their GitHub repository.

To enhance the RST annotations, we further ap-
plied a method introduced by Pastor et al. (2025,
which fine-tunes the same DMRST parser using
synthetic data to extract what they found to be a
prevalent pattern of discourse relations found in
social media: JOINT-JOINT—-EVALUATION (JJE)
sequences. Incorporating this improved parser is
particularly relevant for our study, as it allows for
a more precise analysis of discourse structures in
social media. However, since the enhanced parser
tends to over-predict this pattern—with a reported
precision of 0.60 and an F1 score of 0.61—we man-
ually reannotated the affected cases. This process
led to the addition of 35 JJE instances that were not
identified by the original DMRST parser.

5 Experiments

5.1 RST and Tropes Features

The RST discourse features are encoded in a 31-
dimensional feature vector to capture Rhetorical
Structure Theory (RST) discourse features of each
tweet. The tropes are encoded using a one-hot
vector of size 10, corresponding to the ten identified
tropes.

Dimensions 1-18 represent 18 discourse relations
(e.g., ATTRIBUTION, ELABORATION), each valued
as the sum of depths where the relation appears in

the RST tree (0 if absent).

Dimensions 19-30 encode structural features: to-
tal segments (19), non-span relations (20), average
segment length in number of tokens (21), max-
imum tree depth (22), counts of Nucleus (23)
and Satellite (24) spans, Nucleus-Satellite (25),
Nucleus-Nucleus (26), and Satellite-Satellite (27)
relations, leaf nodes (28), internal nodes (29), and
the Nucleus-to-Satellite ratio (30, or O if no Satel-
lite spans).

Dimension 31 indicates discourse marker presence
(1 if any discourse marker from the list provided in
Das and Taboada (2018) appears, O otherwise).

5.2 Training Models for Implicit Argument
Detection

5.2.1 Classical Approaches

To predict the Implicit or None label, we employ
both a Logistic Regression model and a Support
Vector Machine (SVM) with a linear kernel, im-
plemented via Scikit-learn (Pedregosa et al., 2011;
Buitinck et al., 2013), using a feature ensemble
of TF-IDF text representations, RST features, and
weighted trope-specific features. TF-IDF vectoriza-
tion (max_features=5000, stop_words="english’)
is used for preprocessing. Features are combined
using sparse matrices for efficiency and evalu-
ated with 5-fold cross-validation across 10 random
states to provide sufficient data for later error anal-
ysis. Performance metrics (accuracy, precision,
recall, F1-score) for both models are reported per
fold and averaged in Table 3.

5.2.2 RoBERTa

Next we finetune a RoBERTa model (Liu et al.,
2019) using PyTorch and Hugging Face’s Trans-
formers (Wolf et al., 2020), combining RoBERTa’s
[CLS] token embeddings, RST features, and
trope features. Tweet texts are tokenized
(max_length=128) to generate contextual embed-
dings, with the [CLS] token output capturing
sentence-level semantics. RST and trope features
are concatenated with the [CLS] output, passed
through a linear classifier with dropout (0.1). The
model is trained with 5-fold cross-validation over
10 random states, optimized using AdamW (Ir=2e-
5) (Loshchilov and Hutter, 2019) and with 4 epochs.
Accuracy, precision, recall, and Fl-score are re-
ported in Table 3.



Table 3: Performance Metrics (Precision, Recall, and F1-score) for Logistic Regression, SVM, and RoBERTa
models across feature sets (No features, RST, Tropes and RST + Tropes.

Model Metric Type No Features RST Tropes RST + Tropes
Label P R F1 Label P R F1 Label P R F1 Label P R F1
Overall Avg — 0.60 0.59 0.59 — 0.62 0.62 0.62 — 0.62 0.62 0.62 — 0.64 0.64 0.64 (+0.02)
Log. R. Avg per Label implicit 0.60 0.67 0.63 implicit 0.63 0.66 0.64 implicit 0.62 0.71 0.66 implicit 0.64 0.67 0.66
none  0.60 0.52 0.55 none 0.62 0.59 0.60 none 0.63 0.53 0.58 none 0.64 0.61 0.62
Overall Avg — 0.59 0.59 0.59 — 0.61 0.60 0.60 — 0.64 0.63 0.63 — 0.64 0.64 0.64 (+0.01)
SVM Avg per Label implicit 0.59 0.67 0.63 implicit 0.61 0.66 0.63 implicit 0.63 0.70 0.66 implicit 0.64 0.67 0.65
none  0.60 0.52 0.55 none 0.60 0.55 0.57 none 0.64 0.56 0.60 none 0.63 0.60 0.62
Overall Avg — 0.67 0.67 0.67 (+0.02) — 0.66 0.66 0.65 — 0.66 0.66 0.65 — 0.65 0.64 0.64
RoBERTa Avg per Label implicit 0.68 0.70 0.68 implicit 0.66 0.67 0.67 implicit 0.66 0.71 0.68 implicit 0.66 0.65 0.65
none 0.67 0.64 0.65 none 0.65 0.64 0.64 none 0.67 0.61 0.63 none 0.64 0.64 0.63

Table 4: Disagreement counts across RST and Tropes
feature sets. In 109 cases (out of the total 313 cases) the
use of RST features yields a different result from when
Tropes features are used.

Class N  RST None, Tropes Imp.  RST Imp., Tropes None
None 48 28 20
Implicit 61 36 25
-Conclusion 30 22 8
-Premise 31 14 17
All 109 64 45

5.3 Results

Our results in Table 3 indicate that both classical
machine learning models, Logistic Regression and
SVM, benefit from the inclusion of additional fea-
tures. Specifically, SVM performs comparably well
when using either tropes or RST features individu-
ally, while Logistic Regression sees greater gains
from tropes alone than from RST features. No-
tably, the best overall performance is achieved by
RoBERTa without any added features. Incorporat-
ing external features in RoBERTa actually leads
to a decline in performance, presumably because
explicitly adding discourse features (e.g., mean-
pooled representations) may introduce redundancy
or interfere with the model’s internal representa-
tions, thereby reducing its overall effectiveness.

6 Error/Success Analysis

6.1 Comparison of RST Features for None vs.
Implicit

We further observe in Table 4 that the Logistic Re-
gression models using only tropes or only RST
features often make different predictions. Among
the 109 cases where the two models disagree, RST
performs better in identifying None instances. In
contrast, the trope-based model is more effective in
predicting implicit cases, particularly those involv-
ing implicit conclusions. Despite these differences,

Table 5: Comparison of RST Features for None vs.
Implicit

Feature None Impl. Diff
Gains (None > Implicit)
nucleus_to_sat._ratio 1.14 092 +0.22
pres._manner-means 0.11 0.00 +0.11
pres._same-unit 0.07 0.00 +0.07
pres._textualorg. 0.07 0.00 +0.07
pres._attribution 0.07 0.00 +0.07
pres._enablement 0.11 0.04 +0.07
pres._comparison 0.04 0.00 +0.04
pres._contrast 0.07 0.04 +0.03
pres._explanation 0.11 0.08 +0.03
pres._elaboration 0.25 0.24  +0.01
Losses (Implicit > None)
disc._marker_pres. 1.43 2.80  -1.37
num_relations 2.57 3.72 -1.15
num_segments 3.57 472 -1.15
nucleus_spans 221 336 -1.15
max_depth 2.82 396  -1.14
nucleus_nucleus_rel. 1.04 1.80 -0.76
avg_segment_length  12.18 12.84  -0.66
pres._joint 0.39 0.88 = -0.49
nucleus_sat._rel. 1.54 1.92  -0.38
pres._background 0.32 0.64 -0.32
pres._evaluation 0.00 024 -0.24
satellite_spans 1.18 1.36 -0.18
pres._condition 0.00 0.04 -0.04

the overall number of correct predictions is quite
similar between the two models, with RST cor-
rectly classifying 28 None cases and 25 Implicit
cases, while the trope-based model correctly clas-
sifies 36 Implicit cases and 20 None cases. This
balance is consistent with their identical F1 scores
of 0.62.

Table 5 takes a closer look at the 53 cases cor-
rectly predicted by the Logistic Regression model
enhanced with RST features, but not by the model
using Trope features. The table separates these into
28 correctly classified None cases and 20 correctly
classified Implicit cases, highlighting the differ-
ences in the corresponding RST features. This



breakdown offers insights into which RST features
were most effective in distinguishing between None
and Implicit instances.

Some notable characteristics of the RST features
used include the following:

1. The tweets containing implicit premises /
claims demonstrate greater structural com-
plexity, incorporating more discourse markers
(2.80 vs. 1.43, difference: —1.37), segments
(4.72 vs. 3.57, difference: —1.15), relations
(3.72 vs. 2.57, difference: —1.15), nucleus
spans (3.36 vs. 2.21, difference: —1.15), and
deeper hierarchies (maximum depth: 3.96 vs.
2.82, difference: —1.14).

2. There is frequent use of relations such as
JOINT (—0.49), BACKGROUND (—0.32) and
EVALUATION, which contribute to a more sub-
jective and critical attitude through layered ar-
guments and suggestive language, as observed
in example (2).

3. In contrast, None tweets exhibit a simpler
and flatter structure, characterized by a higher
nucleus-to-satellite ratio (1.14 vs. 0.92, differ-
ence: +0.22) and more direct relations such
as ENABLEMENT (+0.07), TEXTUALORGA-
NIZATION (+0.07), ATTRIBUTION (+0.07),
and ELABORATION (+0.01), emphasizing
clear and explicit messaging, as shown in ex-
ample (3).

(2) I have zero tolerance for abuse of our immigration
system. [BACKGROUND] Under my #NewPlanForImmigra-
tion, I want to ensure the British people have confidence in
the system, [ELABORATION] including stopping those who

threaten our national security [JOINT] & push dirty money
around our cities.

A3 A National Crime Agency spokesman says
[ATTRIBUTION] a 33-year-old Iranian national and a 24-year-
old British man have been arrested in Manchester [CAUSE]
on suspicion of arranging the illegal movement of migrants
across the English Channel

We observe here that the RST feature-enhanced
model makes its distinctions by making use of
structural complexity (segments, nucleus-satellite
order, depth) features, and specific relations like
EVALUATION and BACKGROUND for Implicit
tweets, versus simpler structures and direct rela-
tions for None tweets.

6.2 Interpreting Feature Relevance in
RoBERTa’s predictions

Here we zoom in on using features as signals for er-
ror or success analysis to better understand what the

best performing system (RoBERTa, text-only) got
right or wrong, rather than analyzing what feature
proved to be helpful for predictions. The analysis
given below is supported by the numbers in Table
6 in Appendix A. Though it is difficult to reason
on the small dataset that we have and we should be
careful with any generalizations, we do highlight
the following characteristics which stand out when
looking at the table:

High-Impact Framing: JOINT with BACK-
GROUND Relations. The combination of JOINT
and BACKGROUND (where presence_joint = 1
and presence_background = 1) stands out as a
key feature in the analysis. This configuration is
particularly dominant in Implicit arguments, with
40 instances and an F1 score of 0.89, ranking first
among RST features for Implicit cases. It also
appears in some None arguments, with two trope-
based entries. For example, in the “time_will_tell”
Implicit class, the model achieves a perfect F1
score of 1.0. The reason for this effectiveness
lies in the way JOINT facilitates the listing of mul-
tiple claims, while BACKGROUND, similarly to
EVALUATION, provides a context that suggests mo-
tives or critiques in Implicit arguments such as in
example (4). This combination’s flexibility, cou-
pled with its relatively high frequency and perfor-
mance across several tropes—such as “no_trope”,
“time_will_tell”, and “hidden_motives”—makes it
a particularly strong signal in the system’s predic-
tions.

(4)  “OVER 700 Migrants today. [JOINT] YOU will have
operations & tests cancelled [JOINT] YOU won’t get a pen-
sion or elderly care [BACKGROUND] FACT Join @UKIP
[EXPLANATION] because the Conservatives are killing us.”
[Implicit_2805]

Example (5) illustrates a typical use of an im-
plicit premise, where three statements are pre-
sented without any explicit argumentative connec-
tive, serving as background to better frame the cri-
tique of the Conservatives. By doing so, the writer
avoids directly stating the main premise, which is
instead taken for granted, namely, that mass immi-
gration is responsible for canceled operations and
tests, as well as the unavailability of pensions and
healthcare.

(5) “Innocent : [BACKGROUND] Seven-year-old Emily
Jones was stabbed to death in a park in Bolton, [JOINT]
and Albanian immigrant Eltiona Skana has been charged.
[EVALUATION] Why isn’t this story on the front page of
every newspaper?” [Implicit_2553]



Similarly, we see here a complex structure that
makes minimal use of argumentative relations.
It connects multiple statements and frames them
through a BACKGROUND relation, before conclud-
ing with a final point using the most frequent ar-
gumentative relation in these cases: EVALUATION.
This relation is argumentative because it involves
subjective interpretation or appraisal, often aimed
at persuading or influencing the reader’s perspec-
tive. In short, a common pattern is the assembly of
non-argumentative relations (BACKGROUND and
JOINT) leading up to a single argumentative rela-
tion. The reader then focuses on this final point
and overlooks the deceptive logic of the preceding
arrangement, which often rests on defeasible or
debatable premises or claims, as in (4), where the
media is portrayed as selectively reporting crime,
potentially due to political bias or fear of fueling
anti-immigration sentiment.

Tropes: Tropes are significant yet ambiguous sig-
nals in classification, with varying predictive reli-
ability. The “scapegoat” trope strongly indicates
implicit conclusions (5 to 7 instances, F1 scores
0.75-1.0, Table 6). Similarly, the “no_trope” la-
bel often signals the absence of an implicit argu-
ment, occurring in 5 None different feature types
(6 to 9 instances, F1 scores 0.94—1.0), but this is
not always the case, as high-impact framing dis-
course structures, such as max_depth = 2 and nu-
cleus_spans =2 (F1 = 1.0, None instances), provide
a more accurate signal, achieving higher predictive
precision than “no_trope” alone. In contrast, the
“defend_the_weak” trope is less reliable, as it is
distributed across 5 Implicit (7-14 instances, F1
0.66-1.0) and 5 None RST feature types (7-9 in-
stances, F1 0.85—1.0), indicating that tweets with
this trope are not consistently predicted, as its even
spread reduces its discriminative power.

6.3 Predictive model for error analysis

Building predictive models for error analysis has
recently become a popular practice for the ex-
plainability of deep learning models (Savinova and
Hoek 2024; Liu et al. 2023). We use tropes and
RST features to interpret which factors best pre-
dict ROBERTa’s errors or successes in detecting
implicit premises/claims. We train an XGBoost
model on a training set combining RST features
(e.g., discourse markers, tree depth) and trope fea-
tures, with binary labels for RoOBERTa’s correct
(‘success’) or incorrect (‘error’) predictions. Using

the classification gain metric (Shang et al., 2019),
we identify features most influencing RoOBERTa’s
outcomes. The model achieves 0.65 accuracy.

SHAP Feature Importancefor Success
(Increasing Probability of Success)

avg segment_length _ 0.7020
depth_sum_joint _ 0.5881
nucleus_nucleus_relations _ 0.4763
nucleus_to_satellite_ratio _ 0.3984
internal_nodes _ 0.3951
nucleus_spans _ 0.3092
depth_sum_background _ 0.2894
defend_the_weak | NEEEEEEE o.2c08
max_depth _ 0.2583
depth_sum_elaboration _ 0.2412
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Figure 2: Feature relevance visualizations. SHAP val-
ues for XGBoost feature relevance for ROBERTa model.
Tropes are color-coded in red.

What we observe from the graph in Figure 2 is
that RST structural features are indeed picked up
and contribute to the model’s ability to predict suc-
cessful classifications by RoOBERTa. The most rele-
vant features highlight aspects related to the posi-
tion of JOINT relations (e.g., depth_sum_joint) and
their prevalence. Specifically, high values for nu-
cleus_nucleus_relations and nucleus_satellite_ratio
suggest the presence of JOINT relations, which
are by definition nucleus-nucleus. The relevance
of these features in the figure thus suggests that
larger JOINT patterns are likely to lead ROBERTa
to successfully predict the presence of an implicit
premise or claim.

In contrast, our manual inspection shows that
tweets containing the “defend_the_weak” trope are
not among the most successfully predicted. Its
presence in the feature relevance graph (Figure 2
in Appendix A) suggests it contributes more to
predicting RoBERTa’s classification errors. This
aligns with the earlier analysis indicating that cer-
tain tropes can be ambiguous, as they do not con-
sistently signal the presence of an implicit premise.

Of note, the general absence of tropes among
the most significant features in the graph in Fig-
ure 2 suggests that the presence of a trope only
partly influences RoBERTa’s preictions. This is
reflected in ROBERTa’s comparatively better per-
formance in correctly identifying the absence of im-
plicit premises or claims, unlike the trope enhanced
SVM and Logistic Regression models, which tend
to overpredict their presence when a trope is also
present.



7 Discussion

We first report that incorporating the presence of
tropes and RST characteristics as features improved
results for classical machine learning approaches.
More specifically, our feature and signal analysis
suggests that it was structural characteristics such
as the number of segments, the nucleus satellite
ratio, the depth of certain relations, and their spe-
cific patterns that were most discernible by the
RoBERTa model and the classical ML models.
These discourse features go beyond simply an-
notating the presence of discourse markers and
demonstrate that discourse structure has something
meaningful to contribute to the task of enthymeme
detection.

Beyond model performance, our results point
to the existence of a particular micro-level rhetor-
ical strategy, characterized by patterns of JOINT,
BACKGROUND, and a minimal use of argumenta-
tive relations. To the best of our knowledge, no
existing work in discourse analysis directly focuses
on patterns of coherence relations in studying en-
thymemes. However, both Li and Xiao, (2021) and
Pastor et al., (2024) note that texts containing mult-
inuclear relations like JOINT and deeper structures
are worth considering in the analysis of persuasion,
as they find such elements to be frequent in their
data. This aligns with the idea that when loosely
connected statements are linked via the multinu-
clear JOINT, they can trigger an inference process
in the reader, leading them to perceive the implicit
content as their own (Reboul 2011; Lombardi Val-
lauri et al. 2020 ).

When it comes to tropes, just as Flaccavento
et al. (2025), the authors of the dataset we use, have
emphasized that tropes can exist independently of
persuasion strategies, we observe that they can also
exist independently of enthymemes. Our initial in-
tuition was that tropes might function as perceived
notions guiding inference, acting as common sense
knowledge that could serve as a warrant for making
an implicit claim, or even constituting the implicit
premise themselves. Yet this is not always the case.
Tropes may be more diffuse in context and can-
not always be reduced to propositional elements of
a syllogism. However, some tropes, such as hid-
den_motives and distrust_experts, can more readily
be instantiated as premises or claims, for instance
in the form “the media lies” or “the government is
incompetent.” These considerations lead us to sug-
gest that certain tropes do foster a fertile ground for

persuasion and implicit arguments, and should be
more closely investigated in this specific context,
while others may not.

8 Conclusion

In this paper we investigated the linguistic char-
acteristics that may signal the presence of en-
thymemes. We augmented a dataset of tweets from
the 2019 British electoral campaign on Brexit, pre-
viously annotated with tropes (Flaccavento et al.,
2025), by automatically generating RST trees for
each tweet. We then manually annotated the pres-
ence of enthymemes, resulting in a new dataset
of 313 tweets labeled with implicit premises and
claims. This dataset was then used to train predic-
tive models, including classical machine learning
and transformer-based approaches, for enthymeme
detection.

We conducted an error and success analysis to
evaluate feature relevance. Results show that clas-
sical machine learning models benefit from both
trope and RST features. In particular, structural dis-
course features such as tree depth, nucleus-satellite
ratio, and the positioning of certain relations con-
tribute notably to performance. This supports the
view that discourse structure is not limited to the
explicit presence of discourse markers and deserves
further investigation.

Our findings suggest a rhetorical strategy charac-
terized by JOINT, BACKGROUND, and a limited use
of argumentative relations. Although no previous
work focuses on coherence patterns in enthymemes,
our results align with studies such as Li and Xiao,
(2021 and Pastor et al., (2024) which highlight the
persuasive potential of multinuclear structures like
JOINT

Lastly, some tropes foster implicit argumenta-
tion and merit closer study, while others are not
consistently involved in implicit persuasion or en-
thymeme construction.

Limitations

A limitation of the research presented here is the
size of the dataset, which provides limited insights
into the types of patterns we observe, particularly
with regard to model generalisation—even within
the same type and topic distribution. This leads
us to note that the phenomena we identify may be
closely tied to our specific topic.

Moreover, it is important to note that we only
work with generated data for RST annotations, and



that better labeling of less recognized relations by
parsers could have yielded different results.

Lastly, we reiterate that annotating enthymemes
is a highly subjective task. Although we updated
our guidelines to reflect a precise definition of en-
thymeme aligned with the logical syllogism, it
would have been more robust to include more anno-
tators from diverse backgrounds to further ensure
annotation quality.
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Table 6: Final Ranking Table (Trope-Based)

Trope RST Features Number Fl1 Rank
Implicit Instances
nucleus_spans = 2, discourse_marker_presence = 1 14 0.666667 1
presence_joint = 1, satellite_spans = 1 8 0.857143 2
defend_the_weak presence_joint = 1, nucleus_satellite_relations = 2 8 0.769231 3
presence_evaluation = 1, presence_joint = 1 7 1.000000 4
presence_joint = 1, num_segments = 5 7 0.923077 5
presence_joint = 1, satellite_spans = 1 7 1.000000 1
presence_background = 1, presence_joint = 1 6 1.000000 2
distrust_experts presence_background = 1, discourse_marker_presence = 2 5 1.000000 3
presence_background = 1, nucleus_satellite_relations = 3 5 1.000000 4
presence_joint = 1, nucleus_spans = 3 5 1.000000 5
presence_joint = 1, satellite_spans = 1 10 0.947368 1
presence_joint = 1, discourse_marker_presence = 2 10 0.947368 2
hidden_motives presence_background = 1, max_depth = 3, nucleus_nucleus_relations = 1 8 0.933333 3
presence_background = 1, presence_elaboration = 1 7 1.000000 4
nucleus_satellite_relations = 2, discourse_marker_presence = 1 7 0.923077 5
no_trope presence_background = 1, presence_joint = 1 7 0.833333 1
presence_joint = 1, nucleus_spans = 4 7 1.000000 1
presence_joint = 1, discourse_marker_presence = 3 6 0.909091 2
scapegoat num_segments = 5, discourse_marker_presence = 3 5 1.000000 3
presence_evaluation = 1, satellite_spans = 1 5 0.750000 4
presence_background = 1, presence_joint = 1 5 0.750000 5
presence_background = 1, presence_joint = 1 7 1.000000 1
presence_background = 1, discourse_marker_presence = 3 6 1.000000 2
time_will_tell presence_background = 1, nucleus_spans = 3 6 0.909091 3
presence_background = 1, max_depth = 3 6 0.909091 4
presence_joint = 1, max_depth =3 5 1.000000 5
presence_background = 1, satellite_spans = 1 9 0.800000 1
max_depth = 3, nucleus_satellite_relations = 2 8 1.000000 2
wicked_fairness  presence_background = 1, presence_joint = 1 8 0.933333 3
presence_joint = 1, max_depth = 3, discourse_marker_presence = 2 7 1.000000 4
nucleus_nucleus_relations = 1, discourse_marker_presence = 2 7 1.000000 5
None Instances

presence_elaboration = 1, nucleus_spans = 2 9 1.000000 1
presence_background = 1, satellite_spans = 2 9 0.875000 2
defend_the_weak presence_elaboration = 1, satellite_spans = 1 8 0.933333 3
nucleus_nucleus_relations = 1, discourse_marker_presence = 1 8 0.857143 4
presence_elaboration = 1, nucleus_satellite_relations = 3 7 0.923077 5
distrust experts presence_joint = 1, satellite_spans = 1 5 0.750000 1
—eXPp presence_joint = 1, nucleus_satellite_relations = 1 5 0.750000 2
presence_joint = 1, nucleus_spans = 4 7 0.444444 1
presence_background = 1, presence_elaboration = 1 6 0.666667 2
hidden_motives presence_joint = 1, satellite_spans = 1 6 0.666667 3
presence_joint = 1, discourse_marker_presence = 2 6 0.666667 4
presence_background = 1, satellite_spans = 1 6 0.500000 5
liberty_freedom  presence_background = 1, presence_joint = 1 6 0.666667 1
nucleus_spans = 2, discourse_marker_presence = 1 9 0.941176 1
max_depth = 2, nucleus_spans = 2, satellite_spans = 1 7 1.000000 2
no_trope max_depth = 2, nucleus_spans = 1, satellite_spans = 2 7 1.000000 3
max_depth = 2, nucleus_satellite_relations = 1, nucleus_nucleus_relations = 1 6 1.000000 4
max_depth = 1, nucleus_spans = 1, nucleus_satellite_relations = 1 6 1.000000 5
presence_background = 1, presence_elaboration = 1 6 0.666667 1
presence_elaboration = 1, num_relations = 5 6 0.666667 2
time_will_tell presence_background = 1, presence_elaboration = 1, num_segments = 6 5 0.750000 3
presence_background = 1, presence_elaboration = 1, num_relations = 5 5 0.750000 4
nucleus_nucleus_relations = 2, discourse_marker_presence = 3 5 0.333333 5
presence_joint = 1, nucleus_spans = 3 8 0.933333 1
presence_joint = 1, satellite_spans = 1 7 0.833333 2
wicked_fairness presence_elaboration = 1, satellite_spans = 1 6 1.000000 3
presence_joint = 1, nucleus_satellite_relations = 1 6 0.909091 4
nucleus_spans = 2, nucleus_nucleus_relations = 1 6 0.909091 5
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