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Abstract

The automation of data engineering tasks is invaluable for enterprises to increase
efficiency and reduce the manual effort associated with handling large amounts of
data. Large Language Models (LLMs) have recently shown promising results in
enabling this automation. However, data engineering tasks in real-world enterprise
scenarios are often more complex than their typical formulations in the scientific
community. In this paper, we study the challenges that arise when automating
real-world enterprise data engineering tasks with LLMs. As part of the paper, we
perform a case study on the task of matching incoming payments to open invoices,
an instance of the entity matching problem. We also release a hand-crafted dataset
based on the actual enterprise scenario to enable the research community to study
the complexity of such enterprise tasksp_-]

1 Introduction

LLMs have shown promise for data engineering. Large Language Models (LLMs) have shown
great potential to support the automation of a broad spectrum of data engineering tasks, such as
column type annotation and entity matching [5,[8}[10]. Since LLMs are easy to use via prompting,
they can render data engineering accessible to many practitioners. Therefore, they are a promising
avenue for enterprises to automate processes without needing expensive, specialized solutions [17,[12]].
However, recent work has shown that LLMs often do not work well out-of-the-box on enterprise data,
as its characteristics differ vastly from the public datasets that LLMs are usually trained on [l [15].

Data engineering in enterprises looks different. Apart from the distinctive characteristics of
enterprise data, a second overlooked challenge is that the fasks in enterprise scenarios also differ from
those formulated in the scientific community. Data engineering in enterprises is typically approached
with broader business objectives in mind. One challenge, therefore, is that enterprises often work
with business entities represented by multiple items in different tables. Moreover, enterprise tasks are
often compounds of many individual steps. For example, since business objects are often spread over
multiple tables, the first step is usually to define a view before the actual task (e.g., entity matching)
can be executed. With this paper, we want to draw attention to the fact that data engineering tasks in
real-world enterprise scenarios are, thus, typically much more challenging. To showcase this problem,
we provide experiments from an initial case study demonstrating how these difficulties affect the
performance of LLMs when used for such tasks.

Case study: Entity matching in enterprises. In this paper, we work on a real-world instance of the
entity matching problem based on a scenario of the enterprise software company SAP. As illustrated
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Figure 1: Real-world enterprise entity matching use case: matching incoming bank statements to open
invoices. The task is complex due to the data being represented by multiple tables, the occurrence of
1:N matches, as well as human errors and small discrepancies in the transferred amounts.

in Figure[I| we use a scenario where incoming payments must be matched to open invoices, a task
many companies face that is still solved with high manual efforts. This task is an example of a
challenging enterprise problem where invoices and bank transfers are not of the same type, as is often
the case in enterprise entity matching. Moreover, the data also presents challenges. For example, the
memo lines of incoming bank statements are not standardized, and thus, human errors occur regularly,
making automatic matching difficult.

Contributions. We make the following contributions: (1) We describe common complexities of
data engineering tasks in enterprise scenarios. (2) We perform a case study on matching incoming
payments to open invoices with the help of LLMs and pinpoint where the difficulties of enterprise
tasks are. (3) We release our hand-crafted dataset for the payment-to-invoice matching task, which
aims to resemble the data from the actual enterprise software system we have access to and mirrors
some of the challenges to foster further research on enterprise data and tasks.

2 Data Engineering Tasks in Enterprise Scenarios

In real-world enterprise scenarios, data engineering tasks are often more complex than their typical
formulations in the scientific community. In this section, we highlight general challenges we see in
enterprise tasks and point out task-specific challenges specifically for entity matching in enterprises.

Compound tasks. While data engineering tasks in research are usually addressed as isolated
problems, such as de-duplication [9] and missing value imputation [7]], tasks in enterprise contexts
are typically approached on a more holistic level concerning broader business objectives. Instead of
focusing on individual tasks, enterprises aim to solve end-to-end workflows. One example beyond
matching payments to invoices is tariff classification, which determines the correct commodity code
when importing and exporting goods to ensure compliance with customs regulations. This process
includes multiple separate steps: (1) Collecting and integrating structured and unstructured product
information (materials, country of origin, etc.) from various sources (ERP systems, catalogs, product
databases), as well as finding previous classifications of similar products. (2) Data cleaning and
normalization, such as considering units of measurement. (3) Matching the products to the correct
commodity code. While these steps can be executed sequentially, errors often propagate and amplify
in later steps. As such, analyzing steps in isolation does not reveal the overall quality of the task.

Task-specific views. Data in enterprise systems often takes the shape of business objects represented
by multiple rows stored in different tables. For example, a product might be represented by a
table containing basic product information like weight and size. However, the used materials and
information on how many products are in storage is stored in separate connected tables. For data
engineering tasks, one must either (manually) construct views that extract the fields relevant to the
task into a single table, or approaches have to deal directly with the complex 1:N and N:M table
structures that form a business entity.

Matching between different types of entities. In public entity matching datasets, the entities
to be matched are usually of the same type, like e-commerce products, restaurants, and scholarly
articles [4}11]. Meanwhile, enterprise scenarios often require matching between entities of different
types, like payments to invoices or products to commodity codes, which might have overlapping but
different sets of attributes, as shown in Figure E}

Multi-matches. An additional challenge in enterprise scenarios is that the matches are often not
1:1 matches as in the literature, but can also be 1:N, N:1, or even N:M, making the problem much
more difficult. In our payment-to-invoice matching scenario, it is quite common for a customer to pay



Table 1: F1 scores when matching payments to invoices. We incrementally increase the difficulty of
the task by adding errors, multi-match cases, and representing invoices by multiple connected tables.

model initial data + errors + multi-matches + multiple tables
GPT-3.5-Turbo-1106 0.97£0.02 0.96 + 0.01 0.88 + 0.01 0.44 £0.02
GPT-40-Mini-2024-07-18  0.98 £ 0.01 0.58 £ 0.04 0.52 +£0.03 0.51 £0.02
GPT-40-2024-08-06 0.98 £0.01 0.79 £0.03 0.66 = 0.02 0.58 £ 0.02

multiple invoices with only one payment (1:N) or for one invoice to be paid by multiple payments
(N:1), such as in the case of down payments or by holding back money due to quality issues with the
product. Even a combination of both cases is conceivable (N:M).

Data complexity. The characteristics of enterprise data differ vastly from many publicly available
datasets from the web [[1]. Tables often have many more rows and columns and a higher sparsity.
Furthermore, table names, attribute names, and cell values are often not descriptive and require
domain-specific background knowledge to understand [3}[13]]. Thus, the characteristics of enterprise
data again amplify the difficulty of enterprise tasks.

Human errors and discrepancies. Whereas some cases in the payment-to-invoice matching scenario
can be trivially solved using regular expressions, the fact that the memo lines of bank statements are
not standardized often leads to errors that require more elaborate approaches to solve. For example,
our analysis has shown that the way customers fill out bank statements differs considerably between
regions. Moreover, human input often contains errors, such as missing zeros in reference numbers like
80000012345. Besides these genuine mistakes, more sophisticated approaches must also deal with
intentional discrepancies. For example, customers occasionally pay less than the invoice requires,
which companies sometimes accept due to cost reasons if the amount is minimal. However, for larger
differences, the matching must also work but has to emit an additional payment notification, further
complicating the automatic comparison of amounts.

Extra context is required. Data engineering tasks in enterprise settings often require additional
context information. For example, in the payment-to-invoice matching scenario, customers sometimes
send so-called payment advices in an unstructured form, such as PDF documents or e-mails, that
explain which invoices the customer intends to pay with a single payment. It is particularly challenging
to detect if a specific incoming payment requires considering an additional payment advice. Today,
many of these cases still require manual work.

3 Case Study: Matching Payments to Invoices

To empirically examine the challenges that arise when automating enterprise data engineering tasks
with LLMs, we conduct a small case study on the payment-to-invoice matching task using a hand-
crafted dataset. We design a process that generates invoices and payments following the characteristics
of the actual data from an enterprise software system and mirroring some of the challenges described
above. The full dataset contains 15, 521 invoices and 12, 332 payments, and we experiment on 790
matching pairs and 1, 210 pairs that do not match. To start, we formulate the entity matching task as
a binary classification similar to existing literature [8} [10], prompting the LLM to decide if two table
rows (one payment and one invoice) match. We additionally include one positive and one negative
example in the prompt. Afterward, we make the task incrementally more complex. We compare the
performance of three different GPT models from OpenAl [2]], as shown in Table[T]

Experiment 1: Matching payments to invoices. In our first experiment, we incrementally increase
the difficulty of matching payments to invoices based on scenarios we observe in actual enterprise
data. In the following, we explain the different scenarios; the results are shown in Tablem

1. (initial data) First, we run the models on clean 1:1 matches, where the payment memo line
includes the correct reference numbers, the payment amount is exactly as stated in the invoice, and
the customer name is also identical. All three models reach very high F1 scores in this setup.

2. (+ errors) Next, we add small errors and discrepancies to the data that typically occur in real-world
data, such as missing or additional digits in the reference numbers or small discrepancies in the paid
amount, which already lead to a drop in accuracy.
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Figure 2: Precision and recall for the (+ multi-
matches) scenario from Table [} The GPT-40
models show lower recalls, resulting in lower F1
scores than GPT-3.5-Turbo.
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Figure 3: F1 scores for typical error categories
in isolation using GPT-40. Discrepancies in busi-
ness partner names between invoices and bank
statements are especially challenging.

3. (+ multi-matches) Next, we focus on multi-match cases, where either one payment pays multiple
invoices or multiple payments together pay one invoice. As shown in Table[I] this vastly increases
the task’s difficulty. We further investigate the precision and recall to understand the high deviation
in F1 scores between models (see Figure[2). We find that whereas all models achieve a very high
precision, the differences in F1 scores are primarily due to differences in recall.

4. (+ multiple tables) Finally, we represent invoices using multiple connected tables instead of a
single flat table. Our goal is to investigate if LLMs can work directly on these complex schemas
instead of first creating a view. While metadata about each invoice document is stored in one table,
specific information like the amount and due date are stored in a second table, and information about
customers is stored in another separate customer table. In this scenario, GPT-40 and GPT-3.5-Turbo
see large performance decreases compared to the previous experiments, indicating that the models
have difficulties working with the complex data structures often used in enterprises.

Experiment 2: Typical real-world error categories. Our second experiment analyzes the different
error types observed during payment-to-invoice matching on real-world data. Figure [3|compares
the F1 scores for the initial clean data to each error type in isolation. The results show that each
error type causes a decrease in performance, indicating that even minor discrepancies can introduce
challenges for the LLM. However, the greatest performance drop is due to discrepancies in business
partner names between invoices and bank statements. This may suggest that the model relies more
heavily on textual data rather than numerical data and identifiers to perform the matching.

4 Discussion and Road Ahead

Our experiments with LLMs on the task of matching incoming payments to open invoices reveal a
noticeable drop of about 40% in F1 score when transitioning from simple data to data that incorporates
enterprise-specific challenges. Even when comparing manually created views, the F1 scores remain
too low to eliminate the need for manually reviewing the matched instances. Furthermore, given the
typical volume of thousands of transactions per day, performing pair-wise matching is not viable
from both cost and performance perspectives. Our hand-crafted dataset includes only mild forms of
errors and simple table structures with up to three tables. By contrast, the challenges are even more
pronounced in real enterprise settings, suggesting that the drop in an actual enterprise setting could
be significantly more severe.

To address these challenges, we argue that more robust LLMs tailored for enterprise tasks and data will
make a significant impact. For example, we argue that LLMs are required which natively understand
structured data more effectively, especially data which is represented as table structures of multiple
tables [14]. Additionally, models must improve their handling of numerical data and demonstrate
stronger reasoning capabilities to enable tasks that are composed of multiple steps. Future work thus
involves trying out a more step-wise approach (chain-of-thought [16], etc.), where the necessary
information is automatically extracted to a view before matching. Furthermore, techniques like
retrieval-augmented generation (RAG) [6] could help to retrieve necessary context information, for
example from internal documentation or e-mails. With these enhancements, we argue that the gap
between model accuracy as well as the need for manual verification could be reduced significantly,
thereby improving the overall efficiency of enterprise tasks.
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