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Abstract

Persona-based chatbots are conversational Al
systems designed to emulate the behaviour and
characteristics of specific personas, whether
from real life or fiction. Previous research
has mainly concentrated on aligning chatbot
responses with predefined personas. However,
manually creating these personas can be time-
consuming and may not fully capture all as-
pects of an individual’s personality. This study
introduces a new task: persona generation, aim-
ing to generate diverse and high-quality per-
sonas before or during conversations. Inspired
by the success of large language models, we
use ChatGPT to accomplish the task and ob-
serve that the model has a strong sampling bias
towards generating personas resembling a spe-
cific demographic group. To increase persona
diversity, we propose two strategies: (1) Chain-
of-decision prompting and (2) Listing sampling.
Experimental results show that our approaches
significantly outperform temperature sampling
and logit suppression in terms of diversity. As
our method is task-agnostic and does not neces-
sitate additional training, it can be applied to
various tasks that are susceptible to bias from
large language models.

1 Introduction

Creating an open-domain chatbot capable of engag-
ing in natural and unrestricted conversations has
long been a goal in the field of natural language
processing. The challenge has been the wide range
of potential conversation topics and the absence
of a clearly defined objective (Roller et al., 2020).
However, recent advancements in large language
models (LLMs), such as ChatGPT and GPT4 (Ope-
nAl, 2023), have brought significant progress (Lee
et al., 2023; Lu et al., 2023). These models have
shown remarkable success in responding to a vari-
ety of novel questions.

Traditionally, chatbots have been used as vir-
tual assistants for casual chat and information re-
trieval. As most of them lack human-like attributes

such as personalities, emotions, and opinions, the
interactions tend to be monotonous and uninter-
esting. There has been a growing interest in de-
veloping chatbot applications based on personas,
where chatbots assume the identity of specific in-
dividuals (Zhang et al., 2018; Xu et al., 2021; Ahn
et al., 2023). Successful examples of such applica-
tions include Replika (Replika) and Character Al
(CharacterAl). Persona-based chatbots offer users
a genuinely authentic and personalised experience,
fostering long-term rapport. Users can also be able
to switch between different chatbots if they find
one unengaging.

Most research on persona-based chatbots as-
sumes that the personas are predefined, and the
objective is to generate responses from the bot that
align with those personas (Zhang et al., 2018; Xu
et al., 2021; Han et al., 2022). However, crafting
personas manually is a time-consuming process,
involving a wealth of information, such as demo-
graphic backgrounds, personalities, opinions, and
goals. Previous attempts have been made, but they
often resulted in personas limited to a few brief
sentences, which may not capture the depth re-
quired (Zhang et al., 2018; Mazaré et al., 2018).
As human-generated personas have scalability lim-
itations, it is common that one manually-created
chatbot is shared by multiple users. This poten-
tially discourages those seeking dedicated chatbots
for their individual use.

We explore the research question: How can we
automatically create a large number of personas,
each with a distinct background and personality?.
These personas can be generated in two ways: first,
In-advance generation, where a separate model cre-
ates a detailed persona that is then used to guide the
chatbot’s responses, and second, On-the-fly gener-
ation, where the chatbot itself acts as the persona
generation model, gradually revealing the persona
through its interactions. Automatic persona gen-
eration not only provides a unique and authentic
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Figure 1: Demographic distributions of 500 personas generated by ChatGPT and GPT4 with default parameters.

Prompt details can be found in Section 3.1.1

experience for chatbot users but also has significant
potential in various applications. These include
human behaviour simulation (Park et al., 2023),
creating non-player characters in video games, or
constructing persona-based dialogue datasets (Cao
et al., 2022; Mazaré et al., 2018).

We use LLMs for persona generation thanks to
their impressive performance in handling arbitrary
tasks. As shown in Figure 1, we have noticed a
significant sampling bias in the personas generated
by ChatGPT, primarily favouring a specific group:
middle-aged Americans working in the technology
industry. Although GPT4 can significantly improve
persona diversity, the sampling bias remains strong
for certain categories such as nationality and edu-
cation. Despite various proposed methods to mit-
igate bias (Gallegos et al., 2023), many of them
require full control over the system, making them
unsuitable for black-box models like ChatGPT. We
propose two prompting strategies to debias LLMs
and enhance text diversity:

* Chain-of-decision (COD) prompting: This
method involves breaking down the prompt
task into a series of decisions. The LLM sug-
gests different choices for each decision, from
which one is selected. The final output is gen-
erated based on all the selected choices. This
approach is ideal for generating long texts,
such as In-advance persona generation.

* Listing sampling: The LLMs is prompted
to provide a list of diverse responses for the
prompt task. From this list, one response is
randomly chosen as the final output. We sug-
gest this approach for generating short texts
like On-the-fly persona generation.

Experiments show the superiority of our pro-
posed methods over task-agnostic techniques like

temperature sampling and logit suppression. We
achieve remarkable improvements in persona di-
versity with very little degradation in persona co-
herence. As our approach is versatile and does not
necessitate further training, it can be adapted to
mitigate bias in various text generation tasks.

2 Related works

2.1 Debiasing large language models

Large language models have become the standard
for text generation with impressive zero-shot capa-
bilities across various tasks (OpenAl, 2023; Tou-
vron et al., 2023; Anil et al., 2023). Their suc-
cess can be attributed to the significant increase
in model parameters and training data. However,
due to the unverified and unchecked nature of most
of the data, LLMs may unintentionally perpetuate
stereotypes, misrepresentations, and discriminatory
decisions, leading to adverse social consequences
(Gallegos et al., 2023). Several previous studies
have focused on addressing the issue of stereotyp-
ing bias in these models, where the generated text
reinforces stereotypes related to gender, race, eth-
nicity, religion, and other social factors (Gallegos
et al., 2023). For instance, LLMs produce text ex-
pressing positive attitudes towards developed coun-
tries while displaying negative attitudes towards
developing ones (Venkit et al., 2023).

This study investigates the bias related to over-
representation, where generated content tends to
favour specific groups while neglecting the contri-
butions of marginalised communities. This bias
arises from imbalanced labels of different demo-
graphic groups in the training data. Early meth-
ods of bias mitigation focus on improving the
training data. These techniques seek to create
more representative training data by generating



new underrepresented examples (Zmigrod et al.,
2019; Qian et al., 2022) or upsampling existing
representative/low-bias examples (Garimella et al.,
2022; Han et al., 2021), or even generating an en-
tirely new dataset with curated exemplary examples
(Solaiman and Dennison, 2021). Another direction
for bias mitigation is to alter the training loss func-
tion (Woo et al., 2023), updating next-word proba-
bilities during training (Garimella et al., 2021), or
removing specific neurons that contribute to harm-
ful outputs (Webster et al., 2020). However, these
methods require retraining or fine-tuning LLMs,
which can be expensive and time-consuming.

Post-editing approaches, such as modifying the
decoding process, offer better alternatives as they
do not require additional training. One method in-
volves using n-gram blocking to prevent the gener-
ation of potentially biased tokens or phrases during
decoding (Gehman et al., 2020). Constrained beam
search, as demonstrated in (Saunders et al., 2021),
can create more gender-diverse texts. To exert more
control during decoding, (Lu et al., 2020) propose
using predicate logic statements to mandate the in-
clusion or exclusion of specific tokens. Others em-
ploy classification-based methods to identify harm-
ful tokens or measure the negativity in candidate
outputs (Dathathri et al., 2019; Schramowski et al.,
2022). These measurements can then be utilised
for filtering or ranking candidates, as shown in
(Shuster et al., 2022).

Our research aligns closely with the approach
of optimising prompts to minimise bias. This in-
volves modifying prompts to encourage fairness in
the generated outputs. For instance, (Mattern et al.,
2022) explores prompting languages to reduce gen-
der bias related to occupations. (Abid et al., 2021)
and (Venkit et al., 2023) aim to diminish negativ-
ity bias toward specific groups by adding positive
phrases to the original prompts. Similarly, (Sheng
et al., 2020) identifies triggers that promote posi-
tivity for social groups. These methods primarily
address stereotype issues. In contrast, our paper
focuses on optimising prompts not only to address
sampling bias but also to increase text diversity.

2.2 Diverse text generation

Our research work is also closely related to diverse
text generation, where the goal is to generate varied
and diverse outputs while maintaining coherence.
This is still ongoing research despite the success
of LLMs (Padmakumar and He, 2023). Several ap-

proaches have been proposed to promote diversity
by changing the predominant maximum likelihood
training objective. (Shao et al., 2019) propose a
planning-based hierarchical variational model for
generating long and diverse texts. (Du et al., 2022)
and (Bao et al., 2020) introduce a latent structured
variable model, and (Su et al., 2022) propose a
constraint learning framework for similar purposes.
However, these methods necessitate significant al-
terations to the training process, which may not be
ideal for users seeking to use pre-trained LLM:s.
A more viable solution is to improve decod-
ing algorithms. For instance, (Vijayakumar et al.,
2016) propose diverse beam search to decode a list
of diverse outputs by optimising for a diversity-
augmented objective. Instead of always select-
ing the most probable tokens, techniques like Nu-
cleus sampling (Holtzman et al., 2019) and Top-
K sampling (Fan et al., 2018) advocate choosing
less likely tokens to enhance diversity. Addition-
ally, methods like logit suppression (Chung et al.,
2023) discourage the generation of overly common
tokens. (Su and Collier, 2022) demonstrate that
contrastive search decoding outperforms previous
methods in terms of both diversity and coherence.
Unlike existing techniques, our method only re-
quires changes in the prompting language, without
any modifications to the generation model. This
makes it adaptable for any off-the-shelf LLMs.

3 Methodology

3.1 LLMs for persona generation
3.1.1 In-advance generation

In this setting, the chatbot’s persona is created sep-
arately in advance and then used to condition the
chatbot’s responses throughout the conversation.

To generate N different personas, we prompt
LLMs N times as follows:

Create a random individual profile that includes
demographic information. Please consider demo-
graphic diversity when generating the profile.

We explicitly use the term random and an in-
struction from the second sentence to encourage
the randomness and fairness. We also ask LLMs
to include demographic information for later evalu-
ation, but this should not prevent the model from
generating other information about the persona.

3.1.2 On-the-fly generation

It is possible for users to enquire about personal
information that is not included in the chatbot’s pre-



defined persona. In such cases, the On-the-fly set-
ting is designed to generate new information about
the chatbot during the conversation, assuming that
the pre-defined persona is either incomplete or un-
available. This process is carried out together with
the response generation task, where the chatbot’s
persona is revealed in the generated response. We
prompt LLMs for response generation as follows:

Given this conversation:

Person A:

Person B:

Person A:

Imagine you are person B and act as if you were a
real individual who willing to disclose everything.
Please compose the next response for person B in
no more than two sentences.

To obtain N different personas, we conduct N
different conversations, where Person B assumes
the role of the chatbot, and its persona is extracted
for assessments. Person A acts as a persona seeker,
posing questions such as What do you do for work?
to extract persona information from Person B. Per-
son A can be a human or another chatbot. In this pa-
per, we use ChatGPT to simulate Person A. Prompt
details can be found in Appendix A.1.2. Each
conversation begins with two pre-defined greeting
turns, which are then followed by automatic re-
sponses from Person A and Person B.

3.2 Chain-of-decision prompting

It could be argued that for LLMs to accomplish any
given task, there are always several decisions to be
made implicitly during the generation. This is dif-
ferent from what humans do in writing, where the
key decisions and content structures are decided ex-
plicitly beforehand. For example, to write a poem,
the author has to decide on the topic, the structure,
the tone, and so on, before they start composing.

We propose Chain-of-decision (COD) prompt-
ing, where we ask the LLMs to do the planning
before generating the content. The five core steps
are as follows:

1. Decision listing: Given the task description,
LLM:s generates a series of key decisions D =
{Dy, Do, ..., D,,} needed to accomplish the
task.

2. Choice listing: For each decision D;, LLMs
generates a diverse list of possible choices
C; = {C},C%,...,C™} for that decision.

| want to create a random individual profile that includes demographic information. What are
the key decisions | need to make?

1. Name: Decide on a name for the individual. You can choose a first and last name, or just a
first name for simplicity.

. Age: Determine the age of the individual. This can be a specific age or a range (e.g., 25 years
old or between 30-35 years old).

. Gender: Decide on the individual's gender, which can be male, female, non-binary, or other
Please list a diverse range of possible choices for "Name" (as many as possible), each

accompanied by your approximate of likelihood, rated on a scale from 0% (highly
improbable) to 100% (highly probable). Ensure the total probabilities sum up to 100%.

Certainly, here's a diverse range of possible names along with their approximate likelihoods:

1. John Smith -
Maria Garcia - 5%

Name: Maria Garcia

Conditioning on the above information, please list a diverse range of possible choices for
"Age" (as many as possible), each accompanied by your approximate of likelihood, rated on
a scale from 0% (highly improbable) to 100% (highly probable). Ensure the total probabilities
sum up to 100%.

Certainly, let's consider a diverse range of possible ages for the individual named Maria

Garcia, with their approximate likelihoods:

1. Age25-
2. Age30 -

Figure 2: An example of COD prompting for In-advance
persona generation

3. (optional) Choice likelihood estimation: For
each choice Cf , LLMs estimates its likelihood
from 0% to 100%. The sum probability of the
entire list C; should be 100%.

4. Choice selection: A choice C} is selected
from the list Cj, either randomly or based on
likelihood from step 3. The selection is not
done by LLMs but rather by an external pack-
age (e.g., Python random library).

5. Content generation: The selected choices
are concatenated together with the original
task description. LLMs then generates the
final output using the concatenated prompt.

To ensure all the choices align and make sense
together, the process is done sequentially and de-
pendently. This means that the choice listing and
choice likelihood estimation of decision D; are
conditioned on the previously selected choices
Cj. ;- This is done by concatenating these selected
choices into the input prompt when performing
steps 2 and 3. Please see Appendix A.1.1 for more
details about the prompt template. Figure 2 shows
an example of how COD is executed.

By informing LLMs about the different choices
it can make, we believe this will lead to an increase
in diversity and a reduction in bias in the generated
text. Since COD requires iterative prompting, we
suggest using this method for long text generation,
such as In-advance persona generation.



Given this conversation:

Person A: Hi, nice to meet you!

Person B: Hello, how are you?

Person A: I'm doing well, thank you. So, what do you do for a living?

Imagine you are person B and act as if you were a real individual who willing to disclose
everything. Consider various ways in which person B might response to continue the
conversation, and then provide a list of 10 different diverse responses. Please keep these
responses short.

. lwork as a software developer at a tech company.

. I'm a freelance graphic designer, creating visuals for different clients.
| teach high school English and absolutely love it.

I manage a family-owned restaurant downtown.

I'm a nurse at the local hospital, taking care of patients.

. I'm currently studying psychology in college, working towards my degree.

il
2
3.
4.
5.
6.
7.

| run my own online business, selling handmade crafts and jewelry.

| work in marketing, helping businesses promote their products.

© ®

. I'm afirefighter, ensuring the safety of our community.

[
o

. I'm aresearcher at a scientific institute, exploring environmental issues.

Figure 3: An example of Listing sampling for re-
sponse/persona generation

3.3 Listing sampling

Although COD is task-agnostic, its sequential na-
ture might significantly increase the latency of the
generation. This makes it less suitable for short text
generation or applications that require very fast re-
sponse such as chatbots. Therefore, we propose
Listing sampling with LLMs for diverse short text
generation as the following template:

I want to <task description>. List a diverse set of
<N> possible responses:

After creating a list of IV potential responses, we
randomly choose one to be the final answer. It is
important to note that the generation of each candi-
date is influenced by previous generated candidates,
ensuring both diversity and coherence. This offers
a significant advantage over other sampling tech-
niques like beam search or nucleus sampling as
these methods generate candidates simultaneously.
As a result, while the candidates vary in wording,
their semantic meanings may remain similar.

We apply Listing sampling for On-the-fly per-
sona generation as shown in Figure 3.

4 Experiment settings

4.1 Baselines

Due to cost-related reasons, we choose ChatGPT
(gpt-3.5-turbo-0613) as the LLMs for experiments.
The model is released by OpenAl for commercial
use!. Based on the available options of ChatGPT
API?, we experiment with two strategies to improve
persona diversity namely temperature sampling and
logit suppression. These two approaches are also

"https://openai.com/policies/terms-of-use
Zhttps://platform.openai.com/docs/guides/gpt

task-agnostic when it comes to debiasing LLMs,
requiring no specific customisation or expertise.

4.1.1 Temperature sampling

Temperature sampling is a decoding technique for
controlling the randomness of the generated text
(Ficler and Goldberg, 2017; Fan et al., 2018). The
temperature parameter adjusts the distribution of
the predicted probabilities. Higher temperatures
make the distribution flatter, encouraging the model
to generate more diverse outputs. Lower temper-
atures sharpen the distribution, making the model
more deterministic, generating more conservative
outputs. As ChatGPT API offers a temperature
range from O to 2, we experiment with two values:
temperature=1.0 (default) and temperature=1.3.
We found that increasing the temperature further
leads to irrelevant and out-of-vocabulary words,
similar to (Chung et al., 2023). In combination
with higher temperatures setting, we can request
the API to provide alternative responses, which
are ranked lower in terms of likelihood. We can
then choose one of these alternatives randomly to
enhance the diversity of the final response.

4.1.2 Logit suppression

Another method to enhance diversity is through
logit suppression, applicable when generating a di-
verse collection of documents (Chung et al., 2023).
This approach involves tracking the frequency of to-
kens generated so far. The generation of the current
document depends on previously generated docu-
ments, where the probabilities of highly frequent
tokens are suppressed.

The current ChatGPT API includes a feature
called the logit bias parameter, which allows users
to control how individual tokens are prioritised
or de-emphasised. This parameter accepts values
ranging from -100 to 100, where negative values
decrease the likelihood of selection, and positive
values increase it. We first identify the 300 most fre-
quently occurring tokens. For each of these tokens,
we calculated its appearance ratio, defined as the
number of documents containing the token divided
by the total number of documents. We then mul-
tiply a bias weight of -7.5 to the appearance ratio.
As certain punctuation marks are necessary to pro-
duce accurate texts, we only suppress tokens that
are at least 2 characters long. Additionally, we ex-
plore the suppression of only demographic tokens
such as gender-related (i.e. Female) or nationality-
related tokens (i.e. American). This adds more



relevant tokens to the top 300. Suppressing only
demographic tokens also reduces the risk of de-
generating common but important tokens such as
stopwords or function words. As a result, we can
further increase the bias weight from 7.5 to -15.0
to improve persona diversity. The extraction of de-
mographic tokens is described in Section 4.2.3 and
Appendix A.1.3.

4.2 Evaluation metrics

Assume we generate a set of N personas, denoted

as P = {P, P,...,P,}. Each persona P; con-
tains a set of attrlbute values 4; = {a},a?, ...,a"},

where a! represents a particular attribute value
(such as female) corresponding to the j-th attribute
(such as gender). Let A7 = {da},d},...,al} be
a collection of all values of the j-th attribute, ex-
tracted from P.

4.2.1 Diversity score

To measure the diversity of P, we can calculate
the diversity score for each attribute and then take
the average. Shannon entropy can be applied to
measure the randomness/uncertainty score of the
j-th attribute as follows:

ZP log ))

Where H (A7) represents the entropy of A7, ai
represents each possible value of A7, P(ai) repre-
sents the appearance ratio of the value ai, and K is
the number of distinct values of A7. As can be seen,
the increase in the number of distinct values or the
decrease in the appearance ratio of each value will
lead to a higher diversity score.

We also report other metrics: Top-2 percentile
and Coverage. Top-2 percentile refers to the sum
of the appearance ratios of the two most common
values in A7. Coverage is calculated as follows:

K
upper_bound(K)

Coverage(A’) =

Where upper_bound(K) represents the maximum
number of unique values that can exist in A7.
Please see Appendix A.2 for more details.

4.2.2 Coherence score

We also need to make sure that for each generated
persona, the attributes are all aligned and make
sense together. We prompt GPT4 to rate the coher-
ence score for each persona as follows:

Given this profile:
<Attribute name #1>: <Attribute value #1>

<Attribute name #M>: <Attribute value #M>
Check this profile to see if all the details are aligned
and make sense together. Then rate the profile
from scale 1 (very incoherent) to 5 (very coherent)
without any explanation.

4.2.3 Attribute extraction

This paper only focus on evaluating specific at-
tributes: age group, gender, nationality, occupation
sector, and highest education level. We have de-
fined a list of possible values for each attribute. For
instance, age groups are categorised as {0-10, 10-
20,...70+}. By prompting ChatGPT, we can extract
age, gender, nationality, occupation, and education
from the generated personas/dialogues. Since the
extracted data can be noisy and varied, we standard-
ise them by mapping each value to the predefined
values mentioned earlier. To achieve this, we em-
ploy a set of heuristics and also prompt ChatGPT
for assistance. See Appendix A.1.3 for details.

5 Experiment results

We generate 500 personas with each of the ap-
proaches mentioned in Section 3. For On-the-fly
setting, we experiment with (randomly) choosing
other lower-ranked candidates as the final response.
For In-advance setting, only the highest-scored can-
didate is considered. The results are visualised and
reported in Figure 4, 5, and Table 1.

Default setting As shown in Figure 4, when
using the default temperature setting (temp=1.0),
there is a noticeable sampling bias in ChatGPT’s
outputs. Specifically, the bias is towards a spe-
cific demographic: American males aged 20-40
who work in the information technology industry
with a bachelor’s degree. When we aggregate the
percentages of the two most common values for
each persona attribute and calculate the average,
the resulting figure is 92.5%. This implies that a
relatively small group of people represents almost
the entire population. The sampling bias is reduced
when personas are generated in advance, highlight-
ing the advantage of persona-based dialogues over
persona-free ones. However, even with in-advance
persona generation, the figure for the Top-2 per-
centile remains high at 88.4%.

Higher temperature Increasing the temperature
from 1.0 to 1.3 results in improved diversity for
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Figure 5: Demographic distributions with In-advance persona generation

both generation settings without a decrease in co-
herence score. The most significant enhancement
is observed in the In-advance setting for the occupa-
tion attribute, showing a 75% relative improvement
in diversity. Smaller improvements were also noted
in other persona attributes. We also observe that in-
creasing the number of candidate outputs and then
randomly selecting one as the final response does
not yield significant improvements.

Logit suppression Similarly, reducing the oc-
currence of frequent tokens mitigates the sam-
pling bias of ChatGPT, as demonstrated by a 15%
and 18% decrease in the Top-2 percentage for In-
advance and On-the-fly generation, respectively.
The most substantial improvements are observed
in the occupation attribute, while the least improve-
ments are seen in the age group attribute. One of
the limitations of logit suppression is that it can

only suppress tokens with an exact match, not to-
kens with different lexical forms but belonging to
the same category. For example, 24 and 25 are
lexically different but belong to the same 20-30
age group. Lastly, suppressing only demographic
tokens is significantly better compared to degen-
erating all tokens; however, it compromises the
task-agnostic nature of the approach.

Listing sampling remarkably outperforms the
combination of higher temperature and logit sup-
pression, reducing the Top-2 percentile from 73.3%
to 49.4% and increasing diversity from 2.15 to 3.04.
However, the approach still exhibits sampling bias
towards age and education attributes. One solution
is to increase the number of different responses NV
to enhance diversity further. This, of course, might
come at the cost of increased latency and a slight
degradation of the coherence score, as shown in Ta-



Top-2 Shannon entropy
Methods percentile | Age Gen Nat Edu Occ Avg Coherence
On-the-fly persona generation
-Temp=1.0, 1-best candidate 92.5% 1.09 0.71 1.78 054 151 1.13 5.00
-Temp=1.3, 1-best candidate 88.8% 1.07 096 224 0.73 1.88 1.38 5.00
-Temp=1.3, 10 candidates 88.3% 1.06 1.04 229 0.71 2.02 1.42 5.00
+ Logit suppression (demo) 73.3% 1.14 1.80 283 1.54 342 215 5.00
-Listing sampling (N=10) 49.4% 192 265 4.18 237 4.07 3.04 4.97
+ Logit suppression (demo) 47.9% 1.88 2.84 435 253 4.11 3.14 4.96
In-advance persona generation
-Temp=1.0 88.4% 1.14 0.80 2.38 0.80 1.40 1.30 5.00
-Temp=1.3 82.0% 1.36 099 258 1.06 245 1.69 5.00
+ Logit suppression (all) 74.3% 1.31 141 295 140 3.65 214 5.00
+ Logit suppression (demo) 64.0% 1.38 2.17 346 1.88 391 2.56 5.00
-Chain-of-decision (likelihood) | 44.3% 2.83 293 4.67 256 435 347 491
-Chain-of-decision (random) 27.6% 286 4.02 5.66 3.04 435 399 4.88

Table 1: Persona generation results. Age, Gen, Nat, Edu, Occ, and Avg refer to the age group, gender, nationality,
highest education, occupation sector, and average, respectively. Temp=1.0, 1-best candidate refers to temperature
sampling at 1.0, where the best-scored candidate is the final response. Temp=1.3, 10 candidates refers to temperature
sampling at 1.3, where 10 candidates are returned by the API, and one is randomly selected in the final response.
Logit suppression (all/demo) refers to whether all tokens or only demographic tokens are considered for suppression

Methods Coverage rate(%)

Age Gen Nat Edu Occ
Temp=1.0 | 62.5 5.17 9.69 357 464
Temp=131 5,0 189 220 642 928
+Logit
COD 100 43.1 459 714 964

Table 2: Coverage rate of different approaches for In-
advance persona generation

ble 1. Although Listing sampling can be combined
with logit suppression to enhance diversity, the ap-
proach itself does not require keeping track of fre-
quent tokens, simplifying the generation pipeline.

Chain-of-decision achieves the best results with
a diversity score of 3.99, along with the lowest
Top-2 percentile at 27.6%. By instructing Chat-
GPT to explicitly list possible choices for each
decision, we can identify rare or uncommon op-
tions when generating the persona. This is shown
in Table 2 with remarkably high coverage rates of
100%, 71.4%, and 96.4% for age, education, and
occupation, respectively, with random choice se-
lection. Although using likelihood selection leads
to lower diversity, it enhances the coherence score
of the generated persona. This can be attributed
to the fact that ChatGPT assigns low probability
to illogical choices while increasing the likelihood

of logical ones. We further investigate incoherent
personas generated by COD and observe that the
majority of cases were linked to age-occupation
inconsistencies, such as an 8-year-old child work-
ing as a taxi driver. We believe this is primarily
due to the current ChatGPT model’s commonsense
reasoning ability, rather than COD itself. It is also
worth noting that likelihood selection can generate
personas that better reflect real-world statistics for
some attributes, compared to random selection. As
shown in Figure 5, 31.7% and 27.5% of the gen-
erated personas are female and male, according to
likelihood selection, while the figures for random
selection are 10.6% and 8.7%.

6 Conclusion

This study addresses the issue of persona-based
chatbots, specifically focusing on the automatic
generation of personas. We find that ChatGPT
generates personas biased towards a particular
demographic group, indicating a sampling bias.
To tackle this, we implemented two prompting
strategies: Chain-of-decision and Listing sampling.
These strategies substantially enhanced the diver-
sity of generated personas and helped reduce biases.
Importantly, our approach is versatile and does not
require additional training, making it applicable to
different tasks that leverage the power of LLMs.



Limitations

Chain-of-decision is a time-consuming and compu-
tationally expensive process of listing choices and
estimating their likelihoods. This complexity poses
challenges when applied to larger LLMs such as
GPT-4. Additionally, limitations arise in the choice
listing step, where the model might struggle to list
all possible options due to generation length con-
straints. This limitation explains why the coverage
rate for certain attributes, like nationality (with up
to 196 possibilities), remains low at 45.9%.

In the case of Listing sampling, requesting di-
verse responses from the language models leads
to longer generated texts and, therefore, increases
latency. This latency issue is a significant concern
for applications like chatbots that require a very
fast response time.

Finally, while the suggested methods minimise
bias and enhance diversity, it remains an open ques-
tion about how the generated personas truly mirror
real-world data. For example, using a Chain-of-
decision with random selection approach might
lead to an over-representation of uncommon gen-
ders. This highlights the need for a more refined
metric that balances diversity and real-world statis-
tics.

Ethical considerations

The development of persona-based chatbots using
LLMs like ChatGPT poses two ethical risks: (1)
Stereotyping bias: While this paper focuses on ad-
dressing the sampling bias of LLMs, it is essential
to note that other forms of stereotyping bias might
persist. Persona-based chatbots created through
this method could display prejudice or discrimi-
nation towards specific demographic groups. Po-
tential solutions to tackle these stereotyping biases
are discussed in Section 2. (2) Privacy concerns:
Creating individual personas using LLMs raises
privacy concerns. Since LLMs are trained on ex-
tensive datasets, there is a risk that private indi-
vidual information might be included in the train-
ing data. Consequently, the persona generation
process could inadvertently leak sensitive infor-
mation about real individuals. To mitigate this,
pseudonymisation techniques (Pildn et al., 2022;
Lison et al., 2021; Ovalle et al., 2023) can replace
personally identifiable information, such as named
entities, in the training data.
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A Appendix

A.1 Prompt templates
A.1.1 Chain-of-decision

Prompt template for decision listing:

I want to create a random individual profile that
includes demographic information. What are the
key decisions I need to make?

Please keep the number of decisions minimal.
Kindly structure your reply in the following for-
mat: ~ <#number>. <decision name>: <decision
description>"

Prompt template for choice listing without like-
lihood estimation:
I want to create a random individual profile that
includes demographic information.
The following information has been determined:
<Decision name #1>: <Selected choice #1>

<Decision name #i>: <Selected choice #i>
Conditioning on the above information, please list
a diverse range of possible choices for <Decision
name #(i+1)> (as many as possible). Kindly struc-
ture your reply in the following format: * <#num-
ber>. <choice name>"

Prompt template for choice listing with likeli-
hood estimation:
I want to create a random individual profile that
includes demographic information.
The following information has been determined:
<Decision name #1>: <Selected choice #1>

<Decision name #i>: <Selected choice #i>
Conditioning on the above information, please list
a diverse range of possible choices for <Decision
name #(i+1)> (as many as possible), each accom-
panied by your approximate of likelihood, rated
on a scale from 0% (highly improbable) to 100%
(highly probable). Ensure the total probabilities
sum up to 100%. Kindly structure your reply in the
following format: * <#number>. <choice name> -
<choice probability>"

Prompt template for content generation:
I want to create a random individual profile that
includes demographic information.
The following information has been determined:
<Decision name #1>: <Selected choice #1>



<Decision name #N>: <Selected choice #N>

A.1.2 Listing sampling

Prompt template for persona revealer (i.e. chat-
bot), who will reveal his/her persona during the
conversation:

Given this conversation:

Person B:

Person A:

Imagine you are person B and act as if you were
a real individual who willing to disclose every-
thing. Consider various ways in which person B
might response to continue the conversation, and
then provide a list of #N different diverse responses.
Please keep these responses short.

Prompt template for persona seeker, who will
extract persona information from the other speaker:
Given this conversation:

Person A:

Person B:

Imagine you are person A and act as if you were
a real individual. Your goal is to guide the con-
versation towards extracting basic demographic
information that includes age, gender, nationality,
occupation, and level of education from Person
B. Ensure that the topic transition feels smooth.
Please keep your response short with no more than
two sentences.

A.1.3 Persona attribute extraction

Prompt template for attribute extraction from a gen-
erated profile (In-advance generation):

Given this profile:

<Profile description>

Please use the information above to complete the
following details. For any missing information,
please fill in "None’.

Age:

Gender:

Nationality:

Place of birth (country):

Highest education:

Occupation:

Prompt template for attribute extraction from a
conversation (On-the-fly generation):
Given this conversation:

Person A:

Person B:

Please extract information about person B from the
conversation and complete the following details.
For any missing information, please fill in ’None'.
Age:

Gender:

Nationality:

Place of birth (country):

Highest education:

Occupation:

Prompt template for mapping an extracted at-
tribute value to a pre-defined value as defined in
Appendix A.2:
<Attribute name>: <Extracted attribute value>
To which group does the above <Attribute name>
belong? Give your answer without any explanation.
Return "others" if it does not fit into any specific
category listed.

Pre-defined value #1

Pre-defined value #N

A.2 Pre-defined attribute values

Table 3 shows the pre-defined values for each of
the persona attributes. The values for gender are
extracted from the Wikipedia page’. The values
for the occupation sector are extracted from this
web page*. The values for the highest education
are determined by querying ChatGPT, as well as
examining the original education descriptions in
the generated personas.

3https://en.wikipedia.org/wiki/List_of_gender_identities
*https://www.prospects.ac.uk/jobs-and-work-
experience/job-sectors



Attributes

Pre-defined values

Count

Age group

0-10, 10-20, 20-30, 30-40, 40-50, 50-60, 60-70, 70+

Gender

Abinary, Agender, Ambigender, Androgyne, Androgynous,
Aporagender, Autigender, Bakla, Bigender, Binary, Bissu,
Butch, Calabai, Calalai, Male, Female, Demigender, Demiflux,
Dual gender, Femme, Genderfae, Genderfluid, Genderflux,
Genderfuck, Genderless, Gender non conforming, Genderqueer,
Gender questioning, Graygender, Hijra, Intergender, Intersex,
Kathoey, Maverique, Meta gender, Multigender, Muxe,
Neurogender, Neutrois, Non binary, Omnigender, Pangender,
Polygender, Sekhet, Third gender, Transgender, Transsexual,
Travesti, Trigender, Tumtum, Two spirit, Vakasalewalewa,
Waria, Winkte, X gender, Xenogender, Prefer not to say

57

Nationality

All 196 nationalities

196

Highest education

No formal education, Primary school, Secondary school, High
school, Associate Degree, Certificate programs, Diploma, Bachelor,
Master, PhD, Doctorate Degree, Juris Doctor, Medical Doctor

13

Occupation sector

Accountancy, banking and finance
Business, consulting and management
Charity and voluntary work
Creative arts and design

Energy and utilities

Engineering and manufacturing
Environment and agriculture
Healthcare

Hospitality and events management
Information technology

Law

Law enforcement and security
Leisure, sport and tourism
Marketing, advertising and PR
Media and internet

Property and construction

Public services and administration
Recruitment and HR

Retail

Sales

Science and pharmaceuticals
Social care

Teacher training and education
Transport and logistics

Student

Unemployed

Retired

27

Table 3: Pre-defined values for persona attributes
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