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Abstract

Automatic Speech Recognition (ASR) has been
extensively investigated, yet prior evaluative
efforts have largely been restricted to context-
less paradigms. This constraint stems from the
limited proficiency of conventional ASR mod-
els in context modeling and their deficiency in
memory and reasoning based on world knowl-
edge. Recent breakthroughs in the develop-
ment of Large Language Models (LLMs) and
corresponding Large Audio Language Models
(LALMs) have markedly enhanced the visibil-
ity of general artificial intelligence capabilities.
Consequently, there exists a compelling need
for a benchmark that can evaluate both the gen-
erality and intelligence of ASR systems. To ad-
dress this gap, we propose ContextASR-Bench:
a comprehensive, large-scale benchmark de-
signed to assess contextual speech recognition.
This benchmark encompasses up to 40,000 data
entries across over 10 domains, enabling a thor-
ough evaluation of model performance in sce-
narios that omit or incorporate coarse-grained
or fine-grained contextual information. More-
over, diverging from conventional ASR evalu-
ations, our benchmark includes an analysis of
model efficacy in recognizing entities and hot-
words mentioned within the auditory input. Our
extensive evaluation highlights that LALMs,
with strong world knowledge and context learn-
ing capabilities, outperform conventional ASR
models with a large margin.

1 Introduction

Automatic Speech Recognition (ASR) transcends a
mere mapping task between speech and text modal-
ities. Human comprehension of spoken content
necessitates integrating extensive world knowledge
acquired through learning processes and a nuanced
understanding of the contextual elements inherent
in auditory input. First, the incorporation of knowl-
edge is crucial for proficient ASR. For example,
a deep learning specialist with doctoral qualifica-
tions may encounter challenges in accurately tran-

scribing dialogues within medical contexts due to
insufficient background knowledge. Second, the
relevance of context is similarly pivotal, as the men-
tion of ‘Cat’ within a conversation might refer to
a popular singer, a local establishment, or an ani-
mal. Conventional ASR models (Kim et al., 2017;
Gulati et al., 2020; Rao et al., 2017; Gao et al.,
2022; An et al., 2024; Radford et al., 2023) have
historically been limited by their inadequate capac-
ities for integrating world knowledge and contex-
tual nuances, resulting in evaluations constrained
within simplified settings. Such systems gener-
ally operate by transcribing audio inputs into text,
often limited to straightforward domains or ca-
sual conversational contexts to mitigate the risk
of textual ambiguities. However, recent advance-
ments in general artificial intelligence, particularly
reflected through the development of Large Lan-
guage Models (LLMs) (Yang et al., 2025; OpenAl,
2023; DeepSeek-Al et al., 2025) and Large Audio
Language Models (LALMs) (Chu et al., 2024; Xu
et al., 2025a; KimiTeam et al., 2025), which typi-
cally consist of an audio encoder and an LLM back-
bone, have demonstrated a substantial capability
in encoding comprehensive world knowledge and
performing complex reasoning tasks. Thus, there is
an emergent need for a benchmark designed to eval-
uate both the general applicability and intelligent
features of ASR systems within these enhanced
contexts.

In this paper, we propose ContextASR-Bench, a
comprehensive benchmark for contextual speech
recognition. Specifically, we formulate over 40,000
pairs of speech recognition tasks with and with-
out textual context to accommodate the evaluation
of both conventional models and those based on
LLMs. To increase the challenge of the benchmark,
a broad spectrum of text corpora is adopted, encom-
passing various domains and incorporating entities
and hotwords. Subsequently, these corpora served
as seeds for strong LLMs to generate colloquial



text along with coarse-grained background informa-
tion and fine-grained contextual details. To obtain
natural and accurate speech, we develop a Text-to-
Speech (TTS) pipeline that employs strong zero-
shot TTS models (Du et al., 2024; Casanova et al.,
2024) to convert generated text into corresponding
speech. To enhance the speech diversity, we ran-
domly choose the speaker timbre from the database
constructed by open-source speech datasets (Ma
et al., 2024; He et al., 2024), with 20,000 reference
speeches and corresponding spoken transcripts. A
verification method is also developed to ensure pro-
nunciation accuracy. Specifically, two ASR sys-
tems are employed to transcribe the synthesized
speech, and their transcriptions are compared to
determine the final transcription. Subsequently, the
Phoneme Error Rate (PER) is calculated between
the original speech text content and the obtained
transcription. Synthesized speech with a PER be-
low a predefined threshold is retained, thereby en-
suring the accuracy of pronunciation.

Based on the corpora and audio data for-
mat, ContextASR-Bench includes two test
sets: ContextASR-Speech set and ContextASR-
Dialogue set. The former uses open-source Named
Entity Recognition (NER) datasets (Zhang et al.,
2022b; Xu et al., 2020; Liu et al., 2024; Xu et al.,
2017) as the seeds for DeepSeek-R1 (DeepSeek-
Al et al., 2025) to generate colloquial text, and
then synthesizes single-speaker speech. The lat-
ter leverages curated movie information crawled
from the internet as seeds to generate dialogue text
discussing the plot and characters, featuring syn-
thesized multi-speaker dialogue speech. These sets
substantially improve the corpus diversity and fa-
cilitate assessment of model capabilities in multi-
speaker speech recognition. Detailed statistics of
these two test sets can be found in Table 1. The
evaluation within our benchmark is divided into
three distinct settings: Contextless setting, Coarse-
grained context-ASR setting, and Fine-grained
context-ASR setting. The first setting directly
assesses the models’ speech recognition abilities
without any contextual input. The second setting
additionally provides coarse-grained context, such
as domain information, to models, integrating in-
trinsic world knowledge. The third setting exam-
ines models’ proficiency in comprehending fine-
grained text context mentioned in the auditory in-
put, such as technical terms, named entities, or per-
son names. For evaluation, we introduce Named

Table 1: Detailed statistics on ContextASR-Bench,
comprising two parts: ContextASR-Speech and
ContextASR-Dialogue, each containing Mandarin (ZH)
and English (EN) databases. “Utterance” refers to the
number of data entries, “Duration” refers to the total
duration of speech data, and “Entities” refers to the
number of named entities included.

Subset Language Utterance Duration (h) Entities

EN 15,326 187.98 116,167

ContextASR-Speech 7y 15498 19764 97,703
. EN 5273 221.86 58,741
ContextASR-Dialogue 7H 503 23039 50.250

Entity WER (NE-WER) and Named Entity False
Negative Rate (NE-FNR) metrics to assess mod-
els’ accuracy in recognizing named entities or hot-
words, which constitute knowledge-based informa-
tion. NE-WER is calculated between the string of
extracted entities in transcriptions. NE-FNR is the
ratio of the number of entities that are not accu-
rately recognized to the total number of entities.

We present a comprehensive evaluation of both
conventional and LLM-based ASR models. The
evaluation results show that conventional ASR
systems without LLMs struggle significantly in
ContextASR-Bench compared to LALMs. This
demonstrates the importance of the world knowl-
edge possessed by LLMs for speech recognition
tasks in specialized domains.

The contribution of the paper is summarized as
follows:

* We propose the first context-based ASR eval-
uation benchmark, ContextASR-Bench. This
benchmark encompasses three distinct modes:
contextless, coarse-grained context-ASR, and
fine-grained context-ASR, which are designed
to respectively evaluate the capabilities of
ASR models in directly understanding audio,
understanding audio based on world knowl-
edge, and understanding audio within the
framework of detailed context.

* We build a massive benchmark compris-
ing over 40,000 data entries and two dis-
tinct test subsets, ContextASR-Speech and
ContextASR-Dialogue, which span various
domains, including healthcare, culture, ecol-
ogy, and so on. Notably, we design a novel
pronunciation accuracy verification approach
with two ASR systems and G2P, using the
PER metric to guarantee the correct pronun-
ciation of generated speech. Furthermore, we
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Figure 1: An overview of our proposed ContextASR-Bench, comprising ContextASR-Speech and ContextASR-
Dialogue, two distinct test sets. The left part shows the data pipeline for these two test sets. Both use DeepSeek-R1
to generate entity-rich corpora, which are then synthesized into speech using Zero-Shot TTS. Each entry in both sets
follows the same data structure: <Audio, Text, Coarse-grained Context, Fine-grained Context>. The middle part
presents three contextual evaluation settings. The contextless setting can be used for evaluating any ASR systems,
while the other two assess LALMs’ context comprehension capacity through different granularity information
within the prompt. The right part introduces three evaluation metrics used in ContextASR-Bench. NE-WER and
NE-FNR focus more on the accuracy of entity recognition compared to WER.

introduce NE-WER and NE-FNR to assess
models’ accuracy in recognizing entities and
hotwords.

* We provide an extensive evaluation of both
conventional ASR models and those based on
LLMs with WER, NE-WER, and NE-FNR
metrics. We highlight the critical role of
LLMs, trained on extensive textual data, in
enhancing ASR capabilities through their pro-
ficiency in context modeling, world knowl-
edge retention, and reasoning abilities.

2 Methods

Obtaining large-scale, entity-rich speech-text
paired data from real-world scenarios poses signifi-
cant challenges, particularly in managing thematic
distribution, diversity levels, and entity density
within naturally occurring data. To address these
obstacles, we propose an innovative data pipeline
that integrates LLM-driven entity-rich text genera-
tion with Zero-Shot text-to-speech synthesis. This
section details the architectural components of this
pipeline and presents our context-sensitive evalua-
tion framework, which includes specialized metrics
designed to assess the contextual understanding ca-
pabilities of ASR systems.

2.1 Entity-rich Corpora Generation

To efficiently evaluate the recognition accuracy
of ASR systems for specialized domain terms or
named entities, the primary task involves prepar-
ing entity-rich corpora to serve as text contents
for subsequent speech generation in ContextASR-
Bench. LLMs (Yang et al., 2025; OpenAl, 2023;
DeepSeek-Al et al., 2025), trained on vast textual
datasets, demonstrate exceptional world knowledge
comprehension that surpasses a single human’s ca-
pacity far beyond. It also includes the understand-
ing of technical terms or named entities in vari-
ous fields. This makes LL.Ms particularly suitable
for generating multi-domain entity-rich corpora.
Therefore, we design an approach for constructing
entity-rich corpus data based on LLM by incorpo-
rating seeds into LLM prompts to ensure the diver-
sity and controllability of the generated results, as
shown in the left part of Figure 1.

ContextASR-Speech set aims to evaluate the
performance of ASR systems in recognizing tech-
nical terms or named entities across various do-
mains. Firstly, we collect publicly available open-
source text NER datasets. We include details in Ap-
pendix A. While these datasets provide annotated
texts with domain-specific entities across multiple



fields, they predominantly contain formal written
language from web sources or publications, signif-
icantly differing from colloquial speech patterns.
Specifically, we found that the variable text lengths
(ranging from a few words to thousands) and sparse
entity distribution in NER datasets render them
inappropriate for context ASR evaluation, but on
the other hand, their extensive domain coverage
makes them ideal seeds for the LLMs to gener-
ate entity-rich text, so it is necessary and feasible
to use LLM for transforming the original NER
text into colloquial text with a suitable text length
and named entity density. For the choice of LLM,
we use the open-source DeepSeek-R1 (DeepSeek-
Al et al., 2025), which demonstrates strong writ-
ing and instruction-following capabilities in corre-
sponding text benchmarks (Dubois et al., 2024; Li
et al., 2024; Hendrycks et al., 2021; Zhou et al.,
2023). In addition, we establish two key require-
ments in the prompt for DeepSeek-R1: 1) Generate
colloquially styled texts based on the raw NER
text and annotated entities within it, 2) Expand
the entities intentionally to raise the entity density
as the Fine-grained Context, and 3) Summarize
the domain label the LLM generated colloquial
text and entity list related to as the Coarse-grained
context. Detailed prompt content can be found in
Appendix B.1 and B.2.

ContextASR-Dialogue set focuses on the name
recognition accuracy of ASR systems and the ro-
bustness of multi-speaker dialogue format audio.
As we know, movies serve as artistic carriers of
characters and stories, and when people discuss a
movie, the names of actors or characters are fre-
quently mentioned. Therefore, we select multi-
speaker discussions on a certain movie as the test-
ing scenario for ContextASR-Dialogue. Based on
recent popular movie titles, which serve as the
Coarse-grained context, we crawl publicly avail-
able movie-related information from the internet,
including the name of the director and cast mem-
bers, and movie synopses, and use these along with
the titles as seeds for DeepSeek-R1 to generate
multi-speaker dialogue text. In the design of the
LLM prompt, we request that the generated dia-
logue text maintain logical coherence while men-
tioning as many names associated with the movie
as possible. Additionally, entities in the dialogue
are also summarized by DeepSeek-R1 as the Fine-
grained context. Detailed prompts can be found in
Appendix B.3 and B.4.
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Figure 2: Overview of the Zero-Shot TTS pipeline. It in-
cludes (a) the Zero-Shot TTS Process, capable of gener-
ating speaker timbre-rich and naturally fluent speeches
from target texts, and (b) the pronunciation accuracy
judge, which ensures the generated speech strictly fol-
lows the pronunciation of the target text, thereby enhanc-
ing the quality and reliability of ContextASR-Bench.

2.2 Zero-Shot Speech Synthesis Pipeline

Our principles for constructing the speech synthe-
sis pipeline serving ASR benchmarks focus on two
critical aspects: 1) Ensuring speaker timbre diver-
sity of synthetic speech to evaluate ASR systems’
robustness on speaker diversity, and 2) Guarantee-
ing pronunciation accuracy of synthesized speech
as a fundamental ASR benchmark requirement.
Therefore, we design a Zero-shot TTS pipeline
as shown in Figure 2. Next, we will expand on it in
detail based on the two aforementioned principles.

To achieve speaker diversity of synthesized
speeches, we employ Zero-Shot TTS systems that
allow flexible speaker timbre control by reference
speech and corresponding spoken text content. We
first construct a reference speaker database based
on the WenetSpeech4TTS (Ma et al., 2024) Pre-
mium subset, a high-quality Mandarin TTS dataset
of about 945 hours, and the Emilia (He et al.,
2024) dataset, a massive bilingual TTS dataset
with over 100 thousand hours of speech and text
data pairs. Specifically, both datasets are curated
through DNSMOS (Reddy et al., 2021, 2022) score
filtering (samples >3), followed by duration-based
screening (3-20 seconds), and we randomly sam-
pled 10,000 Mandarin and 10,000 English speech
samples with corresponding transcripts as speaker
timbre information. For speech synthesis imple-
mentation, we utilize two open-source Zero-Shot
models, CosyVoice2 (Du et al., 2024) and XTTS-



v2 (Casanova et al., 2024), since they perform
well in terms of speaker similarity and the nat-
uralness of synthesized speech. While prioritiz-
ing CosyVoice2 for both Mandarin and English,
XTTS-v2 is only used when English speech gen-
erated by CosyVoice? fails for the next pronunci-
ation judge. This compensates for CosyVoice2’s
relatively weaker English synthesis capability, ef-
fectively balancing retention rates on synthesized
speech data of both languages. At the end of the
Zero-Shot TTS process, the generated speech is
resampled to 16 kHz, aligning with the current
standards of ASR benchmarks.

The pronunciation accuracy judge pipeline com-
prises two stages: First, the synthesized speech
will be transcribed by the ASR systems to ob-
tain the transcript. Second, we employ an internal
Grapheme-to-Phoneme (G2P) converter to trans-
form both transcript and target text into phoneme
sequences for the PER calculation, with the thresh-
old @ set to 0.03. Specifically, to mitigate the poten-
tial bias brought by a single ASR system, we use
two ASR models for cross-verification: Sensevoice-
Small (An et al., 2024) for both languages, sup-
plemented by Paraformer-Large (Gao et al., 2022)
for Mandarin and Whisper-Large-turbo (Radford
et al., 2023) for English. For each synthesized
speech, both ASR systems transcribe and obtain
the transcripts. The one with the lower WER will
be chosen as the final transcription result for the
following process. While WER remains widely
adopted for TTS stability assessment, we observe
its susceptibility to ASR model limitations in rec-
ognizing unusual text content (e.g, terms or named
entities). Therefore, we adopt a PER-based evalua-
tion method to reduce the misjudgment of pronun-
ciation accuracy caused by homophone recognition
errors caused by ASR systems. Samples failing the
pronunciation accuracy judge will trigger a retry
mechanism with fresh speaker sampling and resyn-
thesis, allowing up to three retries for each entry.

For the ContextASR-Speech benchmark, the col-
loquial texts generated by DeepSeek-R1 are given,
and all speech data are synthesized through the
aforementioned pipeline. While the ContextASR-
Dialogue dialogue data undergoes specialized pro-
cessing, each dialogue participant is first assigned a
random speaker timbre from the reference speaker
database. Every utterance within the dialogue is in-
dividually synthesized through the Zero-Shot TTS
pipeline. If any utterance fails in the pronuncia-

tion accuracy judgment and exceeds the max retry
chances, the entire dialogue will be discarded. Con-
versely, all successfully synthesized speech seg-
ments will be concatenated according to the se-
quence of the dialogue text to produce the final
long audio of the multi-speaker dialogue.

2.3 Context Evaluation and Metrics

ContextASR-Bench aims to evaluate how world
knowledge in LLMs enhances speech recognition,
addressing the limitations of conventional ASR
benchmarks (Ardila et al., 2020; Panayotov et al.,
2015; Zhang et al., 2022a; Bu et al., 2017) that
rigidly follow a fixed “speech-to-text” paradigm,
lacking contextual information such as situational
domains or discourse environments, thereby failing
to leverage LLMs’ superior contextual modeling
strengths. This absence prevents effective activa-
tion of domain-specific knowledge in LLMs. We
propose the context evaluation framework, contain-
ing three evaluation settings: Contextless, Coarse-
grained Context, and Fine-grained Context, as
illustrated in the central part of Figure 1, and in-
troduce two additional metrics which are strongly
related to the accuracy of entity recognition: NE-
WER and NE-FNR, in addition to WER, as shown
in the right part of Figure 1.

Context Evaluation Settings. The Context-
less setting closely resembles the current ASR
benchmark “speech-to-text” paradigm, transcribing
speech without any contextual information. This
setting serves as a baseline applicable to both con-
ventional ASR systems and LALMs. The Coarse-
grained Context setting incorporates domain-level
contextual cues into user prompts when LALMs
perform speech recognition. For ContextASR-
Speech set, this involves providing domain la-
bels for each data entry, while for ContextASR-
Dialogue set, it refers to the movie title relevant
in the dialogue. This setting evaluates LALMs’
capability to retrieve domain-specific knowledge
from their internal world knowledge when given
vague contextual hints, thereby enhancing speech
understanding. We posit that LALMs’ true value in
speech recognition lies in their ability to generalize
across domains through coarse-grained prompting,
which is also the Coarse-grained Context setting
designed to assess. The Fine-grained Context
setting employs precise prior knowledge injection
by incorporating terms or named entities within
the speech text content into the user prompt. This



setting simulates practical scenarios requiring user-
customized recognition capabilities, particularly
for recognizing organization-specific jargon or per-
sonal idiosyncratic expressions.

Evaluation Metrics. Conventional ASR bench-
marks rely on WER, calculated as W, where
S, I, and D represent substitution, insertion, and
deletion errors when calculating edit distance be-
tween ground-truth text and transcript, and 7' is
the total word count of ground-truth text. How-
ever, WER treats all words equally, conflicting
with human evaluation priorities that emphasize
critical content, such as named entities, technical
terms, over functional words, such as tone words
or pronouns. To bridge this gap, we introduce two
entity-centric metrics, NE-WER and NE-FNR. The
NE-WER follows the same calculation formula
as WER, but exclusively on entity spans using
fuzzy matching with an edit distance tolerance of
[%ﬂco‘mﬂ — 1 (e.g, if an ASR system mis-
recognizes two words out of a five-word entity, it
will still be matched as the entity text), effectively
focusing on the evaluation of entity recognition ac-
curacy. Additionally, the more stringent NE-FNR
adopts exact matching to quantify entity miss rates,
calculated as 1 — %, where H and N denote rec-
ognized and ground-truth entity counts. NE-FNR
inversely corresponds to the Recall commonly used
in the hotword ASR task, providing a stringent mea-
sure of entity detection precision. Together, NE-
WER and NE-FNR offer complementary insights:
NE-WER evaluates contextualized error patterns
in entity recognition, while NE-FNR assesses ab-
solute detection reliability, critical for applications
requiring high-precision entity transcribing.

3 Experiments and Analyses

To highlight our proposed ContextASR-Bench in
assessing how LLMs’ strong world knowledge and
context learning capabilities enhance contextual
speech recognition, we conduct a comprehensive
evaluation and analysis. All the models we eval-
uated include conventional ASR models, such as
Paraformer-Large (Gao et al., 2022), Sense Voice-
Small (An et al., 2024), Whisper-Large-V3 and
turbo (Radford et al., 2023), FireredASR-AED-
L and FireredASR-LLM-L (Xu et al., 2025b),
Dolphin-Base and Small (Meng et al., 2025), as
well as LALMSs, including Qwen2-Audio (Chu
et al., 2024), Qwen2.5-Omni (Xu et al., 2025a),
Baichuan-Audio (Li et al., 2025a), Baichuan-Omni-
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Figure 3: Comparison of average WER between conven-
tional ASR models and LALMs on existing open-source
Mandarin (ZH) and English (EN) benchmarks.

1.5 (Li et al., 2025b), and Kimi-Audio (KimiTeam
et al., 2025). All user prompt configurations for
LALMs under three context evaluation settings in
our experiments can be found in Appendix D.

3.1 Results of Previous ASR Benchmarks

To thoroughly demonstrate that existing ASR
benchmarks fail to unveil the improvements
brought by LLM to speech recognition tasks, we
select several representative conventional ASR sys-
tems and LLM-based ASR systems and test them
on 21 English and 54 Mandarin open-source bench-
marks. The average WER of each model across
all datasets is shown in Figure 3, and detailed re-
sults can be found in Appendix C. The WERs for
ASR systems with or without LLM on these open-
source benchmarks show little difference. Even
the Paraformer-Large model, with only 220M pa-
rameters, outperformed Kimi-Audio-7B on Man-
darin benchmarks, which defies intuition. It can
be attributed to two main reasons: 1) The text do-
main in open-source benchmarks is narrow, with
frequent casual conversational context, which lim-
its the applicability of LLMs’ extensive domain
knowledge and context understanding capabilities.
2) The WER calculations assign equal weight to all
tokens, which fails to effectively highlight the areas
where LL.Ms advantage, such as named entities or
terms. These results strongly support the necessity
of ContextASR-Bench.



Table 2: Results of all evaluated models on ContextASR-Bench. All models are classified into ASR models and
Large Audio Language models, based on whether they can be evaluated under context evaluation settings. “Size”
refers to the total number of parameters in the model. “Context” refers to the context evaluation setting on which
the model is evaluated, where *“/”, “Coarse”, and “Fine” indicate the Contextless setting, Coarse-grained Context
setting, and Fine-grained Context setting.

ContextASR-Dialogue
English

ContextASR-Speech
Mandarin

ContextASR-Dialogue

Mandarin

WER | NE-WER |
NE-FNR (%) |

WER | NE-WER |
NE-FNR (%) |

WER | NE-WER |
NE-FNR (%) |

Automatic Speech Recognition Models (ASRs)

27.79 1 78.22 | 82.81
11.45 1 55.67 1 61.16
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9.36 | 34.68 | 36.66
- -
- -
15.28 1 51.88 1 57.03
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6.02 1 32.79 1 65.18
13.62 1 46.58 | 77.35
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2.83 116.14 1 26.75
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10.18 1 45.88 | 64.13
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Large Audio Language Models (LALMs)

14.16 1 42.25 | 44.92
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2.16 | 6.651 2.35
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4.78 | 17.28 | 16.54
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2.60 | 16.49 | 27.84
2.47 115751 26.12
1951 11.13 1 15.28

3.44122.33 | 27.68
3.34 1 21.31 | 25.94
290 11591 | 16.68

11.05 1 29.78 | 30.81
9.86 1 26.11 | 25.97
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3421 14.88 121.18
3.73 1 14.90 1 20.88
2981 8391 4.71

54213344 1 41.88
5.12130.44 1 37.19
5.00 | 16.83 | 7.84

5.94128.29 1 29.28
5.73126.65 | 27.28
4.83114.36 1 12.85

3.48 1 20.68 | 37.44
3.34119.82 1 3539
2.13 1 10.55 | 14.11

4.35130.07 | 40.51
4.05 1 27.50 1 36.03
3.12 1 15.07 | 15.17

ContextASR-Speech
. English
Model Size  Context
WER | NE-WER |
NE-FNR (%) |
Paraformer-Large 220M 3433 176.71 |1 91.44
Sensevoice-Small 234M 15.72'1 56.78 1 77.96
Whisper-Large-v3 1.5B 9.36 1 29.56 1 39.89
Whisper-Large-turbo 809M / 9.84 1 32.10 | 44.01
Dolphin-Base 140 M -1-1-
Dolphin-Small 372M --10-
Firered ASR-AED-L 1.1B 13.72 | 48.88 | 69.14
Firered ASR-LLM-L 8.3B 6.93 1 23.69 | 32.74
/ 13.56 1 38.95 1 52.29
Qwen2-Audio 8.4B Coarse 13.41 | 38.34 1 51.55
Fine 11.49 1 27.27 1 35.08
Less 13.02 1 20.64 1 26.84
Baichuan-Audio 10.4B Coarse 9.33119.44 | 25.84
Fine 7521 5.87 1455
None 4.09 | 14.33 | 19.53
Kimi-Audio 9.8B Coarse 4.47 |1 13.88 | 18.60
Fine 2901 6.68 | 8.01
/ 10.65 1 23.17 | 30.15
Baichuan-Omni-1.5 11B Coarse 11.17 1 23.06 |1 29.88
Fine 8.161 7.69 | 6.53
/ 6.19 1 20.52 | 28.26
Qwen2.5-Omni-3B 5.4B Coarse 6.30 1 20.62 | 28.33
Fine 3991 7.80 1 9.69
/ 5.60 1 16.07 | 21.33
Qwen2.5-Omni-7B 10.1B Coarse 5.56 1 15.93 1 21.13
Fine 3961 7381 8.72

5.78 1 20.60 | 20.50
6.21 | 18.88 | 18.42
5321 11.831 9.24

2.59 1 19.05 | 33.88
3.14 1 18.26 1 31.99
1.84 | 9.80 | 12.19

3.70 1 26.52 | 34.52
3.28 123.76 1 29.77
240 | 14.06 | 13.17

3.2 Results on ContextASR-Bench

3.2.1 Conventional ASR Models vs. LALMs

Table 2 presents all the test results of evaluated
ASR systems on ContextASR-Bench. It is ev-
ident that ASR systems without LLMs gener-
ally have NE-FNR rates exceeding 50% on both
the ContextASR-Speech set and the ContextASR-
Dialogue set. Even FireredASR-AED-L, the cur-
rent SOTA ASR model for Mandarin, shows an
NE-FNR exceeding 40% on ContextASR-Bench.
In contrast, the LALM models perform evidently
better even in the Contextless setting compared
to conventional ASR models. Qwen2.5-Omni-7B
exhibits a relative reduction of 39.9% in WER
and 42% in NE-FNR on the ContextASR-Dialogue
(EN) compared to the Whisper-Large-V3, the cur-
rent SOTA English ASR model. However, these
two models only show a 9.8% difference on exist-
ing English ASR benchmarks. The above indicates:
1) ContextASR-Bench has a greater distinction ca-

pability between conventional ASR models and
LALMs compared to existing ASR benchmarks,
highlighting that the strong world knowledge and
context learning capabilities of LALMs are impor-
tant for contextual speech recognition. 2) LALM
models can still perform generally well in the Con-
textless setting, leveraging the massive text training
data and world knowledge built on it.

3.2.2 Coarse- and Fine-grained Context

Figure 4 compares NE-WER metrics of LALMs
evaluated under Coarse-grained and Fine-grained
context settings with the Contextless setting. We
can notice that LALMs show more obvious reduc-
tions in NE-WER on the ContextASR-Dialogue
set compared to ContextASR-Speech set under
the Coarse-grained context setting. ContextASR-
Speech set uses the domain label of speech text
content as Coarse-grained context, which differs in
precision from the movie title used in ContextASR-
Dialogue set; Domain labels are more general-
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Figure 4: The NE-WER of LALMs on ContextASR-
Bench under Contextless, Coarse-grained Context and
Fine-grained Context evaluation settings.

ized, whereas movie titles are more specific. This
indicates that current LALMs still have limited
capability in retrieving specific knowledge to en-
hance the speech recognition task through broad
contexts, such as domain labels. While under the
Fine-grained Context setting, LALMs show a sig-
nificant reduction in NE-WER, lining up with ex-
pectations. However, we observe that under this
setting, some LALMs begin to generate severe hal-
lucinations, manifested as repeating only emitting
entities within the text prompt when transcribing
speech. As a result, although the NE-WER and
NE-FNR metrics show big decreases, the WER
did not exhibit a similar reduction. For instance,
Baichuan-Audio and Baichuan-Omni-1.5, these
two models achieve much lower NE-FNR than
other LALMs on both ContextASR-Speech and
ContextASR-Dialogue sets under the Fine-grained
Context setting. However, their WERSs are notice-
ably higher than others. The appearance of halluci-
nations under the Fine-grained Context setting in-
dicates that the model is paying too much attention
to the prompt while somehow ignoring the auditory
modality input. It suggests that in the contextual
speech recognition task, balancing the model’s at-
tention to text modality context information and
audio modality is crucial for achieving stable and
reliable speech recognition results.

4 Related Work

Recently, ASR research has been driven by a
diverse array of open-source corpora spanning
multiple domains or languages. General do-

main benchmarks include THCHS-30 (Wang and
Zhang, 2015), focusing on Mandarin read speech;
LibriSpeech (Panayotov et al., 2015), the stan-
dard English audiobook corpus; AISHELL-1 (Bu
et al., 2017) and AISHELL-2 (Du et al., 2018)
for indoor and mobile-device recordings; SPGIS-
peech (O’Neill et al., 2021) for financial telephony;
Common Voice (Ardila et al., 2020) for crowd-
sourced accent variation; and large-scale web-
sourced collections such as WenetSpeech (Zhang
et al., 2022a), GigaSpeech (Chen et al., 2021),
and the unified SpeechIO leaderboard' with mas-
sive test subsets. Multilingual evaluations are
supported by FLEURS (Conneau et al., 2022),
Multilingual LibriSpeech(Pratap et al., 2020).
SEAME(Lee et al., 2017) and the ASRU (Shi
et al., 2020) benchmarks are designed for code-
switching ASR. Accent and dialect diversity are
examined in KeSpeech (Tang et al., 2021), cov-
ering eight regional Mandarin variants, and Vox-
Populi (Wang et al., 2021), focusing on accented
news broadcasts. Far-field and multi-speaker sce-
narios are addressed by AISHELL-4 (Fu et al,,
2021) and AliMeeting (Yu et al., 2022), provid-
ing multi-channel meeting recordings. Scenario-
specific datasets such as SlideSpeech (Wang et al.,
2024) and TED-LIUM (Rousseau et al., 2012) cater
to slide-synchronized presentations and TED talks.

5 Conclusion

In this work, we propose ContextASR-Bench,
a massive pioneering contextual speech recog-
nition benchmark designed to rigorously evalu-
ate contextual capture capabilities of Automatic
Speech Recognition (ASR) and Large Audio Lan-
guage Models (LALMs), bridging the gap between
conventional context-agnostic evaluations and the
evolving demands of intelligent ASR. This bench-
mark encompasses up to 40,000 data entries across
over 10 domains, enabling a thorough evaluation
of model performance in scenarios that incorpo-
rate coarse-grained or fine-grained contextual in-
formation. Our extensive experiments reveal that
LALMs, empowered by their inherent knowledge
retention and context-learning abilities, outperform
conventional ASR models considerably. This work
not only establishes a robust foundation for future
research in contextual speech recognition but also
highlights the potential of LLMs in enabling ASR
systems to mimic human-like comprehension.

1https: //github.com/SpeechColab/Leaderboard


https://github.com/SpeechColab/Leaderboard

Limitations

The limitations of this work primarily include the
following two aspects:

* The speech data in the proposed ContextASR-
Bench is synthesized using zero-shot TTS
models. Although synthesized speech still
lacks some acoustic diversity and complex-
ity compared to real speech, we find that cur-
rent ASR systems still show poor performance
in accurately recognizing these synthesized
speeches, especially when identifying entities
or hotwords within them.

¢ Currently, ContextASR-Bench has only Man-
darin and English speech recognition sets,
without considering additional languages. In
future work, we plan to explore extending our
benchmark to more languages by leveraging
multilingual-supporting TTS systems.
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A Details for NER Datasets

In Sec. 2.1 we described the process of gener-
ating text corpora for ContextASR, where we
obtain domain-specific named entities from the
collected open-source NER datasets as seeds for
DeepSeek-R1 to generate entity-rich colloquial text
of ContextASR-Speech. Table 3 summarizes the
statistics of the NER datasets we used, includ-
ing CMeEE (Zhang et al., 2022b), IMCS21 Task
1 (Chen et al., 2023), CLUENER (Xu et al., 2020),
MSRA (Levow, 2006), NLPCC2018 Task 4 (Zhao
et al., 2018), CCFBDCI %, MMC (Liu et al., 2024),
E-Commerce (Jie et al., 2019), Resume (Zhang and
Yang, 2018), Bank 3, FNED (Huang et al., 2023),
DLNER (Xu et al., 2017) datasets.

B Prompts Using in Entity-rich Corpora
Generation

In this work, we utilize DeepSeek-R1 to gener-
ate entity-rich text corpora from the original NER
text for ContextASR-Bench. Below is the specific
prompt content we designed.

B.1 Prompt For ContextASR-Speech English
Corpora Generation

( )

# Task

Convert the written-style NER task text into a more natural, conversational
form (as if a real person were speaking), while also outputting the list of named
entities found in the conversational text and assigning a domain label to the
generated text.

# Input Details

1. Original Text: A segment of written-style text used for the NER task.

2. Entity List: The named entities appearing in the original text (separated by
semicolons).

Output Details

1. Colloquial Text: A naturally spoken-style passage transformed from the given
formal written text.

2. Entity List: The named entities that appear in the colloquial text (separated
by semicolons).

3. Domain Label: A single word or short phrase indicating the domain to which
the generated colloquial text belongs, based on the text and the entity list.

# Specific Requirements 1. Use your imagination to produce a natural, collo-
quial text in any spoken form you like—dialogue, a mini-speech, casual chat,
etc.—between 100 and 400 characters.

2. The original formal written text is only for reference; your colloquial text
need not convey the same exact meaning, only that it belongs to the same do-
main.

3. Your generated colloquial text does not have to include every entity from the
input list; those entities are there only to inspire you.

4. Include as many named entities as possible—at least five—in your colloquial
text. Entities are not limited to person names, place names, or organization
names; feel free to use domain-specific technical terms or jargon.

5. The colloquial text must be normalized and readable—just like output from
a speech-recognition system. Apart from English words, only common punc-
tuation marks are allowed. Any numbers, dates, units of measure, or currency
symbols must be spelled out in words (for example, “2023-09-08” — “two
thousand twenty-three year nine month twenty-eighth day”, “32.5 g/ —
“thirty-two point five grams per liter”, “1000$” — “one thousand US dollars™).
6. Do not include any structured text formats or emojis—no Markdown, LaTeX,
HTML, XML, JSON, etc.

# Example

J

2h’ctps ://www.datafountain.cn/competitions/510
Shttps://www.heywhale.com/mw/dataset/
617969ec768f3b0017862990/content
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## Example 1

Original text: 2. Frontal and lateral chest X-ray examination (once daily in the
early stage, for three to four consecutive days).

Entity list: frontal and lateral chest X-ray examination Generated the colloquial
text, entity list, and domain label:

Hey Mark, remember when I went for my physical at St. Mary’s last week?
Dr. Thompson ordered both anteroposterior and lateral chest X-rays. Get this
- they wanted me to do them three times a day for the first two days! Then
he suggested combining it with a contrast-enhanced CT scan to check the
pulmonary vasculature. Oh, and get this, the radiologist kept mentioning
something about ground-glass opacities in my report. My coworker Susan
swears by low-dose computed tomography though...

Entities List: anteroposterior and lateral chest X-rays; contrast-enhanced CT
scan; pulmonary vasculature; ground-glass opacities; low-dose computed to-
mography

Domain Tags: Medical

## Example 2
Original text: Since March of this year, the Springfield County Office has

prohibited the unauthorized excavation of bian stone. Many villages have also
set up geological preservation units to immediately stop any illicit digging as
soon as it is discovered.

Entity list: Springfield County Office, geological preservation units
Generated the colloquial text, entity list, and domain label: Hey Sam, did you
catch the town meeting last night? The Springfield County Office just rolled
out this new regulation in March about preserving the quartzite deposits. Get
this - they’ve got these geological preservation units patrolling with portable
XRF analyzers now. Remember how the Johnson boys got caught digging near
the shale formation last week? Turns out the EPA requires special mineral
extraction permits now. Oh, and they’re installing seismic monitors around
the watershed area to prevent soil erosion. Honestly, this whole lithosphere
protection thing is getting serious!

Entities List: Springfield County Office; quartzite deposits; portable XRF ana-
lyzers;geological preservation units;shale formation; EPA; mineral extraction
permits; seismic monitors; watershed area; soil erosion; lithosphere protection
Domain Tags: Natural Resource Management # Now, please generate colloquial

texts, along with the entity list and domain labels, based on the given require-
ments and the example response format, referring to the provided original text
and entity list.

Original text: {raw_text}

Entity list: {entities}

Generated colloquial texts, entity list, and domain labels:

\_ J
B.2 Chinese Prompt For ContextASR-Speech
Generation
f )
i

BT 2 A 2 SER R 55 SO SR O B B IR B B AL KU
(B HAULHSRAE—RE) | [ 5O A i 4 S5
B AN AL RS T IR F) AT 25 -

N A
1L RSO — BB IS A S RBIES 130
2. PR HIERIECAT AL (A5 SRR -

# i I
%%§%1$:4&@%%&%%%#Eﬁmﬁ1$%%ﬁﬂuﬁ%%
2K .
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AR B AR S B RS

# BARZR
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Table 3: Details for Open-Source NER Datasets.

Dataset Description Size Number Categories
CMeEE CBLUE Chinese Medical Entity Recognition 20,000 9
IMCS21 Task 1 NER dataset from the 1st CCL2021 Intelligent Dialogue Diagnosis Evaluation Challenge 98,452 5
CLUENER A fine-grained dataset from Sina News RSS 12,091 10
MSRA Microsoft Research Asia open-source NER 48,442 3
NLPCC2018 Task 4 Task-oriented Dialogue System NER 21,352 15
CCFBDCI Chinese NER Algorithm Robustness Evaluation 15,723 4
MMC Ruijin Hospital MMC Al-assisted Knowledge Graph Construction Challenge 3,498 18
E-Commerce E-commerce-oriented NER 7,998 4
Resume Executives’ Resumes from Chinese Listed Companies 4,761 8
Bank Banking Loan Data NER 10,000 4
FNED Domain Event Detection under High Robustness Requirements 10,500 7
DLNER Discourse-level NER 28,897 9
r \
B AR must be in their full form. For example, use “Robin White” instead of just
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B.3 English Prompt For

ContextASR-Dialogue Generation

-

# Task
Generate a natural multi-person conversation script in English about a specific
movie, along with an entity list, based on provided information.

# Input Details

1. Movie Title: Title of the film being discussed.

2. Director: Name of the film’s director.

3. Cast: Main actors/actresses in the film.

4. Plot Summary: Brief synopsis of the movie’s storyline.
5. Number of Participants: Total people in the conversation.

# Output Requirements

1. Dialogue Script: Casual conversation in screenplay format (‘‘Speaker: Dia-
logue”).

2. Entity List: Proper nouns (titles, names) and film-related terminology from
the conversation (semicolon-separated).

# Key Specifications

1. Participant Names: Use culturally appropriate Western names (e.g., Chris,
Emily, Marcus, Rachel) matching participant count.

2. Natural Dialogue: The content of the conversation must be highly colloquial,
natural and fluent, in line with the true context of easy discussion of the movie
between friends or fans, avoiding any written language or blunt wording, and
should be full of life and personal opinions.

3. Movie Content Focus: The core content of the discussion must revolve
around the provided movie, engaging in an in-depth analysis. If the provided
plot summary is not detailed enough, please reasonably supplement and expand
by incorporating information you are aware of regarding the movie (such as a
more detailed plot, background, themes, reviews, etc.) to enrich the conversa-
tion content, making it more profound and comprehensive. You may include
perspectives on the plot, characters, actors’ performances, directorial techniques,
thematic significance, and other aspects.

4. Entity Integration: Mention at least 3 movie-related names (direc-
tor/actor/character), with at least 2 names naturally mentioned by different
speakers. Please pay special attention that all names mentioned in the dialogue
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“White”.

5. Dialogue Coherence: The entire generated dialogue text should possess a
high degree of realism and logical coherence, ensuring that statements between
different speakers naturally follow, respond to, and advance the discussion topic,
forming an organic and complete dialogue process.

6. Text Normalization: The dialogue text needs to undergo “normalization”
processing to simulate speech transcription effects. All numbers (such as years,
times, quantities, rankings, dates, currencies, units, etc.) should be converted
into their corresponding English words (for example, “nineties” instead of “90s”,
“eight-thirty” not “8:30”, “three hundred dollars” not “300$”) instead of using
Arabic numerals or symbols.

7. Entity Extraction: Carefully review the generated dialogue text, extract all
movie titles, directors, actors, main character names, as well as professional
terms related to movie production and film reviews mentioned in the dialogue
text, and organize them into a list separated by semicolons *“;”. Please ensure
that all entities in the list accurately appear in the generated dialogue text.

8. Format Rules: It is strictly prohibited to use any structured markup languages
(such as Markdown, LaTeX, HTML, XML, JSON, etc.) or emoticons in the
generated dialogue text. The dialogue content should only include English
words or letters, and common punctuation marks, with each line presented in
the format “Speaker: Content”. Each speaker in the entire dialogue must have
no fewer than three utterances.

# Language Specific Instructions
The provided movie information is in Chinese (including movie titles, directors’
and cast members’ full names, and plot summary). When generating English
dialogue based on provided Chinese movie information ensure the following:
1. Movie Title: Do not simply translate the Chinese titles. Instead, use the
official English titles of the movies. For example, translate “/£SR.0 8 to
“Flipped” rather than a literal translation like “Heart pounding” or something.
2. Personal Names: Use the authentic English names of directors, cast members
and characters instead of directly transliterating from Chinese.
3. Plot Summary: While translating the plot summary, maintain the original
context and nuance without altering the intended meaning. Ensure that cultural
references are appropriately adapted for an English-speaking audience.
# Example
Movie Title: ({E4¥75/E)
Director: 8- J& /RFK / i 50 &F LK
Cast: 75 LA TR / ARHE LI / FL5T- RIEAR / 298 AT
Plot Summary: JoRTEHAHLT (FLIE- 5 %R Zack Gottsagen ffi) Jf&—
ZRERGEIERE, BN ES T —FrEht, ExE
ERIFLTIERE T AEW, SRR, MR B TR M Z i vE
(ARHE-£857 Dakota Johnson ¥fii) HU#H L2 [B145 T T YREHIAIH - HL
TRE—EMAR, BR, MEEE BB LEARG, XBEFRBREH
—MEZRIK S BRI NFAIR  FL5E R A EEAR LR SR RIS R
PETIERAERB 2 » FEZERR/R (& 73R Bruce Dern i) FI#E
;é N, FLFEF iR satoBiky, BB AT, BhXhe, i L TEYZ

Number of Participants: 3

Generated dialogue script and entity list:

Dialogue Script:

Sarah: Okay, so who else just rewatched The Peanut Butter Falcon this weekend?
I need to talk about it!

Jake: Me! That movie hits different every time. Shia LaBeouf as Tyler is so
good. His chemistry with Zack Gottsagen—actual magic.

Mia: Right? And Dakota Johnson as Eleanor, the nurse? She’s underrated. That
scene where she finally lets Zack go chase his wrestling dream—I totally cried
when she said, “You’re my friend first.”

Sarah: Ugh, same. Did you all know Zack Gottsagen is the first actor with
Down syndrome to headline a major studio film? That’s huge.

Jake: For real? No wonder it felt authentic. Directors Tyler Nilson and Michael
Schwartz nailed the balance between humor and heart. Like, the river scenes?
When Tyler teaches Zack to crab-catch? Pure joy.

Mia: And don’t forget John Hawkes as the creepy fisherman! His whole
“saltwater redneck” vibe was low-key terrifying. But Zack’s obsession with that
wrestling tape? Classic.

Sarah: The way Zack quotes “Salty Water Redneck” like it’s scripture. .. iconic.
But the best part? How Tyler’s own redemption arc ties into Zack’s dream. They
both need each other.

Jake: Exactly! It’s not just a “road trip” movie. It’s about broken people fixing
each other. Shia’s breakdown scene in the firelight? Oscar-worthy.

Mia: Think they’ll ever make a sequel? Zack ruling the wrestling world? Sarah:
Nah, the ending is perfect. He finally gets his hero moment in the ring—no CGI,

J
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no cheesy dialogue. Just raw celebration.
Jake: Plus, real-life Zack Gottsagen helped write his lines. You can tell. That

“I’m a wrestler, not a criminal” speech? Chills.

Entity List: The Peanut Butter Falcon; Tyler Nilson; Michael Schwartz; Shia
LaBeouf; Zack Gottsagen; Dakota Johnson; John Hawkes; Tyler; Eleanor;
Salty Water Redneck; Down syndrome; studio film; redemption arc; CGI;
Oscar-worthy

# Now, please generate dialogue script and entity list based on the above
requirements and the provided movie information, referring to the example’s
reply format.

Movie Title: {movie_name}

Director: {movie_director}

Cast: {movie_actors}

Plot Summary: {movie_plot}

Number of Participants: {person_num}
Generated dialogue script and entity list:

B.4 Chinese Prompt For

ContextASR-Dialogue Generation
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C Detailed Results on Open-Source ASR
Benchmarks

To thoroughly demonstrate that existing ASR
benchmarks fail to unveil the improvements
brought by LLM to speech recognition tasks, we
select several representative conventional ASR sys-
tems and LLM-based ASR systems and test them
on 21 English and 54 Mandarin existing open-
source benchmarks. Table 4 and Table 5 show the
detailed results on English and Mandarin bench-
marks, respectively.

D Prompt used in ContextASR-Bench
evaluation

We conduct a comprehensive evaluation and
analysis in Section 3.2 to highlight our pro-
posed ContextASR-Bench in assessing how LLMs’
strong world knowledge and context learning ca-
pabilities enhance contextual speech recognition.
Table 6 exhibits user prompt configurations for
LALMs under the three context evaluation settings.



Table 4: The WER (%) results of Conventional ASR and Large Audio Languages Models on existing open-source
English ASR benchmarks. The “Overall” results represent the average WER of each model on test speeches across
all benchmarks.

Dataset Sensevoice-small ~ Fireredasr-aed Whisper-Large-turbo ~ Whisper-Large-v3  Fireredasr-llm  Qwen2.5omni  Kimi-audio
COMMON_VOICE_V17.0_EN_DEV 13.13 13.88 9.05 8.15 10.94 5.93 6.13
COMMON_VOICE_V17.0_EN_TEST 14.98 17.55 12.04 10.56 15.00 7.72 8.35
FLEURS_EN-US_DEV 8.70 8.09 4.97 4.63 4.88 4.20 5.20
FLEURS_EN-US_TEST 7.83 7.70 4.84 4.59 4.65 3.81 4.63
GIGASPEECH_V1.0.0_DEV 11.61 10.11 11.11 11.45 9.55 11.06 10.44
GIGASPEECH_V1.0.0_TEST 11.73 10.17 10.55 10.64 9.66 11.02 10.06
LIBRISPEECH_DEV_CLEAN 3.49 1.82 2.25 2.24 1.58 1.55 1.60
LIBRISPEECH_DEV_OTHER 6.99 422 4.25 3.96 3.06 3.23 2.82
LIBRISPEECH_TEST_CLEAN 3.26 1.94 2.37 215 1.65 1.74 1.58
LIBRISPEECH_TEST_OTHER 7.30 4.39 4.36 3.96 3.65 3.47 293
MLS_EN_TEST 10.22 7.01 5.39 521 522 5.45 4.82
SLIDE_SPEECH_DEV 10.44 7.67 9.17 9.53 7.54 8.42 8.18
SLIDE_SPEECH_TEST 11.23 8.18 10.81 10.75 8.11 9.81 8.99
SPGISPEECH_DEV 3.49 5.37 3.33 3.46 4.70 2.25 4.00
SPGISPEECH_TEST 3.50 528 327 3.36 4.60 227 391
TEDLIUM_RELEASE3_LEGACY_DEV 4.53 4.75 4.40 4.15 4.11 3.68 3.44
TEDLIUM_RELEASE3_LEGACY_TEST 4.16 3.96 4.27 4.60 3.84 3.93 3.36
VOXPOPULI_V1.0_EN_ACCENTED_TEST 14.16 14.25 18.90 18.77 13.96 23.71 16.52
VOXPOPULI_V1.0_EN_DEV 10.82 10.73 9.99 9.72 10.32 6.70 8.90
VOXPOPULI_V1.0_EN_TEST 10.45 10.61 10.67 9.14 9.96 6.51 8.91
Overall 7.12 7.65 6.50 6.44 6.81 5.81 6.15

Table 5: The WER (%) results of Conventional ASR and Large Audio Languages Models on existing open-source
Mandarin ASR benchmarks. The “Overall” results represent the average WER of each model on test speeches
across all benchmarks.

Dataset Sensevoice-Small  Paraformer-Large  Firered ASR-AED-L  Whisper-Large-turbo  Whisper-Large-v3  Dolphin-Small Dolphin-Base ~FireredASR-LLM-L  Qwen2.5-Omni  Kimi-Audio
AISHELLI_TEST 3.01 1.93 055 6.10 548 333 447 073 162 0.76
AISHELL2_ANDROID_TEST 3.94 3.08 2.76 5.81 521 474 5.96 250 276 2.63
AISHELL2_IOS_TEST 381 284 252 5.55 491 442 558 216 259 2.84
AISHELL2_MIC_TEST 3.88 301 281 551 5.07 478 621 249 263 276
AISHELL4_TEST 16.59 17.13 11.79 3178 29.10 20.15 21.90 12,06 19.26 20.00
ALIMEETING_EVAL_FAR 2421 21.84 14.22 38.02 36.21 30.68 3197 14.87 26.81 26.06
ALIMEETING_EVAL_NEAR 555 515 3.34 14.23 12.19 6.28 749 397 556 698
ALIMEETING_TEST_FAR 25.42 23.12 15.44 40.05 37.92 32.61 35.08 16.35 29.86 29.30
ALIMEETING_TEST_NEAR 7.05 647 409 16.05 15.55 838 923 4.89 6.87 835
ASRU_TEST 8.12 534 6.60 10.51 9.70 9.20 11.74 571 8.39 721
COMMON_VOICE_V17.0_ZH_DEV 13.47 12.95 7.15 17.49 16.66 17.95 16.78 7.20 8.38 9.45
COMMON_VOICE_V17.0_ZH_TEST 1057 1024 339 1442 12.84 11.53 14.43 3.51 5.06 6.06
FLEURS_CMN_DEV 356 334 3.20 413 353 4.07 5.99 241 231 228
FLEURS_CMN_TEST 4.16 3.80 3.64 470 408 448 631 2.54 259 252
KESPEECH_DEV 843 9.53 3.82 24.34 21.03 8.61 14.33 317 558 4.82
KESPEECH_TEST 10.15 1137 453 34.10 29.18 10.68 15.02 3.60 6.46 524
MAGICDATA_CONVERSATION_DEV 8.08 7.81 462 18.58 16.46 9.54 11.72 5.10 7.02 25.69
MAGICDATA_CONVERSATION_TEST 10.70 10.56 6.36 2241 19.73 12.09 14.67 6.92 9.45 36.48
MAGICDATA_READ_DEV 436 4.12 0.79 10.57 9.10 5.09 6.84 141 271 1.69
MAGICDATA_READ_TEST 4.02 4.00 0.92 9.01 8.03 4.29 5.66 1.46 271 173
SEAME_DEV_MAN 27.09 33.11 3121 44.78 36.27 37.52 48.98 3114 31.95 35.12
SEAME_DEV_SEG 39.22 53.73 50.98 91.22 77.66 78.76 131.93 5175 53.80 54.42
SPEECHIO_ASR_ALL 3.64 290 282 8.43 7.64 4.89 6.64 263 3.20 277
SPEECHIO_ASR_ZH00000 2.82 258 228 9.49 8.92 330 4.05 230 2,64 236
SPEECHIO_ASR_ZH00001 1.04 061 0.79 245 2.10 1.56 232 059 0.70 052
SPEECHIO_ASR_ZH00002 4.44 351 3.00 8.05 737 5.02 6.75 2.88 350 371
SPEECHIO_ASR_ZH00003 245 L19 113 553 466 3.19 5.44 095 1.00 094
SPEECHIO_ASR_ZH00004 222 177 157 4.00 373 275 3.58 1.59 2.09 1.61
SPEECHIO_ASR_ZH00005 279 216 224 827 836 372 470 212 262 191
SPEECHIO_ASR_ZH00006 6.33 5.26 4381 16.28 13.65 7.39 9.47 479 6.26 5.46
SPEECHIO_ASR_ZH00007 6.71 4.95 3.67 14.49 13.19 10.23 12.65 378 7.44 542
SPEECHIO_ASR_ZH00008 533 4.34 4.10 1571 14.16 8.50 12.94 4.00 6.65 5.08
SPEECHIO_ASR_ZH00009 4.06 341 3.54 7.94 728 4.98 6.41 331 367 338
SPEECHIO_ASR_ZH00010 3.87 3.43 336 8.79 8.49 432 526 331 350 353
SPEECHIO_ASR_ZHO00011 202 151 137 593 5.13 318 447 1.40 156 133
SPEECHIO_ASR_ZH00012 3.64 3.04 227 10.44 8.45 4.49 5.62 2.06 324 230
SPEECHIO_ASR_ZH00013 4.17 353 428 8.16 751 595 8.74 4.00 379 4.08
SPEECHIO_ASR_ZH00014 5.08 421 353 10.23 8.67 841 12.75 355 420 377
SPEECHIO_ASR_ZH00015 733 521 8.16 16.02 14.72 12.09 15.96 7.00 647 573
SPEECHIO_ASR_ZH00016 6.83 543 549 13.49 12.56 9.14 11.66 522 564 515
SPEECHIO_ASR_ZH00017 375 276 265 9.39 7.89 553 730 247 294 256
SPEECHIO_ASR_ZH00018 339 314 254 5.99 574 425 628 244 345 3.04
SPEECHIO_ASR_ZH00019 432 384 343 11.95 11.45 7.11 10.31 331 4.10 330
SPEECHIO_ASR_ZH00020 259 132 1.63 5.90 507 376 5.90 134 158 134
SPEECHIO_ASR_ZH00021 373 3.10 281 7.64 743 523 729 272 326 265
SPEECHIO_ASR_ZH00022 5.87 507 412 9.92 8.97 7.02 9.45 352 463 339
SPEECHIO_ASR_ZH00023 326 2.80 248 6.88 639 445 634 218 259 278
SPEECHIO_ASR_ZH00024 643 497 495 18.36 15.95 10.08 12.53 455 5.90 4.99
SPEECHIO_ASR_ZH00025 5.05 4.49 387 11.06 10.45 642 10.83 3.65 453 437
SPEECHIO_ASR_ZH00026 479 4.14 432 725 6.88 551 743 3.99 462 357
THCHS-30_DEV 472 376 0.09 7.50 635 5.05 754 032 271 110
THCHS-30_TEST 5.18 398 027 7.62 6.83 567 774 0.56 307 136
WENETSPEECH_DEV 349 314 321 9.59 8.86 753 8.39 323 472 311
WENETSPEECH_TEST_MEETING 734 698 476 19.03 18.94 7.83 10.11 463 7.64 623
WENETSPEECH_TEST_NET 7.13 6.63 485 11.55 9.90 9.30 11.74 4.60 597 6.44
Overall 8.46 8.18 5.66 16.88 15.19 10.86 13.52 5.68 8.03 9.84
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Table 6: User prompts used in ContextASR-Bench evaluation for Large Audio Language Models (LALMs). All
LALMs are evaluated on ContextASR-Bench with different user prompts under three context evaluation settings.
“Context” refers to context evaluation settings, where *“/”, “Coarse”, and “Fine” represent Contextless, Coarse-
grained Context, and Fine-grained Context settings. ContextASR-Bench includes two distinct test sets: ContextASR-
Speech (denoted “Speech”) and ContextASR-Dialogue (denoted as “Dialogue”), while “Both” indicates both
sets. “<domain label>" and “<movie name>" indicate Coarse-grained Context for the ContextASR-Speech and
ContextASR-Dialogue sets, respectively. Both sets use “<entity list>” as Fine-grained Context.

Models Language Context Test Set Prompt
/ Both Detect the language and recognize the speech:
This speech belongs to the <domain label> field.
Speech Detect the language and recognize the speech:
Coarse
. This speech is a dialogue about the movie <movie title> .
Dialogue .
Detect the language and recognize the speech:
Qwen2-Audio EN/ZH
This speech belongs to the <domain label> field and may contains
Speech the following words or phrases: <entity_list>.
Fi Detect the language and recognize the speech:
ine
This speech is a dialogue about the movie <movie title> and may
Dialogue contains the following words or phrases: <entity_list>.
Detect the language and recognize the speech:
/ Both Please transcribe the following audio:
The following audio belongs to the <domain label> field.
Speech . . .
Please transcribe the following audio:
Coarse
. The following audio is a dialogue about the movie <movie title> .
Dialogue . . .
Please transcribe the following audio:
Kimi-Audio EN/ZH
The following audio belongs to the <domain label> field and may
Speech contains the following words or phrases: <entity_list>.
. Please transcribe the following audio:
Fine
The following audio is a dialogue about the movie <movie title>
Dialogue and may contains the following words or phrases: <entity_list>.
Please transcribe the following audio:
/ Both FEE RN UK
Soeech XEIEE BT <domain label> 45 -
peec RRE T TN SR
Coarse — — ” -
Baichuan-Audio . IEE 2 — BT <movie name> X1 -
Dialogue S S >
Baichuan-Omni-1.5 EN/ZH £ FHE SRR NI
Speech IXEEEJET <domain label> 4T3, H HATREEL & LU A
- peec B <entity_list> o KRB EER A
ine
Dial KBS & — BHE R <movie name> (UXE, H HATREELS
talogue PAUNIAEAETE: <entity_list> « BB 5% 0 3OK:
Transcribe the English audio into text, ensuring all punctuation
/ Both .
marks are included.
This audio belongs to the <domain label> field. Transcribe the English
Speech L . . .
audio into text, ensuring all punctuation marks are included.
Coarse
Dial This audio is a dialogue about the movie <movie title> . Transcribe the
EN 1alogue English audio into text, ensuring all punctuation marks are included.
This audio belongs to the <domain label> field and may contains the
Speech following words or phrases: <entity_list>. Transcribe the English
Fi audio into text, ensuring all punctuation marks are included.
ine
ThThis audio is a dialogue about the movie <movie title> and may
Qwen2.5-Omni Dialogue conta%ns the fol}owmg words <'>r phrases: <ent}ty_hst>. Tran.scrlbe the
English audio into text, ensuring all punctuation marks are included.
/ Both TERHX B DOE R S BN A TR A A5 UK
Seech IXBHEEJE T <domain label> AT, »
Coarse peec TFRRX B DGE B SR AR S UK
Dial ZEEE— BB R <movie name> FUXT1E -
ZH 1aogue TERIX BODOE RS R HON T E TR A A5 RSO
Speech XBAIEEJE T <domain label> 4T3, JF B A[REE & LN iRk &E1E:
peec <entity_list> - T RHXBDOETEF FH N AR AT 5 10K -
Fine WIEE & — BT <movie name> [IX1E, H BT REE &
Dialogue UM RIS <entity_list> o W RHXBDGHEE RN

HHR RS RSO .
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