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ABSTRACT

Despite the massive success of fine-tuning large Pre-trained Language Models
(PLMs), they remain susceptible to out-of-distribution and adversarial input. Data
Map (DM) is a simple yet effective dual-model approach that improves the robust-
ness of fine-tuned PLMs. It involves fine-tuning a model on the original training
set (i.e. reference model), selecting a subset of important training examples based
on the training dynamics of the reference model, and fine-tuning the same model
only on these selected examples (i.e. main model). However, this approach re-
quires fine-tuning the same model twice, which is computationally expensive for
large PLMs. In this paper, we show that 1) training dynamics are highly trans-
ferable across model sizes and pre-training methods, and that 2) main models
fine-tuned using DM learn faster than when using conventional Empirical Risk
Minimization (ERM). Building on these observations, we propose a novel fine-
tuning approach based on the DM approach: Fine-Tuning by transFerring Train-
ing dynamics (FTFT). Compared with DM, FTFT uses more efficient reference
models and fewer training steps. FTFT achieves better generalization robustness
than ERM while spending less than half of the training cost.1

1 INTRODUCTION

Current state-of-the-art performance in Natural Language Processing (NLP) is dominated by large,
pretrained language models (PLMs), which are typically fine-tuned for downstream tasks. Scaling
laws (Kaplan et al., 2020; Hoffmann et al., 2022) suggest that better downstream performance is
achieved with larger PLMs. However, fine-tuning large PLMs is also more expensive, in terms of
both computational resources and carbon emission (Strubell et al., 2019; Wu et al., 2022).

Moreover, despite impressive progress on regular benchmarks, many studies have shown that fine-
tuned PLMs lack robustness against out-of-distribution (OOD) input. For instance, human annota-
tors can easily exploit the weaknesses of fine-tuned PLMs to trick these models to yield incorrect
predictions, on tasks such as Natural Language Inference (NLI) (Nie et al., 2020) and Hate Speech
Detection (HSD) (Vidgen et al., 2021b).

The problem of robustness can be mitigated using dual-model approaches. With such approaches,
first a reference model is trained to estimate the importance of each training instance, and then a
main model is trained based on the outputs of the reference model (Nam et al., 2020; Utama et al.,
2020; Sanh et al., 2021; Karimi Mahabadi et al., 2020; Zhang et al., 2022; Liu et al., 2021). In
particular, the approach proposed by Swayamdipta et al. (2020) is attractive because it is simple
and consistently improves model performance on OOD test datasets. First, a Data Map (DM)
is constructed, based on the training dynamics (i.e. instance prediction probabilities) from an
initial fine-tuning run of the reference model on the full dataset. This DM then divides training
data into three subsets: ambiguous, hard-to-learn, and easy instances. Finally, the main model
is fine-tuned using only either the ambiguous or the hard-to-learn subset. In Swayamdipta et al.
(2020) the reference model and the main model are the same PLM (e.g., DeBERTaV3Large; He et al.,
2023). However, a major drawback of this approach is that it improves robustness at the expense of
efficiency, because it requires fine-tuning the same model twice.

1Our code will be publicly available on GitHub.
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We jointly address robustness and efficiency issues without sacrificing the simplicity of the DM
approach, by exploiting the transferability of training dynamics, and make two key contributions.

First, we study the following unexplored question: Are data maps transferable across different model
sizes and pretraining methods? We focus on the novel setting where data maps are created based
on computationally efficient reference models to fine-tune more capable — and often larger — main
models. The motivation is two-fold: first, smaller reference models are more computationally ef-
ficient; second, the more capable a reference model is, the better it is at memorizing training data
quickly (Tirumala et al., 2022; Carlini et al., 2023), making such models less suitable to identify am-
biguous or hard training instances. We make three key observations. First, in most cases, training
dynamics are highly transferable across different model sizes (§4.1) and pretraining methods (§4.2).
For example, one can use DeBERTaV3Large as the main model, but DeBERTaV3Small or ELECTRA
(Clark et al., 2020) as the reference model. Second, the condition for successful transfer is that
reference models should be reasonably strong, in a sense that we also seek to make precise (§4.3).
Crucially, we identify a key property of effective reference models, namely that they typically al-
locate higher ratios of training instances to the easy subset. This observation can help us inspect
whether a reference model would work well without training the main model. Third, the main
model learns faster using the DM approach than with the traditional approach based on Empirical
Risk Minimization (ERM), i.e., good performance is achieved using fewer steps (§5).

Second, building on these findings, we propose Fine-Tuning by transFerring Training dynamics
(FTFT, §5): an efficient fine-tuning approach that leads to improved OOD performance. Compared
to the DM approach, FTFT is more efficient in two ways. First, FTFT uses more efficient reference
models to identify ambiguous training instances. Second, FTFT uses substantially fewer training
steps to train the main model. Experiments on two tasks, NLI and HSD, show that FTFT achieves
better performance on OOD input than ERM, while lowering the training cost by > 2 times.

2 BACKGROUND

Dual-Model Approaches for Robustness Many studies have proposed dual-model approaches
to improve model robustness, without the knowledge of instance group information. Nam et al.
(2020) first train a reference model using generalized cross-entropy loss, and then train a main
model while assigning higher weights to instances that are hard for the reference model. Sanh et al.
(2021) use a Product-of-Expert (PoE) approach, by first training a reference model with limited
capacity to capture dataset biases, and then training the main model to avoid these biases using PoE
loss. Liu et al. (2021) propose the Just-Train-Twice approach (JTT), which involves first training
a weak reference model using heavy regularization and vanilla SGD, and then up-weighing the
training instances that the reference model predicts incorrectly when training the main model. The
DM approach proposed by Swayamdipta et al. (2020) is based on a similar idea, but use training
dynamics instead of correctness to categorize training instances. We discuss this method below.

Data Map Swayamdipta et al. (2020) propose a dual-model approach for improving model robust-
ness. First, a reference model is trained on the full training dataset. Then, a Data Map (DM) is built
based on the observed training dynamics, by tracking the prediction probabilities of the true class
(ptrue) of each training instance across epochs. Using the DM, training instances can be categorized
into three groups: ambiguous (i.e. the standard deviation of ptrue is in the top q% of all training
instances); hard-to-learn (i.e. the mean of ptrue is at the bottom q% of all training instances); and
easy (i.e. neither ambiguous nor hard-to-learn). The threshold q% is fixed and typically set to 33%.
Note that a training instance can be categorized as both hard-to-learn and ambiguous (a low mean
but high standard deviation for ptrue). Finally, the main model is fine-tuned only on the q% most
ambiguous or hard-to-learn data points. Swayamdipta et al. (2020) show that, with a slight loss of
In-Distribution (ID) performance, this approach improves model performance on challenging Out-
Of-Distribution (OOD) datasets. They also observe that training on ambiguous data leads to better
performance than training on hard-to-learn data. We therefore mainly focus on ambiguous data.

Swayamdipta et al. (2020) uses the same PLM as both the reference and the main model. In contrast,
Sar-Shalom & Schwartz (2023) recently showed that a DM constructed by ELECTRALarge can be
used to improve the robustness of DeBERTaV3Large. However, instead of using only the ambiguous
subset, they added k copies of this subset to the original training set. Moreover, they did not investi-
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gate either DM transfer across model sizes and pretraining methods, or how such transferability can
be exploited to improve efficiency.

Model-Based Data Selection/Reweighing Our work is also connected to studies that have pro-
posed to use a reference model to select or reweigh data and improve ID performance. Chang et al.
(2017) use ptrue variance and proximity to the classification threshold from a reference model to
reweigh training instances; Toneva et al. (2019) calculate the frequency of forgetting events (i.e.
from correct to incorrect prediction), and remove the least forgettable instances; Paul et al. (2021)
instead use error vector norm to estimate the contribution of a training instance.

Previous studies have also explored the use of a smaller reference model to improve efficiency. For
instance, Coleman et al. (2020) use a small model for active learning and core-set selection. Xie
et al. (2023) reweigh domains for language model pretraining, by training a small reference model
to estimate the difficulty of each domain. Building on the previously mentioned lines of research,
we propose Fine-Tuning by transFerring Training dynamics (FTFT), which is more efficient than
the original DM approach, while retaining the advantage of improved robustness.

3 EXPERIMENTAL SETUP

We perform our experiments on two tasks, Natural Language Inference (NLI) and Hate Speech
Detection (HSD). As a baseline, we also experiment with a random DM (i.e., randomly selecting
q% of the training data). Following Swayamdipta et al. (2020), we set q% = 33%.

Data To study model robustness, we include a few challenging OOD test sets for each task, in
addition to the training set and an ID validation set.

For NLI, we use the MultiNLI dataset (Williams et al., 2018) as the train and ID validation set,
because of its diverse composition, covering 10 genres. As OOD test sets, we use two challenging
datasets designed to target weaknesses of models trained on MultiNLI: WANLI (Liu et al., 2022)
and AdversarialNLI (Nie et al., 2020), which consists of three rounds of adversarial data collection.

For HSD, we use CAD (Vidgen et al., 2021a) as the training and ID validation set. CAD consists of
Reddit posts covering diverse topics and writing styles, annotated based on a fine-grained taxonomy.
Following Ramponi & Tonelli (2022), we frame the task as a binary classification task, by marking
identity-related abuse as hateful and other categories as non-hateful. As OOD test sets, we use
DynaHate (Vidgen et al., 2021b), which contains three rounds of adversarial data collection and
perturbations, because it is challenging and aligns with CAD’s hate speech definition.

Models We mainly use DeBERTaV3 (He et al., 2023) and ELECTRA (Clark et al., 2020) in our
experiments, because they offer strong performance and various model sizes. To study the transfer-
ability across different pretraining methods, we also use TinyBERT (Turc et al., 2020), BERT (De-
vlin et al., 2019) and RoBERTa (Liu et al., 2019) as reference models.2

Training We train all models for 60k (NLI) steps and 6k (HSD) steps. To inspect the training
dynamics, we checkpoint the model 15 times during training, i.e., every 4k steps for NLI and every
400 steps for HSD. For other hyper-parameters, we use the recommended values from the PLM
papers without further tuning. We use four different random seeds for each run. Full training details
(e.g., optimization, software and hardware) and discussions are included in Appendix A.2.

4 TRANSFERABILITY OF TRAINING DYNAMICS

In this section, we study the transferability of training dynamics in the DM method, i.e., whether
we can use different reference and main models while maintaining the robustness advantage of
the main model. Specifically, we study whether training dynamics are transferable across different
model sizes (§4.1, e.g., from DeBERTaV3Small to DeBERTaV3Large) and pretraining methods (§4.2,
e.g., from ELECTRALarge to DeBERTaV3Large).

2Costs for fine-tuning different PLMs are in Appendix A.1. We report PFLOPs rather than GPU hours
because we noticed occasional low GPU utilization especially when fine-tuning smaller PLMs.
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Figure 1: Figure 1a: Consistency across different sizes of DeBERTaV3 on NLI. The numbers are the
percentages (0–1) of the ambiguous training instances shared by two models. Training dynamics are
transferable across different sizes: the percentages of shared ambiguous instances between models of
different sizes are only slightly smaller than those between models of different random seeds (shown
as superscript). Figure 1b: Change of median ptrue over different training epochs on MultiNLI.

We focus on these issues for two reasons. First, transferability across model sizes enables using
more efficient (and usually less capable) reference models, which 1) can improve training efficiency,
and 2) makes it easier to identify ambiguous/hard instances, because less capable models are usu-
ally worse at memorizing training instances. Second, transferability across pretraining methods can
help achieve the advantages of using efficient reference models even in cases where more efficient
variants of the main pretraining method are unsuitable or unavailable for the task. Moreover, un-
derstanding transferability can shed light on data importance. If DMs of different reference models
consistently identify the same subset of training instances as ambiguous, it suggests that DMs reveal
intrinsic data characteristics, rather than characteristics that are solely model-dependent.

We define successful transfers as transfers that produce comparable or better OOD performance
than training the main model with ERM. Our results show that training dynamics are transferable 3

with a few exceptions. To understand the conditions for successful transfers, we analyze the failure
cases (§4.3), and find that the DMs of reference models that lead to successful transfers typically
contain more training instances in the easy subset. This finding can serve as a guideline for choosing
reference models without training the main model, which is computationally expensive.

4.1 TRANSFERABILITY ACROSS MODEL SIZES

In this section, we study whether smaller and more efficient models can be used as reference models
for training larger main models (e.g. DeBERTaV3Small as the reference model for DeBERTaV3Large).
Successful transfers of this type enables the use of more efficient reference models.

The results for DeBERTaV3 are shown in Table 1 (NLI) and Table 6 (HSD, Appendix C). We
make three observations. First, using larger main models results in better performance: almost all
methods using DeBERTaV3Large as the main model outperform those using DeBERTaV3Small and
DeBERTaV3Base. Second, consistent with Swayamdipta et al. (2020), ERM achieves the best ID
performance, while DM performs the best on OOD data. Third and most importantly, training
dynamics are transferable across different model sizes: when using DeBERTaV3Large as the main
model, changing the reference model to DeBERTaV3Small or DeBERTaV3Base yields comparable or
even better performance. This observation is consistent with our hypothesis that efficient models are
more sensitive to ambiguous and difficult instances. As a result, they can serve as more effective
reference models compared to larger, more capable models.

To investigate transferability of DMs further, we analyze whether reference models of different
sizes identify similar groups of ambiguous instances. Figure 1a shows the percentage of ambiguous

3To further validate our observations, we include a significance test in Appendix B.
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Mode Main Model Ref. Model MultiNLI WANLI AdversarialNLI
R1 R2 R3

ERM DeBERTaV3Small - 87.570.08 61.610.12 33.551.23 30.630.89 32.400.77
ERM DeBERTaV3Base - 90.000.12 64.610.28 43.550.68 33.231.08 34.140.40
ERM DeBERTaV3Large - 91.060.08 66.460.33 58.171.50 45.580.64 41.341.12

DM DeBERTaV3Large Random 90.740.14 65.310.78 53.302.33 42.021.36 38.601.17
DM DeBERTaV3Large DeBERTaV3Large 90.750.29 66.330.07 59.750.86 45.601.86 41.940.80

Across different model sizes

DM DeBERTaV3Large DeBERTaV3Small 90.740.21 66.800.61 59.601.14 45.621.12 42.040.66
DM DeBERTaV3Large DeBERTaV3Base 90.510.05 66.610.76 61.421.44 46.730.92 41.580.94

Across different pretraining methods

DM DeBERTaV3Large ELECTRASmall 90.910.14 62.090.48 49.630.70 38.501.19 35.980.75
DM DeBERTaV3Large ELECTRABase 90.630.28 66.580.35 59.771.31 46.250.96 42.290.80
DM DeBERTaV3Large ELECTRALarge 90.800.20 66.421.07 58.953.12 44.582.11 41.521.46
DM DeBERTaV3Large BERTLarge 90.030.17 66.890.61 60.401.25 47.301.15 43.711.26

DM DeBERTaV3Large RoBERTaLarge 90.710.16 66.670.32 58.770.28 46.480.99 41.730.48

Table 1: Transferability across different model sizes and pretraining methods, using DeBERTaV3
as the main model on NLI. We compare the performance (accuracy) of 1) different sizes of
DeBERTaV3 fine-tuned using ERM, and DeBERTaV3Large as the main model, using 2) random
33% training instances, 3) DeBERTaV3Large as reference model (Ref. Model), 4) DeBERTaV3Small
and DeBERTaV3Base as reference models, and 5) different sizes of ELECTRA, BERTLarge and
RoBERTaLarge, as reference models. R1–R3 in AdversarialNLI refer to different rounds of collected
data. Training dynamics are transferrable across different sizes and pretraining methods: construct-
ing DMs using different reference models results in comparable performance.

instances shared by reference models of different sizes or random seeds: the percentages of shared
ambiguous instances between different sizes are only slightly smaller than those between the same
size but different random seeds, providing further evidence for the transferability of DMs.4

4.2 TRANSFERABILITY ACROSS PRETRAINING METHODS

We now study the transferability of training dynamics across different pretraining methods. If these
transfers are successful, we can still exploit efficient DM-based transfer in case there is no smaller
or more efficient version of the main model that suits the downstream task.

The results for DeBERTaV3Large as the main model with different reference models are shown in
Table 1 (NLI) and Table 6 (HSD, Appendix C). Across pre-training methods, training dynamics are
generally transferable: DeBERTaV3Large achieves comparable performance using DMs constructed
by different reference models in most cases. However, there are a few exceptions: when using
ELECTRASmall as the reference model, the performance is clearly worse on the NLI OOD datasets
than when using ERM. We hypothesize that ELECTRASmall is not strong enough for constructing
effective DMs for MultiNLI; we analyze this further in §4.3 below.

4.3 HOW EFFICIENT CAN WE BE?

We have shown that training dynamics are usually transferable across different model sizes and
pretraining methods. We now study the conditions for successful transfers, by zooming in on two
questions: 1) Can we use efficient but weak models as reference models? and 2) What are the
differences between effective and ineffective reference models? Answers to these questions can
guide the selection of efficient yet effective reference models.

Can we use efficient but weak models as reference models? To answer this question, we
compare the performance of a wide range of methods of three types. First, four models
fine-tuned with ERM: the small, base, and large versions of ELECTRA, and TinyBERT. We
use these models because they have clearly different sizes and capabilities (ELECTRALarge >

4The expected shared percentage of random DMs is 0.33, as we select the 33% most ambiguous instances.
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Mode Main Model Ref. Model MultiNLI WANLI AdversarialNLI
R1 R2 R3

ERM TinyBERT - 67.320.19 43.400.16 23.300.22 28.100.67 30.940.27
ERM ELECTRASmall - 81.980.18 54.110.37 23.380.71 28.570.70 30.250.52
ERM ELECTRABase - 88.530.19 63.060.34 34.581.08 30.730.54 31.291.21
ERM ELECTRALarge - 90.750.19 65.850.41 54.201.13 39.381.17 36.100.38

DM DeBERTaV3Large TinyBERT 89.170.23 60.030.11 41.831.01 34.580.73 34.540.86
DM DeBERTaV3Large ELECTRASmall 90.910.14 62.090.48 49.630.70 38.501.19 35.980.75
DM DeBERTaV3Large ELECTRABase 90.630.28 66.580.35 59.771.31 46.250.96 42.290.80

DM DeBERTaV3Large ELECTRALarge 90.800.20 66.421.07 58.953.12 44.582.11 41.521.46

DM ELECTRALarge ELECTRASmall 90.400.08 61.530.26 45.901.30 36.201.70 31.891.11
DM ELECTRALarge ELECTRABase 89.880.14 66.090.33 54.100.92 40.970.64 37.310.27
DM ELECTRALarge ELECTRALarge 90.330.11 65.370.61 53.731.29 39.672.08 36.170.22

DM ELECTRALarge Random 89.990.07 65.030.22 51.251.30 39.022.16 34.981.21

Table 2: Performance (accuracy) on NLI with ERM and DM using the 33% most ambiguous data
points identified with different reference models. The gray-shaded rows are the 1) unsuccessful
DM transfers and 2) the corresponding reference models used in these transfers. Successful transfer
requires the reference model to be reasonably strong: reference models with clearly worse perfor-
mance lead to degraded OOD performance for the main models.

ELECTRABase > ELECTRASmall > TinyBERT). Second, we use these models as reference models
for DeBERTaV3Large. By using reference models with different capabilities to fine-tune the same
main model, we can inspect the impact of reference model capability on transferability. Third, we
also include the results with ELECTRALarge as the main model, and different sizes of ELECTRA
as reference models. By comparing results with different main models, we can better understand
whether successful transfers originate from the compatibility between reference and main models or
the capability of the reference model itself. Random DM is included as a baseline. The results are
shown in Table 2 (NLI) and and Table 7 (HSD, Appendix C). We make two observations.

First, reference models with very poor ID performance (e.g., TinyBERT and ELECTRASmall) lead
to failed transfers. Generally, for these ineffective reference models, poorer reference models lead
to worse main model OOD performance: reference model TinyBERT show worse main model per-
formance than ELECTRASmall. Moreover, the success of transfers mostly depends on the reference
model rather than the main model: transfers from ELECTRASmall to both models are unsuccessful.

Second, weak reference models do not negatively affect ID performance much. For instance, trans-
fers from ELECTRASmall to DeBERTaV3Large yield the best accuracy on MultiNLI. We suspect the
reason is that weak models usually identify simple training instances as ambiguous data, which are
found sufficient for obtaining satisfactory ID performance (Swayamdipta et al., 2020).

What are the differences between effective and ineffective reference models? To answer this
question, we consider the differences between a weak and a reasonably strong reference model
when categorizing training data into ambiguous, hard-to-learn, and easy subsets. Also, we assume
that instances in our training set exhibit varying levels of difficulty (i.e. simple to difficult).

Assume we have a weak reference model that can fit simple training instances but cannot fit difficult
ones. This weak reference model will therefore assign increasing ptrue to simple training instances
across different epochs, while keeping ptrue for difficult training instances around the values expected
in a random guessing scenario. Thus, ptrue will exhibit high standard deviations on simpler training
instances, which will then be identified as ambiguous data; while more difficult training instances
will have both lower means and standard deviations for ptrue, and therefore be identified as hard-
to-learn data. In contrast, a reasonably capable reference model can fit simple training instances
during the early stage of training, so that these instances have both high means and low standard
deviations for ptrue. Meanwhile, ptrue for difficult instances will gradually increase across epochs,
making these instances yield relatively low means and high standard deviations for ptrue. As a result,
such instances will be identified as both ambiguous and hard-to-learn (i.e. we expect a large overlap
in these subsets). Because we select a fixed percentage q% of instances as ambiguous or hard-to-
learn, this larger overlap means more instances will be identified as easy.
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Figure 2: Performance on NLI when training the main model (ELECTRALarge) with fewer train-
ing steps. ERM is standard ERM fine-tuning on the full training set. DM-* refers to fine-tuning
ELECTRALarge with the DM approach, using ELECTRA* as the reference model. The X-axis is the
percentile of training steps used, ranging from 1/15 to 7/15 of the total number of training steps. The
Y-axis is the percentage of performance compared with a model trained on the total number of
training steps. Fine-tuning the main model using data maps is much faster than ERM: the models
achieve close-to-100% performance with only 1/3 of the training steps.

We now validate our reasoning. Given a reference model, we first split the training instances into
two subsets based on mean ptrue: hard-to-learn (10% of training instances) and others (the remaining
90%). These two subsets represent difficult and simple instances, and we use a lower q% to make
the difference clearer. Then, for each subset, we calculate the median ptrue in each epoch. We use
median values because they are robust statistics of the central tendency. Figure 1b shows our re-
sults on MultiNLI, using two effective (DeBERTaV3Large and DeBERTaV3Base) and two ineffective
(ELECTRASmall and TinyBERT) reference models. With effective reference models, hard-to-learn
instances are gradually learned during training, while other instances already have high ptrue values
in the first epoch. In contrast, with ineffective reference models, hard-to-learn data instances are not
learned at all, as suggested by their close-to-zero ptrue, while other instances are gradually fitted.

To further validate our reasoning, we compute the percentages of training instances identified as easy
by different reference models (Table 8 in Appendix C): ineffective reference models indeed identify
fewer data points as easy. For example, on NLI with q% = 50%, TinyBERT identifies 20.0% of
the instances as easy, compared to 46.9% by DeBERTaV3Base. Furthermore, the overlap between
hard-to-learn and ambiguous instances in successful transfers is usually very large. For example,
with q% = 50%, all effective reference models identify more than 45% as easy training instances
(the maximum is 50%, when ambiguous and hard-to-learn data align perfectly).

5 TOWARDS EFFICIENT AND ROBUST FINE-TUNING

Given the transferability of training dynamics across model sizes and pretraining methods (§4), we
can improve the efficiency of the DM approach by using more efficient reference models. However,
because we still need to fine-tune the main model using ERM, the DM approach remains less ef-
ficient than just fine-tuning a model with only ERM. In this section, we address this limitation by
showing that with DM we need fewer steps to fine-tune the main model. We therefore propose a
novel approach, Fine-Tuning by transFerring Training dynamics (FTFT), which consistently offers
better efficiency and robustness over ERM.

DM Trains Faster Figure 2 shows the OOD test performance of ELECTRALarge fine-tuned with
fewer steps (i.e. from 1/15 to 7/15 of the total number of training steps) on NLI, compared with the
ERM baseline. The HSD results are in Figure 3 (Appendix C). We show the relative performance
against that achieved with all training steps. We observe that using DM leads to much faster learning
than ERM on all OOD datasets. With DM, only 1/3 of the total number of training steps already
achieves almost 100% performance. This result suggests that we can further improve the efficiency
of the DM method by training with fewer steps, while maintaining its robustness advantage over
ERM. We show the results for DeBERTaV3Large in Appendix C and observe similar trends.

FTFT: Achieving both Efficiency and Robustness FTFT involves two crucial changes to the
DM approach, 1) more efficient PLMs as reference models, and 2) 1/3 of the training steps used
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Mode Main Model Ref. Model Cost MultiNLI WANLI AdversarialNLI
R1 R2 R3

ERM DeBERTaV3Large - 32.0 91.060.08 66.460.33 58.171.50 45.580.64 41.341.12

DM DeBERTaV3Large DeBERTaV3Large 64.0 90.750.29 66.330.07 59.750.86 45.601.86 41.940.80
JTT DeBERTaV3Large DeBERTaV3Large 64.0 90.800.08 66.060.34 59.521.33 45.571.09 41.830.91
PoE DeBERTaV3Large TinyBERT 32.0 91.020.07 67.160.45 59.801.27 46.450.81 42.710.61

FTFT DeBERTaV3Large DeBERTaV3Small 15.2 90.120.77 66.421.26 60.300.94 45.751.40 43.672.06

FTFT DeBERTaV3Large DeBERTaV3Base 19.7 90.140.41 66.470.79 59.771.76 46.651.86 42.710.96

Mode Main Model Ref. Model CAD DynaHate-Original DynaHate-Perturb
R2 R3 R4 R2 R3 R4

ERM DeBERTaV3Large - 81.690.57 75.441.67 73.320.80 76.121.54 70.621.83 77.410.57 68.891.01

DM DeBERTaV3Large DeBERTaV3Large 81.580.72 79.181.12 76.871.89 77.731.42 73.341.14 76.630.94 67.540.50
JTT DeBERTaV3Large DeBERTaV3Large 81.170.69 75.542.88 72.803.16 76.701.57 72.451.97 76.111.09 67.921.26
PoE DeBERTaV3Large TinyBERT 81.700.76 76.871.19 73.481.29 76.581.25 70.461.37 77.170.61 68.281.09

FTFT DeBERTaV3Large DeBERTaV3Small 80.730.77 78.772.39 77.533.11 79.481.52 76.191.93 77.530.82 69.311.69
FTFT DeBERTaV3Large DeBERTaV3Base 79.761.31 82.052.46 76.772.19 78.621.23 75.222.64 78.431.86 71.003.15

Table 3: Performance of DeBERTaV3 on NLI (top, accuracy) and HSD (bottom, macro-F1) using
different methods. FTFT refers to using the 33% most ambiguous data instances and only training
for 1/3 of the total steps. Cost includes both the reference model and the main model, with the cost
of fine-tuning ELECTRA-Small with ERM as the unit. FTFT yields both better efficiency and better
robustness compared to both ERM fine-tuning and the original DM method. The relative cost for
different approaches for HSD is the same as the ones for NLI.

for ERM. We choose 1/3 because we select 33% of the most ambiguous training instances, and this
choice means we keep the same number of training epochs as ERM. Nevertheless, we recommend
to determine the number of training steps by monitoring model performance. Table 3 summarizes
the performance of FTFT using DeBERTaV3Large as the main model, and DeBERTaV3Small and
DeBERTaV3Base as reference models. We compare FTFT against ERM, DM, JTT (Liu et al., 2021),
and PoE (Sanh et al., 2021). We also show the cost for each method, using the cost of fine-tuning
ELECTRASmall with ERM as unit (the relative cost for HSD is the same as NLI). Note that our cost
calculation considers the training of both the reference model and the main model.

We make two observations. First, FTFT achieves better robustness than other methods, indicated by
its strong performance on most OOD datasets. Second, FTFT enjoys higher efficiency than other
methods. For example, FTFT with DeBERTaV3Base and DeBERTaV3Small as reference models only
cost 19.7 and 15.2 units of computation: they are respectively 1.63 and 2.11 times cheaper than
ERM, and 3.26 and 4.22 times cheaper than DM.

6 CONCLUSION AND LIMITATIONS

Fine-tuned PLMs have been shown to be vulnerable to OOD and adversarial input. The DM ap-
proach can improve model robustness (Swayamdipta et al., 2020); however, it is computationally
expensive. In this paper, we have presented FTFT, a novel approach for fine-tuning PLMs which
yields both better efficiency and better robustness over ERM (§5). FTFT is built on the DM ap-
proach, based on two observations: 1) reference model training dynamics are highly transferable
across different model sizes (§4.1) and pretraining methods (§4.2), and 2) models trained using
DM learn faster than ERM. We have also discussed the conditions for successful FTFT runs (§4.3).
We believe that FTFT will be an important tool for future researchers and practitioners to perform
efficient PLM fine-tuning, especially in situations where robustness is essential.

Our work opens up several directions for future research. First, we have observed that effective
reference models identify more instances as easy. This needs further empirical validation with more
controlled experiments, as well as theoretical understandings of DMs, to identify or eliminate other
potential factors. Second, we have only developed FTFT for classification tasks. Future studies can
extend our work to other tasks, such as generation (e.g., question answering) and unsupervised tasks
(e.g., language modeling), to examine the generalizability of FTFT.
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REPRODUCIBILITY STATEMENT

We will release our code and data upon publication. Our code is based on open-source libraries and
open datasets, and we will provide instructions for reproducing our results.
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A TRAINING SPECIFICATIONS

A.1 EXPERIMENTAL SETUP

Optimization For training all models, we use AdamW (Loshchilov & Hutter, 2019) as the opti-
mizer with a batch size of 32. We also use a linear learning rate scheduler with 10% warmup. For
fine-tuning the small and base versions of both DeBERTa-V3 and ELECTRA, as well as TinyBERT,
we use a learning rate of 2e-5. For DeBERTa-V3-Large and ELECTRA-Large, we respectively use
1e-5 and 2e-6 as the learning rates. We also experimented with 1e-5 and 5e-6 for ELECTRA-Large.
However, we observed high ratios of failed runs, i.e., the training fails to converge and produces a
worse than majority class baseline (Mosbach et al., 2021). We therefore follow the suggestions from
Mosbach et al. (2021) to adopt a lower learning rate. We still encountered a few failed runs and we
excluded them in our results. For the PoE baseline, following Sanh et al. (2021), we use a cross
entropy loss weight of 0.3 and a PoE loss weight of 1.0; for the JTT baseline, we used the SGD
optimizer, reduce lr on plateau scheduler, and respectively the third and the fifth epoch5 as
the reference epoch for NLI and HSD. We up-weigh four times for each mispredicted sample.

Number of Training Steps Following Swayamdipta et al. (2020), we train our models on
MultiNLI for approximately five epochs (60,000 steps). Moreover, because we are not aware of
previous studies that use DM on CAD, we follow the recommendation of He et al. (2023) and Clark
et al. (2020) to train our models on CAD for approximately 10 epochs (6,000 steps).

However, in our follow-up experiments, we observe that these previously determined training dura-
tions may not be optimal. In §5 we show that for Empirical Risk Minimization (ERM), training for
20,000 and 2,000 steps led to inferior performance compared to training for 60,000 and 6,000 steps.
However, this comparison overlooks the impact of the learning rate scheduler and warmup phase. In
other words, halting the training at 20000 and 2000 steps differs from conducting the training exclu-
sively for these durations. Specifically, when we limit the training to just 20,000 steps for NLI and
2,000 steps for HSD, the performance of ERM matches that of the longer ERM training periods of
60,000 and 6,000 steps. Nevertheless, our observation that DM learns faster than ERM training still
holds in this experiment: 1) when we train our models with DM/FTFT approaches using different
reference models for a shorter duration of 20,000 and 2,000 steps (limit the training durations instead
of halting), it consistently outperforms those trained with ERM using the same training duration; 2)
when setting the number of training steps to 20,000 steps and 2,000 steps, we observe DM/FTFT
approaches achieve ∼ 100% performance on NLI and HSD with less than 10,000 steps and 1,000
steps. We expect to investigate the optimal number of training steps for FTFT in future work.

Software and Hardware We use Python 3.9 and PyTorch 2.0 for all experiments. For training
PLMs, we use HuggingFace Transformers 4.32 (Wolf et al., 2020), Accelerate 0.22, and Datasets
2.14 (Lhoest et al., 2021). All experiments are performed on one NVIDIA A100 GPU. Training all
models takes approximately seven GPU days.

A.2 COMPARISON OF TRAINING COSTS

We show the training costs for different models of a forward epoch. When taking back-propagation,
optimization, and multiple epochs into consideration, these numbers should scale proportionally.

B SIGNIFICANCE TEST

We conduct significance tests on our results in Table 1 and Table 6. Because we use four random
seeds, common statistical tests do not suit our needs here. We therefore use MultiBootstrap (Sellam

5For NLI, we follow the hyper-parameter choices from Liu et al. (2021). For HSD, we also mostly follow
the NLI hyper-parameters except for reference epoch. We mostly follow previous studies because it is not
clear which objective to use for tuning hyper-parameters for OOD performance, since ID validation dataset
performance does not always correlate positively with OOD performance, and sometimes even show a trade-
off (Teney et al., 2023). We use a slightly later reference epoch for HSD because CAD (HSD train data) is
smaller than MultiNLI (NLI train data), and takes more epochs to train (but fewer number of steps in each
epoch). Slightly later reference epoch therefore could be more appropriate.
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NLI: MultiNLI HSD: CAD

DeBERTaV3Small 3116.93 312.35
DeBERTaV3Base 6233.34 624.68
DeBERTaV3Large 22160.84 2220.90
ELECTRASmall 694.61 69.98
ELECTRABase 6227.14 627.37
ELECTRALarge 22138.79 2230.50
TinyBERT 28.88 2.91

Table 4: Comparison of training costs, measured in PFLOPs. Here we only calculate the forward
cost for a single epoch.

Task Ref. Model Mean p-value

HSD DeBERTV3-Small 0.06 0.0002
HSD DeBERTV3-Base 0.04 0.0002
HSD DeBERTV3-Large 0.02 0.005
HSD BERT-Large 0.02 0.0168
HSD RoBERTa-Large 0.04 0.0012
HSD ELECTRA-Small 0.04 0.0002
HSD ELECTRA-Base 0.06 0.0002
HSD ELECTRA-Large 0.03 0.0322

Task Ref. Model Mean p-value

NLI DeBERTV3-Small 0.48 0.0578
NLI DeBERTV3-Base 0.65 0.0120
NLI DeBERTV3-Large 0.20 0.2288
NLI BERT-Large 1.09 0.0016
NLI RoBERTa-Large 0.36 0.0916
NLI ELECTRA-Base 0.48 0.0552
NLI ELECTRA-Large -0.03 0.4984

Table 5: MultiBootstrap results when comparing DM with DeBERTaV3Large as the main model
versus ERM, on HSD and NLI. All HSD results and 4 out 7 methods in NLI are either significantly
(p-value < 0.05, in boldface) or marginally significantly (0.05 <= p-value < 0.06, in italics) better
than ERM training.

et al., 2022), which is designed specifically for comparing models that have been trained with differ-
ent random seeds, by generating bootstrap samples from both test instances and random seeds. To
gain a comprehensive overview, we combine all out-of-distribution test data for each task. Specifi-
cally, we use 5000 samples for bootstrapping to compare each DM-based method against ERM. We
observe (Table 5) that all HSD results and 4 out 7 methods in NLI are either significantly (p-value <
0.05, in boldface) or marginally significantly (0.05 <= p-value < 0.06, in italics) better than ERM
training.

C ADDITIONAL RESULTS
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Figure 3: Performance on HSD when training the main model (ELECTRALarge) with fewer train-
ing steps. ERM is standard ERM fine-tuning on the full training set. DM-* refers to fine-tuning
ELECTRALarge with the DM method, using ELECTRA* as the reference model. The X-axis is the
percentile of training steps used, ranging from 1/15 to 7/15 of the total number of training steps. The
Y-axis is the percentage of performance compared with a model trained on the total number of
training steps. Fine-tuning the main model using data maps is much faster than ERM: the models
achieve close-to-100% performance with only 1/3 of the training steps.
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Mode Main Model Ref. Model CAD DynaHate-Original DynaHate-Perturb
R2 R3 R4 R2 R3 R4

ERM DeBERTaV3Small - 76.570.74 56.895.13 59.293.89 63.480.99 59.552.67 66.591.51 61.481.30
ERM DeBERTaV3Base - 78.640.55 60.532.22 64.280.83 68.892.00 60.811.56 69.481.30 63.122.02
ERM DeBERTaV3Large - 81.690.57 75.441.67 73.320.80 76.121.54 70.621.83 77.410.57 68.891.01

DM DeBERTaV3Large Random 76.220.98 63.382.00 61.593.48 71.212.36 64.051.78 72.101.45 62.882.24
DM DeBERTaV3Large DeBERTaV3Large 81.580.72 79.181.12 76.871.89 77.731.42 73.341.14 76.630.94 67.540.50

Across different model sizes

DM DeBERTaV3Large DeBERTaV3Small 81.150.33 80.683.14 79.560.64 79.861.60 76.470.98 78.030.16 70.320.94
DM DeBERTaV3Large DeBERTaV3Base 80.120.76 80.121.21 76.343.41 78.820.78 74.601.30 77.811.13 68.670.54

Across different pretraining methods

DM DeBERTaV3Large ELECTRASmall 79.740.39 78.092.21 77.402.53 78.750.35 75.261.70 76.790.95 70.050.88
DM DeBERTaV3Large ELECTRABase 80.370.43 81.471.62 78.172.52 78.381.59 76.991.60 78.511.08 71.011.44

DM DeBERTaV3Large ELECTRALarge 79.481.06 76.714.48 75.973.66 78.582.69 73.553.28 77.801.33 69.811.83
DM DeBERTaV3Large BERTLarge 79.951.50 79.103.72 75.871.53 77.640.93 72.941.40 77.090.75 67.471.11
DM DeBERTaV3Large RoBERTaLarge 80.560.60 80.421.26 77.261.87 79.481.58 73.110.68 77.311.20 69.481.06

Table 6: Transferability across different model sizes and pretraining methods, using DeBERTaV3
as the main model on HSD. We compare the performance (accuracy) of 1) different sizes of
DeBERTaV3 fine-tuned using ERM, 2) DeBERTaV3Large as the main model, using a random DM
(random 33% training instances), and DeBERTaV3Large as the reference model (Ref. Model) to
construct a DM (original DM), 3) DeBERTaV3Large as the main model, using DeBERTaV3Small and
DeBERTaV3Base as reference models to construct a DM, 4) DeBERTaV3Large as the main model, us-
ing different sizes of ELECTRA, BERTLarge and RoBERTaLarge, as reference models to construct a
DM. R2–R4 of DynaHate refer to different rounds of collected data. Training dynamics are transfer-
able across different sizes and pretraining methods: Creating DMs using different reference model
sizes and pretraining methods results in comparable performance.

Mode Main Model Ref. Model CAD DynaHate-Original DynaHate-Perturb
R2 R3 R4 R2 R3 R4

ERM TinyBERT - 71.720.41 43.191.91 49.600.37 52.882.61 43.212.53 57.501.18 52.912.48
ERM ELECTRASmall - 74.650.49 48.932.36 56.931.32 58.931.18 55.751.40 61.841.90 59.522.12
ERM ELECTRABase - 76.430.72 62.131.20 60.712.81 61.721.41 55.421.86 64.640.81 62.050.66
ERM ELECTRALarge - 75.813.72 70.0710.64 62.567.90 70.276.12 63.919.13 70.454.66 67.024.76

DM DeBERTaV3Large TinyBERT 78.910.92 71.681.81 71.690.91 76.522.04 71.222.62 75.921.83 68.231.83
DM DeBERTaV3Large ELECTRASmall 79.740.39 78.092.21 77.402.53 78.750.35 75.261.70 76.790.95 70.050.88
DM DeBERTaV3Large ELECTRABase 80.370.43 81.471.62 78.172.52 78.381.59 76.991.60 78.511.08 71.011.44

DM DeBERTaV3Large ELECTRALarge 79.481.06 76.714.48 75.973.66 78.582.69 73.553.28 77.801.33 69.811.83

DM ELECTRALarge ELECTRASmall 76.501.65 75.631.86 67.922.10 74.061.12 68.430.96 71.621.02 67.301.11
DM ELECTRALarge ELECTRABase 75.881.70 75.520.18 65.002.67 72.890.40 67.943.47 70.340.54 67.940.18
DM ELECTRALarge ELECTRALarge 74.732.23 65.257.89 62.785.51 72.451.02 62.926.46 71.171.85 68.232.02

DM ELECTRALarge Random 72.831.70 62.141.51 58.134.41 68.232.82 63.302.84 67.931.02 65.222.13

Table 7: Experiments on HSD to understand the conditions for successful transfer. The table shows
the performance of different models on HSD with conventional fine-tuning (ERM) and DM using the
33% most ambiguous data identified with different reference models. Random in Ref. Model means
randomly selecting 33% of the train data. The rows marked in gray are the results for DM training
where the transfer was not successful, and the corresponding reference models. Successful transfer
requires the reference model to be reasonably strong: reference models of clearly worse performance
lead to degraded OOD performance for the main models. Note that although using TinyBERT and
DeBERTaV3Large respectively as the reference and the main model yields better performance than
ELECTRA, that is due to the better performance of DeBERTaV3Large than ELECTRALarge: it is still
worse than other methods using ELECTRALarge as the main model, especially on OOD test sets.
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NLI: MultiNLI HSD: CAD
25% 33% 50% 25% 33% 50%

ELECTRASmall 55.91% 47.77% 35.84% 68.72% 62.10% 46.07%
ELECTRABase 69.10% 62.88% 46.62% 73.36% 65.54% 47.56%
ELECTRALarge 66.91% 59.08% 45.00% 67.80% 60.03% 45.01%
DeBERTaV3Small 67.08% 61.31% 46.08% 72.05% 65.00% 47.94%
DeBERTaV3Base 71.39% 64.02% 46.90% 73.20% 65.80% 48.04%
DeBERTaV3Large 72.97% 64.84% 46.97% 74.06% 65.89% 47.72%
TinyBERT 51.29% 38.44% 20.01% 63.58% 54.45% 40.20%

Table 8: Differences between effective and ineffective reference models. We show the percentages
data identified as easy by the data maps of different models; cells marked in gray are the ratios of
easy data identified by ineffective reference models. The column names indicate different thresholds
for q% in the DM method. The key difference between effective and ineffective reference models
lies in the ratio of instances that they identify as easy: compared with other models, fewer data
points are identified as easy by TinyBERT on both tasks, and by ELECTRASmall on NLI.
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Figure 4: Performance on NLI (top) and HSD (bottom) when training the main model (DeBERTaV3)
with fewer training steps. ERM is standard ERM fine-tuning on the full training set. DM-* refers to
fine-tuning ELECTRALarge with the DM method, using reference model ELECTRA*. The X-axis is
the percentile of full training steps used, ranging from 1/15 to 7/15 of the total number of training
steps. The Y-axis is the percentile of performance compared with the full training steps. Fine-
tuning the main model using data maps is much faster than ERM: the models achieve close-to-100%
performance using only 1/3 of the training steps.
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Mode Main Model Ref. Model Cost MultiNLI WANLI AdversarialNLI
R1 R2 R3

ERM ELECTRALarge - 32.0 90.750.19 65.850.41 54.201.13 39.381.17 36.100.38
DM ELECTRALarge ELECTRALarge 64.0 90.330.11 65.370.61 53.731.29 39.672.08 36.170.22
FTFT ELECTRALarge ELECTRASmall 11.7 89.461.24 60.870.57 46.051.37 35.821.11 32.600.82
FTFT ELECTRALarge ELECTRABase 19.7 90.060.20 65.850.86 54.701.31 40.230.38 37.581.17

Mode Main Model Ref. Model Cost CAD DynaHate-Original DynaHate-Perturb
R2 R3 R4 R2 R3 R4

ERM ELECTRALarge - 32.0 75.813.72 70.0710.64 62.567.90 70.276.12 63.919.13 70.454.66 67.024.76
DM ELECTRALarge ELECTRALarge 64.0 74.732.23 65.257.89 62.785.51 72.451.02 62.926.46 71.171.85 68.232.02
FTFT ELECTRALarge ELECTRASmall 15.9 75.521.54 73.453.34 66.543.37 73.792.06 67.082.92 72.051.74 68.110.78
FTFT ELECTRALarge ELECTRABase 23.9 77.150.96 74.172.33 65.530.23 73.430.66 68.772.00 70.600.92 68.701.97

Table 9: Comparison between FTFT and ERM/original DM fine-tuning. Performance of ELECTRA
on NLI (top, accuracy) and HSD (bottom, macro-F1). ERM is conventional ERM fine-tuning, and
FTFT refers to using the 33% most ambiguous data identified by different reference models (i.e.,
Ref. Model). Cost refers to the fine-tuning cost, with the cost of fine-tuning ELECTRA-Small with
ERM as the unit. FTFT yields both better efficiency and better robustness compared to both ERM
fine-tuning and the original DM method. For NLI, we only train the main model for 1/3 of the total
steps. For HSD, we observe that ELECTRA converges a bit slower, see Figure 3. We therefore
use 7/15 of the total steps for FTFT to obtain better performance (still less than 1/2). FTFT yields
both better efficiency and better robustness, compared to both ERM fine-tuning and the original DM
method, except for using ELECTRASmall as the reference model on NLI.
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