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Abstract

The ability to generalize to unseen domains is crucial for machine learning systems, especially when we only have data from limited training domains and must deploy the resulting models in the real world. In this paper, we study domain generalization via the classic empirical risk minimization (ERM) approach with a simple regularizer based on the nuclear norm of the learned features from the training set. Theoretically, we provide intuitions on why nuclear norm regularization works better than ERM and ERM with L2 weight decay in linear settings. Empirically, we show that nuclear norm regularization achieves state-of-the-art average accuracy compared to existing methods in a wide range of domain generalization tasks (e.g. 1.7% test accuracy improvements over the second-best baseline on DomainNet).

1 Introduction

Making machine learning models reliable under distributional shift is crucial for real-world applications such as autonomous driving, health risk prediction, and medical imaging. In this work, we consider the task of domain generalization, which aims to obtain models that generalize to unseen domains by learning from a limited set of training domains.

To improve model robustness under domain shifts, a plethora of algorithms have been recently proposed [48, 2, 43, 28, 46]. In particular, methods that learn invariant feature representations or invariant predictors across domains demonstrate promising performance both empirically and theoretically [12, 27, 39, 25]. However, it remains challenging to improve on empirical risk minimization (ERM) when evaluating on a broad range of real-world datasets [16, 20]. Notice that ERM is a fairly reasonable baseline method since it is necessary for ERM to utilize invariant features to achieve optimal in-distribution performance. It has been empirically shown [50] that ERM already learns invariant features sufficient for domain generalization. The main issue ERM faces in domain generalization is that the invariant features learned via ERM can be arbitrarily mixed: environmental features are hard to disentangle from invariant features. Although various regularization techniques that control empirical risks across domains have been proposed [1, 22, 35], few directly regularize ERM. Thus, a natural idea is to identify the subset of solutions from ERM with minimal information retrieved from training domains.

In this work, we propose a simple yet effective algorithm, ERM-NU (Empirical Risk Minimization with Nuclear Norm Regularization), for improving domain generalization without acquiring domain annotations. Our method is inspired by works in low-rank matrix completion and recovery with nuclear norm minimization [9, 8, 10, 7, 21, 15]. Given latent feature representations from pre-trained models via ERM, ERM-NU aims to extract class-related (domain-invariant) features by adding a linear projection layer and fine-tuning the network with nuclear norm regularization. Specifically, we propose to minimize the nuclear norm of the projected features, which is a convex envelope to
the rank of the feature matrix $[34]$. Empirically, we evaluate the performance of ERM-NU on seven benchmark datasets. Despite its simplicity, ERM-NU demonstrates competitive performance and improves on existing methods on some large-scale datasets such as TerraInc and DomainNet. In particular, ERM-NU achieves the state-of-the-art average accuracy in DomainBed. Theoretically, we show that even training with infinite data from in-domain tasks, ERM with weight decay may perform worse than random guessing on out-of-domain tasks, while ERM with bounded rank (corresponding to ERM-NU) can guarantee 100% test accuracy on the out-of-domain task. Moreover, our method is computationally efficient as it does not require training domain annotations. As a regularization, our method is also potentially orthogonal to other baseline methods besides ERM.

2 Method

Preliminaries. We use $\mathcal{X}$ and $\mathcal{Y}$ to denote the input and label space, respectively. Following $[20, 36, 35]$, we consider data distributions consisting of environments (domains) $E = \{1, \ldots, E\}$. For a given environment $e \in E$ and label $y \in \mathcal{Y}$, the data generation process is the following: latent environmental features $z_e$ and invariant features $z_c$ are sampled where invariant features only depend on $y$, while environmental features depend on $e$ and $y$ (i.e., environmental features and the label may have correlations). The input data is generated from the latent features $x = g(z_e, z_c)$ by some injective function $g$. See illustration in Fig. 1. We assume that the training data is drawn from a mixture of $E^{tr} \subset E$ domains and test data is drawn from some unseen domain in $E^{ts} \subset E$. In the domain shift setup, training domains are disjoint from test domains: $E^{tr} \cap E^{ts} = \emptyset$. In this work, as we do not require domain annotations for training data, we remove notation involving $E$ for simplicity and denote the training data distribution as $D_{id}$ and the unseen domain test data distribution as $D_{ood}$.

We assume we have access to infinite samples. Our objective is to learn a feature embedder $\Phi$ that maps inputs to a $d$-dimensional feature embedding (usually fine-tuned from a pre-trained backbone, e.g. ResNet [17] pre-trained on ImageNet) and a classifier $\hat{f}$ to minimize the risk on unseen environments,

$$
\mathcal{L}(\hat{f}, \Phi) := \mathbb{E}_{(x,y) \sim D_{ood}} \left[ \ell(\hat{f}(\Phi(x)), y) \right],
$$

where the function $\ell$ can be any loss appropriate to classification.

Method Overview. Intuitively, to guarantee low risk on $D_{ood}$, $\Phi$ needs to rely only on invariant features for prediction. It must not use environmental features in order to avoid spurious correlations to ensure domain generalization. If we assume that environmental features do not have a perfect correlation with the label, we can eliminate environmental features by constraining the rank of the learned representations from the training data.

We consider fine-tuning the backbone (feature extractor) $\Phi$ with a linear prediction head. Denote the linear head as $a \in \mathbb{R}^{d \times m}$, where $m$ is the class number. The goal of ERM is to minimize the expected risk

$$
\mathcal{L}(a, \Phi) := \mathbb{E}_{(x,y) \sim D_{id}} \left[ \ell(a^\top \Phi(x), y) \right].
$$

The intuition behind our approach is the following. Consider the latent vector $\Phi(x) \in \mathbb{R}^d$. This vector may contain both environment-related and class-related features. In order to obtain just the class-related features, we would like for $\Phi$ to extract as little information as possible while simultaneously optimizing the ERM loss. Note that, we assume that the correlation between environmental features and labels is lower than the correlation between invariant features and labels. Let $X$ be a batch of training data points (batch size $> d$). To minimize information and so rule out environmental features, we minimize the rank of $\Phi(X)$. Our objective is

$$
\min_{a, \Phi} \mathcal{L}(a, \Phi) + \lambda \text{rank}(\Phi(X)).
$$

As the nuclear norm is a convex envelope to the rank of a matrix, our convex relaxation objective is

$$
\min_{a, \Phi} \mathcal{L}(a, \Phi) + \lambda \|\Phi(X)\|_*,
$$

where $\lambda$ is the regularization weight and $\| \|_*$ indicates the nuclear norm.
3 Theoretical Analysis

Next, we present a simple theoretical result showing that, for a particular setting, the ERM-rank solution to (\ref{ERM-rank}) is much more robust than the ERM solution.

**Data Distribution.** Consider binary classification. Let \( X \) be the input space, and \( Y = \{ \pm 1 \} \) be the label space. Let \( z(x) \in \mathbb{R}^d \) be a feature pattern encoder. For any \( j \in [d] \), assume \( \Phi(x)_j = w_j z_j(x) \) where \( w_j \) is a scalar and \( z_j \) is a specific feature pattern encoder. Assume \( z(x) \) are drawn from some distribution condition on label \( y \). We denote \( z = z(x)y \) for simplicity. Let \( R \subseteq [d] \) be a subset of size \( r \) corresponding to the class-relevant patterns (invariant features \( z_i \) in Figure 1) and \( U = [d] \setminus R \) be a subset of size \( d - r \) corresponding to the spurious patterns (environmental features \( z_e \) in Figure 1). For simplicity, we assume, for any \( j, j' \in [d] \), \( z_{j}, z_{j'} \) are independent when \( j \neq j' \).

For invariant features, we assume, for any \( j \in R \), \( z_j \sim [0,1] \) uniformly, so \( \mathbb{E}[z_j] = \frac{1}{2} \). Next, we define in-domain (ID) tasks and out-of-domain (OOD) tasks. We first define \( D_\gamma \) where \( \gamma \in (-\frac{1}{2}, \frac{1}{2}) \). A random variable \( z \sim D_\gamma \), means, \( z \sim [0,1] \) uniformly with probability \( \frac{1}{2} + \gamma \) and \( z \sim [-1,0] \) uniformly with probability \( \frac{1}{2} - \gamma \), so \( \mathbb{E}[z] = \gamma \). In ID tasks, for environmental features, for any \( j \in U \), we assume that \( z_j \sim D_\gamma = D_{id} \) where \( \gamma \in \left( -\frac{1}{\sqrt{r}}, \frac{1}{2} \right) \). In OOD tasks, for any \( j \in U \), we assume that \( z_j \sim D_{-\gamma} = D_{ood} \).

**Objectives.** We simplify the fine-tuning process, setting \( a = [1,1,\ldots,1]^T \) and the trainable parameter to be \( w \) (varying the impact of each feature). Thus, the network output is \( f_w(x) = \sum_{j=1}^{d} w_j z_j(x) \). We consider two objective functions. The first is traditional ERM with weight decay \((\ell_2\text{ norm regularization})\). The ERM-\( \ell_2 \) objective function is

\[
\min_w \mathcal{L}^\lambda(w) := \mathcal{L}(w) + \frac{\lambda}{2} \|w\|_2^2,
\]

where \( \mathcal{L}(x,y)(w) = \ell(y f_w(x)) \) is the loss on an example \((x, y)\) and \( \ell(z) \) is the logistic loss \( \ell(z) = \ln(1 + \exp(-z)) \).

The second objective we consider is ERM with bounded rank. For a batch \( X \) with batch size \( > d \), it is full rank with probability 1. Thus, we say the total feature rank is \( \|w\|_0 \leq d \) (\( \|w\|_0 \) indicates the number of nonzero elements in \( w \)). Thus, the ERM-rank objective function is

\[
\min_w \mathcal{L}(w) \quad \text{subject to} \quad \|w\|_0 \leq B_{\text{rank}}.
\]

The ERM-rank objective function is equivalent to Eq. (\ref{ERM-rank}).

**Proposition 1.** Assume \( 1 \leq B_{\text{rank}} \leq r \), \( \lambda > \Omega \left( \frac{\sqrt{r}}{\exp(\frac{C}{\sqrt{r}})} \right) \), \( d > \frac{r}{\gamma^2} + r \), \( r > C \), where \( C \) is some constant \( < 20 \). The optimal solution for the ERM-rank objective function on the ID tasks has 100\% OOD test accuracy, while the optimal solution for the ERM-\( \ell_2 \) objective function on the ID tasks has OOD test accuracy at most \( \exp \left( -\frac{C}{\sqrt{r}} \right) \times 100\% \) (much worse than random guessing).

**Discussion.** The assumption of \( \lambda \) and \( d \) means that the regularization strength cannot be too small and the environmental features signal level should be compatible with invariant features signal level. Then, Proposition 1 shows that even with infinite data, the optimal solution for ERM-\( \ell_2 \) on the ID tasks cannot produce better performance than random guessing on the OOD task. However, the optimal solution for ERM-rank on the ID tasks can still produce 100\% test accuracy. The proof idea is that the ERM-\( \ell_2 \) objective will encode all features correlated with labels, even when the correlation between spurious feature and label is weak (e.g. \( \gamma \in O(1/\sqrt{r}) \)). Thus, when the OOD tasks have a different spurious feature distribution, the optimal solution of ERM-\( \ell_2 \) objective may thoroughly fail i.e. much worse than random guessing. However, the optimal solution of the ERM-rank objective will only encode the features which have a strong correlation with labels (intrinsic features). Thus, it can guarantee 100\% test accuracy on OOD tasks. See the full proof in Appendix A.

4 Experiments

**Experimental Setup.** For a fair comparison with baseline methods, we evaluate our algorithm on the DomainBed testbed [16], an open-source benchmark that aims to rigorously compare different...
algorithms for domain generalization. The testbed consists of a wide range of datasets for multi-domain image classification tasks, including Colored MNIST [1], Rotated MNIST [14], PACS [24], VLCS [11], Office-Home [42], Terra Incognita [5], and DomainNet [31]. For the model selection criterion, we use the "training-domain validation set" strategy, which refers to choosing the model maximizing the accuracy on the overall validation set pooled from each training domain. For each dataset and model, we report test-domain accuracies of the best-selected model (average over three independent runs). We use ResNet-50 [17] as the feature backbone and fine-tune the whole model. For the weight scale λ, we set the default value as 0.01 and distributions for random search as $10^{\text{Uniform}}(-2.5, -1.5)$. The default batch size is 32 and the distribution for random search is $2^{\text{Uniform}}(5,6)$.

During training, similar to [11] which uses batch-wise statistics for invariant risk minimization, we perform batch-wise nuclear norm regularization.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>clip</th>
<th>info</th>
<th>paint</th>
<th>quick</th>
<th>real</th>
<th>sketch</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERM [11]</td>
<td>58.1±0.3</td>
<td>18.8±0.3</td>
<td>46.7±0.3</td>
<td>12.2±0.4</td>
<td>59.6±0.1</td>
<td>49.8±0.4</td>
<td>40.9</td>
</tr>
<tr>
<td>IRM [1]</td>
<td>48.5±2.8</td>
<td>15.0±1.5</td>
<td>38.3±4.3</td>
<td>10.9±0.5</td>
<td>48.2±5.2</td>
<td>42.3±3.1</td>
<td>33.9</td>
</tr>
<tr>
<td>GroupDRO [37]</td>
<td>47.2±0.5</td>
<td>17.5±0.4</td>
<td>33.8±0.5</td>
<td>9.3±0.3</td>
<td>51.6±0.4</td>
<td>40.1±0.6</td>
<td>33.3</td>
</tr>
<tr>
<td>Mixup [5]</td>
<td>55.7±0.3</td>
<td>18.5±0.5</td>
<td>44.3±0.5</td>
<td>12.5±0.4</td>
<td>55.8±0.3</td>
<td>48.2±0.5</td>
<td>39.2</td>
</tr>
<tr>
<td>MLDG [23]</td>
<td>59.1±0.2</td>
<td>19.1±0.3</td>
<td>45.8±0.7</td>
<td>13.4±0.3</td>
<td>59.6±0.2</td>
<td>50.2±0.4</td>
<td>41.2</td>
</tr>
<tr>
<td>CORAL [39]</td>
<td>59.2±0.1</td>
<td>19.7±0.2</td>
<td>46.6±0.3</td>
<td>13.4±0.4</td>
<td>59.8±0.2</td>
<td>50.1±0.6</td>
<td>41.5</td>
</tr>
<tr>
<td>MMD [35]</td>
<td>52.7±13.3</td>
<td>11.0±4.6</td>
<td>26.8±1.3</td>
<td>8.7±2.1</td>
<td>32.7±13.8</td>
<td>28.9±11.9</td>
<td>23.4</td>
</tr>
<tr>
<td>DANN [22]</td>
<td>53.1±0.2</td>
<td>18.3±0.1</td>
<td>44.2±0.7</td>
<td>11.8±0.1</td>
<td>55.5±0.4</td>
<td>46.8±0.6</td>
<td>38.3</td>
</tr>
<tr>
<td>CDANN [22]</td>
<td>54.6±0.4</td>
<td>17.3±0.1</td>
<td>43.7±0.9</td>
<td>12.1±0.7</td>
<td>56.2±0.4</td>
<td>45.9±0.5</td>
<td>38.3</td>
</tr>
<tr>
<td>MTL [25]</td>
<td>57.9±0.5</td>
<td>18.5±0.4</td>
<td>46.0±0.1</td>
<td>12.5±0.1</td>
<td>59.5±0.3</td>
<td>49.6±0.1</td>
<td>40.6</td>
</tr>
<tr>
<td>SagNet [29]</td>
<td>57.7±0.3</td>
<td>19.0±0.2</td>
<td>45.3±0.3</td>
<td>12.7±0.5</td>
<td>58.1±0.5</td>
<td>48.8±0.2</td>
<td>40.3</td>
</tr>
<tr>
<td>ARM [29]</td>
<td>49.7±0.3</td>
<td>16.3±0.5</td>
<td>40.9±1.1</td>
<td>9.4±0.1</td>
<td>53.4±0.4</td>
<td>43.5±0.4</td>
<td>35.5</td>
</tr>
<tr>
<td>VREx [29]</td>
<td>47.3±3.5</td>
<td>16.0±1.5</td>
<td>35.8±4.6</td>
<td>10.9±0.3</td>
<td>49.6±4.9</td>
<td>42.0±3.0</td>
<td>33.6</td>
</tr>
<tr>
<td>RSC [18]</td>
<td>55.0±1.2</td>
<td>18.3±0.5</td>
<td>44.4±0.6</td>
<td>12.2±0.2</td>
<td>55.7±0.7</td>
<td>47.8±0.9</td>
<td>38.9</td>
</tr>
<tr>
<td>AND-mask [30]</td>
<td>52.3±0.8</td>
<td>16.6±0.3</td>
<td>41.6±1.1</td>
<td>11.3±0.1</td>
<td>55.8±0.4</td>
<td>45.4±0.9</td>
<td>37.2</td>
</tr>
<tr>
<td>SelfReg [19]</td>
<td>58.5±0.1</td>
<td>20.2±0.1</td>
<td>47.3±0.3</td>
<td>13.1±0.3</td>
<td>58.2±0.2</td>
<td>51.1±0.3</td>
<td>41.5</td>
</tr>
<tr>
<td>MTL [35]</td>
<td>58.2±0.5</td>
<td>20.2±0.2</td>
<td>47.7±0.3</td>
<td>12.7±0.2</td>
<td>60.3±0.2</td>
<td>50.8±0.1</td>
<td>41.7</td>
</tr>
<tr>
<td>ERM-NU (ours)</td>
<td>60.9±0.0</td>
<td>21.1±0.2</td>
<td>49.9±0.3</td>
<td>13.7±0.2</td>
<td>62.5±0.2</td>
<td>52.5±0.4</td>
<td>43.4</td>
</tr>
</tbody>
</table>

Table 1: Results on DomainNet. For each column, bold indicates the best performance, and underline indicates the second-best performance.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>L100</th>
<th>L38</th>
<th>L43</th>
<th>L46</th>
<th>Avg</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERM</td>
<td>49.8±4.4</td>
<td>42.1±1.4</td>
<td>56.9±1.8</td>
<td>35.7±3.9</td>
<td>46.1</td>
</tr>
<tr>
<td>IRM</td>
<td>54.6±1.3</td>
<td>39.8±1.9</td>
<td>56.2±1.8</td>
<td>39.6±0.8</td>
<td>47.6</td>
</tr>
<tr>
<td>GroupDRO</td>
<td>47.2±0.7</td>
<td>38.6±2.1</td>
<td>56.7±0.9</td>
<td>36.4±2.1</td>
<td>43.2</td>
</tr>
<tr>
<td>Mixup</td>
<td>59.6±2.0</td>
<td>42.2±1.4</td>
<td>55.9±0.8</td>
<td>33.9±1.4</td>
<td>47.0</td>
</tr>
<tr>
<td>MLDG</td>
<td>54.2±3.0</td>
<td>44.3±1.1</td>
<td>55.6±0.3</td>
<td>36.9±2.2</td>
<td>47.7</td>
</tr>
<tr>
<td>CORAL</td>
<td>51.6±2.4</td>
<td>42.2±1.0</td>
<td>57.0±1.0</td>
<td>39.8±2.9</td>
<td>47.6</td>
</tr>
<tr>
<td>MMD</td>
<td>41.9±3.0</td>
<td>34.8±1.0</td>
<td>57.0±1.9</td>
<td>35.2±1.8</td>
<td>42.2</td>
</tr>
<tr>
<td>DANN</td>
<td>51.1±3.5</td>
<td>40.6±0.6</td>
<td>57.4±0.5</td>
<td>37.7±1.8</td>
<td>46.7</td>
</tr>
<tr>
<td>CDANN</td>
<td>47.0±1.9</td>
<td>41.3±4.8</td>
<td>54.9±1.7</td>
<td>39.8±2.3</td>
<td>45.8</td>
</tr>
<tr>
<td>MTL</td>
<td>49.3±1.2</td>
<td>39.6±6.3</td>
<td>55.6±1.1</td>
<td>37.8±0.8</td>
<td>45.6</td>
</tr>
<tr>
<td>SagNet</td>
<td>53.0±2.9</td>
<td>43.0±2.5</td>
<td>57.9±0.6</td>
<td>40.4±1.3</td>
<td>48.6</td>
</tr>
<tr>
<td>ARM</td>
<td>49.3±0.7</td>
<td>38.3±2.4</td>
<td>55.8±0.8</td>
<td>38.7±1.3</td>
<td>45.7</td>
</tr>
<tr>
<td>VREx</td>
<td>48.2±4.3</td>
<td>41.7±1.3</td>
<td>56.8±0.8</td>
<td>38.7±3.1</td>
<td>46.4</td>
</tr>
<tr>
<td>RSC</td>
<td>50.2±2.2</td>
<td>39.2±1.4</td>
<td>56.3±1.4</td>
<td>40.8±0.6</td>
<td>46.6</td>
</tr>
<tr>
<td>AND-mask</td>
<td>50.0±2.9</td>
<td>40.2±0.8</td>
<td>53.3±0.7</td>
<td>34.8±1.9</td>
<td>44.6</td>
</tr>
<tr>
<td>SelfReg</td>
<td>48.8±0.9</td>
<td>41.3±1.8</td>
<td>57.3±0.7</td>
<td>40.6±0.9</td>
<td>47.0</td>
</tr>
<tr>
<td>Fish</td>
<td>50.2±3.9</td>
<td>43.9±0.8</td>
<td>55.7±2.2</td>
<td>39.8±1.0</td>
<td>47.4</td>
</tr>
<tr>
<td>Ours</td>
<td>52.5±1.2</td>
<td>45.0±0.5</td>
<td>60.2±0.2</td>
<td>40.7±1.0</td>
<td>49.6</td>
</tr>
</tbody>
</table>

Table 2: Results on Terra Incognita.

**ERM-NU achieves state-of-the-art on DomainNet & Terra Incognita.** The results for each domain in DomainNet and Terra Incognita are shown in Table 1 and Table 2, respectively. For the DomainNet, our method achieves state-of-the-art performance, beating baselines on all domains, including prior invariance-learning methods such as IRM, VREx, and DANN. For example, compared to IRM, ERM-NU significantly improves the average accuracy by 9.5%. For the Terra Incognita, we can see a similar phenomenon. This validates the notion that nuclear norm-based regularization effectively promotes learning invariant features. An additional benefit, compared to IRM, is that ERM-NU does not require any domain annotations.

**ERM-NU remains competitive across a wide range of datasets.** The results for all datasets in DomainBed are shown in Table 3. We observe that ERM-NU remains very competitive across most
datasets. For example, ERM-NU improves over IRM by 2.4% when averaged over seven datasets, still achieving the best performance compared to other competitive baselines.

5 Related Works

Nuclear Norm Minimization. Nuclear norm is commonly used to approximate the matrix rank [34]. Nuclear norm minimization has been widely applied for low-rank matrix completion and recovery [8, 10, 7] with applications such as graph clustering [21], community detection [26] and image denoising [15].

Contextual Bias in Recognition. There has been a rich literature studying the classification performance in the presence of pre-defined contextual bias [40, 5-4]. The reliance on contextual bias such as image backgrounds, texture, and color for object detection are investigated in [50, 8, 13, 47, 44, 37]. In contrast, our study requires no prior information on the type of contextual bias and is broadly applicable to different categories of bias.

Domain Generalization. The task of domain generalization aims to achieve high classification accuracy on new test environments. A plethora of algorithms are proposed in recent years: learning invariant representation across domains [12, 27, 59, 24], minimizing the weighted combination of risks from training domains [37], using different risk penalty terms to facilitate invariance prediction [1, 22], causal inference approaches [32], and forcing the learned representation different from a set of pre-defined biased representations [2], mixup-based approaches [48, 43, 28, 46], etc. However, it remains challenging to improve over empirical risk minimization (ERM) when evaluated on a broad range of real-world datasets [16, 20].

6 Conclusions and Outlook

In this work, we propose ERM-NU, a simple yet effective regularization method based on empirical risk minimization for improving domain generalization without acquiring domain annotations. Key to our method is minimizing the nuclear norm of the feature embeddings as a convex proxy for rank minimization. Empirically, we show that ERM-NU achieves competitive performance across a wide range of datasets in the DomainBed benchmarks when compared to a large number of baselines. Theoretically, we show that it outperforms ERM and ERM with L2 regularization in the linear setting. We aim to generalize this result to nonlinear cases in the future. We hope our work will inspire effective algorithm design and a better understanding of domain generalization.
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Appendix

A Proof of Theoretical Analysis

A.1 Auxiliary Lemmas

Lemma 2. For the logistic loss \( \ell(z) = \ln(1 + \exp(-z)) \), we have the following statements (1) \( \ell(z) \) is strictly decreasing and convex function on \( \mathbb{R} \) and \( \ell(z) > 0 \); (2) \( \ell'(z) = \frac{-1}{1 + \exp(z)} \), \( \ell'(z) \in (-1, 0) \); (3) \( \ell''(z) \) is strictly concave on \([0, +\infty)\), (4) for any \( c > 0 \), \( \ell'(z + c) \leq \exp(-c)\ell'(z) \).

Proof. These can be verified by direct calculation. \( \square \)

Lemma 3.

\[
\frac{\partial L_{(x, y)}(w)}{\partial w_j} = \ell'(yf_w(x))z_j, \tag{6}
\]

\[
\frac{\partial L(w)}{\partial w_j} = \mathbb{E}_{(x, y)}[\ell'(yf_w(x))z_j] \tag{7}
\]

\[
\frac{\partial L^\lambda(w)}{\partial w_j} = \mathbb{E}_{(x, y)}[\ell'(yf_w(x))z_j] + \lambda w_j \tag{8}
\]

Proof. These can be verified by direct calculation. \( \square \)

Lemma 4. For any \( j \in R \), we have probability density function of \( z_j \) with mean \( \frac{1}{2} \) and variance \( \frac{1}{12} \) following the form

\[
f_{(z_j)}(z) = \begin{cases} 
1, & \text{if } 0 \leq z \leq 1 \\
0, & \text{otherwise}
\end{cases}
\]

For any \( j \in U \), we have probability density function of \( z_j \) with mean \( \gamma \) and variance \( \frac{1}{3} - \gamma^2 \) following the form

\[
f_{(z_j)}(z) = \begin{cases} 
\frac{1}{2} - \gamma, & \text{if } -1 \leq z < 0 \\
\frac{1}{2} + \gamma, & \text{if } 0 \leq z \leq 1 \\
0, & \text{otherwise}
\end{cases}
\]

Proof. Then these can be verified by direct calculation from the definition. \( \square \)

Lemma 5. We have

\[
\Pr \left[ \sum_{j \in U} z_j \leq 0 \right] \leq \exp \left( -\frac{(d-r)^2}{2} \right), \quad \Pr \left[ \sum_{j \in R} z_j \leq \frac{\gamma}{4} \right] \leq \exp \left( -\frac{r}{8} \right).
\]

Proof. By Hoeffding’s inequality,

\[
\Pr \left[ \sum_{j \in U} z_j \leq 0 \right] = \Pr \left[ \sum_{j \in U} (z_j - \gamma) \leq -(d-r)\gamma \right] \leq \exp \left( -\frac{(d-r)^2}{2} \right)
\]

The others are proven in a similar way. \( \square \)

A.2 Optimal Solution of ERM-\( \ell_2 \) on ID Task

In this section, we will analyze the property of the optimal solution of ERM-\( \ell_2 \) on the ID task. We will show that the ERM-\( \ell_2 \) objective will encode all features correlated with labels, even when the correlation between spurious feature and label is weak (e.g. \( \gamma \in O(1/\sqrt{r}) \)).

Following the idea from Lemma B.1 of [38], we have the Lemma below.
We first prove $\beta < \alpha$ where the last inequality follows Jensen’s inequality. The minimum is achieved when $\alpha$ and (2) for any $j \in U$, $w_j^* := \beta$.

Proof.

\[
L^\lambda(w^*) = E_{(x,y) \sim D_{\text{ID}}}(\ell(x,y,w^*)) + \frac{\lambda}{2} ||w^*||^2_2 \\
= E_{(x,y) \sim D_{\text{ID}}}(\ell(yf_{w^*}(x))) + \frac{\lambda}{2} ||w^*||^2_2 \\
= E_{(x,y) \sim D_{\text{ID}}} \left( \sum_{j=1}^{d} w_j^* z_j \right) + \frac{\lambda}{2} ||w^*||^2_2
\]

By Lemma 2, we have $L^\lambda(w)$ a is a convex function. By symmetry of $z_j$, for any $l, l' \in R, l \neq l'$,

\[
E \left[ \ell \left( \sum_{j=1}^{d} w_j^* z_j \right) \right] + \frac{\lambda}{2} ||w^*||^2_2 \quad (11)
\]

\[
= \frac{1}{2} \left( E \left[ \ell \left( \sum_{j \in [d], j \neq l, j \neq l'} w_j^* z_j + w_l^* z_l(x,y) + w_l^* z_{l'}(x,y) \right) \right] + \frac{\lambda}{2} ||w^*||^2_2 \right) \quad (12)
\]

\[
+ \frac{1}{2} \left( E \left[ \ell \left( \sum_{j \in [d], j \neq l, j \neq l'} w_j^* z_j + w_l^* z_{l'}(x,y) + w_l^* z_l(x,y) \right) \right] + \frac{\lambda}{2} ||w^*||^2_2 \right) \quad (13)
\]

\[
\geq E \left[ \ell \left( \sum_{j \in [d], j \neq l, j \neq l'} w_j^* z_j + \frac{w_l^* + w_{l'}^*}{2} z_{l'}(x,y) + \frac{w_l^* + w_{l'}^*}{2} z_l(x,y) \right) \right] + \frac{\lambda}{2} ||w^*||^2_2 \quad (14)
\]

where the last inequality follows Jensen’s inequality. The minimum is achieved when $w_l^* = w_{l'}^*$.

A similar argument as above proves statement (2). 

Now, we will bound the $\alpha$ and $\beta$. Recall that for any $j \in R$, $w_j^* := \alpha$ and for any $j \in U$, $w_j^* := \beta$. The proof idea is using the gradient equal to zero and the properties of the logistic loss. Then, we can show that the value of $\beta$ is compatible with the value of $\alpha$.

**Lemma 7.** Let $\alpha, \beta$ be values defined in the Lemma 6. Then, we have $0 < \beta < \alpha < \frac{1}{\sqrt{r}}$. Moreover, $\frac{\beta}{\alpha} < \frac{1}{\sqrt{r}}$.

Proof. By Lemma 6

\[
L^\lambda(w^*) = E \left[ \ell \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) \right] + \frac{\lambda}{2} (r\alpha^2 + (d-r)\beta^2) \quad (15)
\]

By Lemma 2 we have for any $j \in [d]

\[
\frac{\partial L^\lambda(w^*)}{\partial w_j^*} = E_{(x,y) \sim D_{\text{ID}}} [\ell'(yf_{w^*}(x))z_j] + \lambda w_j^* = 0. \quad (17)
\]

We first prove $\beta < \alpha$. For any $j \in R, j' \in U$, we have

\[
\lambda \alpha = \lambda w_j^* \quad (18)
\]

\[
= - E_{(x,y) \sim D_{\text{ID}}} [\ell'(yf_{w^*}(x))z_j] \quad (19)
\]

\[
> - E_{(x,y) \sim D_{\text{ID}}} [\ell'(yf_{w^*}(x))z_{j'}(x,y)] \quad (20)
\]

\[
= \lambda w_j^* = \lambda \beta. \quad (21)
\]
Then, we prove $\beta \geq 0$ by contradiction. Suppose $\beta < 0$,

$$\mathcal{L}^\lambda(\alpha, \beta) - \mathcal{L}^\lambda(\alpha, -\beta)$$

$$= \mathbb{E} \left[ \ell \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) \right] - \mathbb{E} \left[ \ell \left( \alpha \sum_{j \in R} z_j - \beta \sum_{j \in U} z_j \right) \right]. \quad (22)$$

Note that for any $j, j' \in U, j \neq j'$, the norm of $z_j$ is independent with its sign and $z_j, z_{j'}(x, y)$ are independent. From $\gamma > 0$, we can get $\mathbb{P}[z_j > 1] > \frac{1}{2}$. Thus, by $\ell$ strictly decreasing we have

$$\mathbb{P} \left[ \ell \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) \geq z \right] > \mathbb{P} \left[ \ell \left( \alpha \sum_{j \in R} z_j - \beta \sum_{j \in U} z_j \right) \geq z \right], \quad (24)$$

where $\beta$ case is strictly stochastically dominate $-\beta$ case. Thus, $\mathcal{L}^\lambda(\alpha, \beta) - \mathcal{L}^\lambda(\alpha, -\beta) > 0$. This is contradicted by $\beta$ being the optimal value. Thus, we have $\beta \geq 0$.

Now, we prove $\alpha < \frac{1}{\sqrt{p}}$, for any $k \in R$,

$$\lambda \alpha = -\mathbb{E}_{(x, y) \sim \mathcal{D}_u} \left[ \ell' \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) z_k \right]$$

$$\leq -\mathbb{E}_{(x, y) \sim \mathcal{D}_u} \left[ \ell' \left( \alpha \sum_{j \in R, j \neq k} z_j + \beta \sum_{j \in U} z_j \right) z_k \right]$$

$$= -\mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R, j \neq k} z_j + \beta \sum_{j \in U} z_j \right) \right] \mathbb{E}[z_k]$$

$$= -\frac{1}{2} \mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R, j \neq k} z_j + \beta \sum_{j \in U} z_j \right) \right] \mathbb{P} \left[ \sum_{j \in U} z_j > 0 \right] - \frac{1}{2} \mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R, j \neq k} z_j + \beta \sum_{j \in U} z_j \right) \right] \mathbb{P} \left[ \sum_{j \in U} z_j < 0 \right]$$

$$\leq -\frac{1}{2} \mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R, j \neq k} z_j \right) \right] + \frac{1}{2} \exp \left( -\frac{(d-r)\gamma^2}{2} \right), \quad (30)$$

where the last inequality is from $\beta \geq 0$ and $\ell'(z) \in (-1, 0)$. Using Lemma 5 one more time, we have

$$-\mathbb{E} \left[ \ell'(\alpha \sum_{j \in R, j \neq k} z_j) \right] \quad (31)$$

$$= -\mathbb{E} \left[ \ell'(\alpha \sum_{j \in R, j \neq k} z_j) \sum_{j \in R, j \neq k} z_j > \frac{r-1}{4} \right] \mathbb{P} \left[ \sum_{j \in R, j \neq k} z_j > \frac{r-1}{4} \right]$$

$$-\mathbb{E} \left[ \ell'(\alpha \sum_{j \in R, j \neq k} z_j) \sum_{j \in R, j \neq k} z_j \leq \frac{r-1}{4} \right] \mathbb{P} \left[ \sum_{j \in R, j \neq k} z_j \leq \frac{r-1}{4} \right]$$

$$\leq -\ell' \left( \frac{\alpha(r-1)}{4} \right) + \frac{1}{2} \exp \left( -\frac{r-1}{8} \right)$$

$$= \frac{1}{1 + \exp \left( -\frac{\alpha(r-1)}{4} \right)} + \frac{1}{2} \exp \left( -\frac{r-1}{8} \right). \quad (35)$$
Thus, we have
\[
\lambda \alpha \leq \frac{1}{2} \left( 1 + \exp \left( \frac{\alpha(r-1)}{4} \right) \right) + \frac{1}{4} \exp \left( -\frac{r-1}{8} \right) + \frac{1}{2} \exp \left( -\frac{(d-r)\gamma^2}{2} \right). \tag{36}
\]
Suppose \( \alpha \geq \frac{1}{\sqrt{\gamma}} \), we have contradiction,
\[
\text{RHS} < O \left( \exp \left( -\frac{\sqrt{r}}{\gamma} \right) \right) < \text{LHS}. \tag{37}
\]
Thus, we get \( \alpha < \frac{1}{\sqrt{\gamma}} \).

Now, we prove \( \frac{3}{4} \leq \frac{3}{\gamma} \), for any \( k \in R, l \in U \), denote \( Z = \alpha \sum_{j \in R,j \neq k} z_j + \beta \sum_{j \in U,j \neq l} z_j \), by Lemma 2, we have
\[
\frac{\alpha}{\beta} = \frac{-\mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) z_k \right]}{-\mathbb{E} \left[ \ell' \left( \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \right) z_l \right]} \tag{38}
\]
\[
\leq \frac{-\mathbb{E} \left[ \ell' \left( Z + 2\alpha \right) z_l | z_l \geq 0 \right] P[z_l \geq 0] - \mathbb{E} \left[ \ell' \left( Z \right) z_l | z_l < 0 \right] P[z_l < 0]}{-\mathbb{E} \left[ \ell' \left( Z \right) \right]} \tag{39}
\]
\[
= \frac{-\mathbb{E} \left[ \ell' \left( Z + 2\alpha \right) \right] \left( \frac{1}{2} + \gamma \right) + \mathbb{E} \left[ \ell' \left( Z \right) \right] \left( \frac{1}{2} - \gamma \right)}{-\mathbb{E} \left[ \ell' \left( Z \right) \right]} \tag{40}
\]
\[
\leq \frac{1}{\exp(-2\alpha) \mathbb{E} \left[ \ell' \left( Z \right) \right] \left( \frac{1}{2} + \gamma \right) - \mathbb{E} \left[ \ell' \left( Z \right) \right] \left( \frac{1}{2} - \gamma \right)} \tag{41}
\]
\[
\leq \frac{1}{\exp \left( \frac{-2}{\sqrt{r}} \right) \left( \frac{1}{2} + \gamma \right) - \left( \frac{1}{2} - \gamma \right)} \tag{42}
\]
\[
\leq \frac{1}{2\gamma - \left( 1 - \exp \left( \frac{-2}{\sqrt{r}} \right) \right)} \tag{43}
\]
\[
\leq \frac{1}{2\gamma - \frac{4}{\sqrt{r}}} \tag{44}
\]
\[
< \frac{3}{4\gamma}. \tag{45}
\]
where the second inequality follows Lemma 2 and the second last inequality follows \( 1 + z \leq \exp(z) \) for \( z \in \mathbb{R} \) and \( \gamma > \frac{3}{\sqrt{r}} \).

A.3 Optimal Solution of ERM-rank on ID Task

We show that the optimal solution of the ERM-rank objective will only encode the features which have a strong correlation with labels (intrinsic features).

**Lemma 8.** Consider ID setting with ERM-rank objective function. Denote \( R_{\text{rank}} \) is any subset of \( R \) with size \( |R_{\text{rank}}| = B_{\text{rank}} \), we have an optimal \( w^* \) for the ERM-rank objective function following the condition (1) for any \( j \in R_{\text{rank}}, w^*_j > 0 \) and (2) for any \( j \notin R_{\text{rank}}, w^*_j = 0 \).

**Proof.** For any \( j \in U \), if \( w^*_j = \theta \neq 0 \), there exists \( k \in R \) s.t. \( w^*_k = 0 \) by objective function condition. When we reassign \( w^*_j = 0, w^*_k = |\theta| \), the objective function becomes smaller. This is a contradiction. Thus, we finish the proof.

A.4 OOD Gap Between Two Objective Function

Based on the property of two optimal solutions, we will show the performance gap between these two optimal solutions on the OOD task. The idea is that the spurious features may change their correlation to the labels in different tasks.
**Proposition 9** (Restatement of Proposition 1). Assume $1 \leq B_{\text{rank}} \leq r$, $\lambda > \Omega \left( \frac{\sqrt{r}}{\exp \left( \frac{r}{10} \right)} \right)$, $d > \frac{\sqrt{r}}{r} + r, r > C$, where $C$ is some constant $< 20$. The optimal solution for the ERM-rank objective function on the ID tasks has 100% OOD test accuracy, while the optimal solution for the ERM-$\ell_2$ objective function on the ID tasks has OOD test accuracy at most $\exp \left( -\frac{r}{10} \right) \times 100\%$ (much worse than random guessing).

**Proof.** We denote $w^*_{\text{rank}}$ as the optimal solution for the ERM-rank objective function. By Lemma 8, the test accuracy for the ERM-rank objective function is

$$
P_{(x,y) \sim D_{\text{ood}}} [y f_{w^*_{\text{rank}}}(x) \geq 0] = \mathbb{P}_{(x,y) \sim D_{\text{ood}}} \left[ \sum_{j \in R} w^*_{\text{rank},j} z_j + \sum_{j \in U} z_j w^*_{\text{rank},j} \geq 0 \right]$$

$$= \mathbb{P}_{(x,y) \sim D_{\text{ood}}} \left[ \sum_{j \in R} w^*_{\text{rank},j} z_j \geq 0 \right]$$

$$= 1.$$

(49)

We denote $w^*_\ell$ as the optimal solution for the ERM-rank objective function. We have $\alpha, \beta$ defined in Lemma 7. By Lemma 7, the test accuracy for the ERM-$\ell_2$ objective function is

$$
P_{(x,y) \sim D_{\text{ood}}} [y f_{w^*_\ell}(x) \geq 0] = \mathbb{P}_{(x,y) \sim D_{\text{ood}}} \left[ \alpha \sum_{j \in R} z_j + \beta \sum_{j \in U} z_j \geq 0 \right]$$

$$\leq \mathbb{P}_{(x,y) \sim D_{\text{ood}}} \left[ \frac{3}{4\gamma} \sum_{j \in R} z_j + \sum_{j \in U} z_j \geq 0 \right]$$

$$= \mathbb{P} \left[ \frac{3}{4\gamma} \sum_{j \in R} \left( z_j - \frac{1}{2} \right) + \sum_{j \in U} (z_j + \gamma) \geq -\frac{3r}{8\gamma} + (d - r)\gamma \right]$$

(52)

By Hoeffding’s inequality and $d > \frac{\sqrt{r}}{r} + r > 5r$, we have

$$\mathbb{P} \left[ \frac{3}{4\gamma} \sum_{j \in R} \left( z_j - \frac{1}{2} \right) + \sum_{j \in U} (z_j + \gamma) \geq -\frac{3r}{8\gamma} + (d - r)\gamma \right]$$

$$\leq \exp \left( - \frac{2 \left( -\frac{3r}{8\gamma} + (d - r)\gamma \right)^2}{4d} \right)$$

$$= \exp \left( - \frac{\frac{9r^2}{32\gamma^2} + 2(d - r)^2\gamma^2 - \frac{3r}{2}(d - r)}{4d} \right)$$

$$\leq \exp \left( - \frac{2(d - r)^2\gamma^2 - \frac{3r}{2}(d - r)}{5(d - r)} \right)$$

$$= \exp \left( - \frac{4(d - r)^2 - 3r}{10} \right)$$

$$\leq \exp \left( - \frac{r}{10} \right).$$

(58)

□