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Fig. 1: Overview of RHyME. We introduce RHyME, a hierarchical framework that trains a robot policy to mimic a long-horizon video from a demonstrator
that exhibits mismatched task execution. Train Goal (Left): Given unpaired human-robot datasets, RHyME “imagines” employs sequence-level similarity
functions to create a paired dataset for training one-shot imitation robot policies. Inference Goal (Right): Our robot policy translates a human video into

robot actions to perform the specified long-horizon task.

Abstract— Human demonstrations as prompts are a power-
ful way to program robots to do long-horizon manipulation
tasks. However, translating these demonstrations into robot-
executable actions presents significant challenges due to execu-
tion mismatches in movement styles and physical capabilities.
Existing methods for human-robot translation either depend
on paired data, which is infeasible to scale, or rely heavily on
frame-level visual similarities that often break down in practice.
To address these challenges, we propose RHyME, a novel frame-
work that automatically pairs human and robot trajectories us-
ing sequence-level optimal transport cost functions. Given long-
horizon robot demonstrations, RHyME synthesizes semantically
equivalent human videos by retrieving and composing short-
horizon human clips. This approach facilitates effective policy
training without the need for paired data. RHyME successfully
imitates a range of cross-embodiment demonstrators, both in
simulation and with a real human hand, achieving over 50%
increase in task success compared to previous methods. We
release our code and datasets at this website.

I. INTRODUCTION

Human demonstrations offer an effective approach for
programming robots to execute long-horizon manipulation
tasks [1—4]. Unlike language instructions, demonstrations are
grounded in the task environment, providing rich cues for
what steps to follow, which objects to interact with, and how
to interact with them [5, 6].
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We view this as a translation problem where a human
video must be translated into a series of robot actions [7—
10]. However, training such policies typically requires paired
human-robot demonstrations, which is impractical to collect
at scale for long-horizon tasks. Although large-scale human
videos (e.g., YouTube) and robot datasets exist [1 |, 12], they
are unpaired, making them unsuitable for directly learning
this translation.

Prior works leverage unpaired human and robot demon-
strations to learn visual representations that map both human
and robot images into a shared embedding space [4, 6, 13—
I5]. A policy is then trained to generate actions conditioned
on robot video embeddings, and directly transferred at test
time to work with embeddings from a human prompt video.
However, a key assumption these works rely on is that the
human and robot perform tasks with matched execution, i.e.,
the human executes tasks in a visually similar way to that of
the robot (e.g. slowly moving one arm with a simple grasp).
In reality, humans often act more swiftly, use both hands for
manipulation, or even execute multiple tasks simultaneously,
creating a mismatch in execution styles. This mismatch leads
to misalignment between the human and robot embeddings,
hindering direct policy transfer.

We tackle this problem of imitation under mismatched
execution. Qur key insight is that while a human and
robot may perform the same task in visually and physically
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different ways, we can establish a high-level equivalence by
reasoning over the entire sequence of image embeddings
they generate. We show that while individual image embed-
dings may appear different between human and robot, we
can construct sequence-level similarity functions where the
two are closer. Notably, we can do this without fine-tuning
representations on paired data.

We propose RHyME (Retrieval for Hybrid Imitation under
Mismatched Execution), a framework which trains a robot
policy to follow a long-horizon demonstration from a mis-
matched expert without access to paired human-robot videos
(Fig. 1). First, RHyME defines a sequence-level similarity
metric between human and robot embeddings, using optimal
transport to measure alignment. Given a robot trajectory and
a database of human play data, RHyME imagines a long-
horizon video by retrieving and composing short-horizon
snippets of human demonstrations similar to the robot video.
This retrieval process is guided by an optimal transport
similarity metric between human and robot sequences. The
framework trains a policy using a hybrid approach, incorpo-
rating both real robot demonstrations and imagined human
sequences. Our contributions are:

1) We introduce RHyME, a retrieval-based algorithm to
create paired datasets of human and robot trajectories,
enabling one-shot imitation under mismatched execution.

2) We propose three novel datasets for cross-embodiment
learning in the Franka Kitchen simulator with progres-
sively increasing execution mismatch relative to the robot.

3) In both simulation and the real world, we demonstrate that
RHyME outperforms baselines, increase task completion
rates 2x when imitating unseen human videos. Addi-
tionally, we show that sequence-level similarity functions
significantly improve retrieval performance compared to
frame-level similarity functions.

II. RELATED WORK

Human demonstrations have been utilized to guide robot
manipulation policies in several different ways. We place our
work relative to each cluster of related research.

Tracking Reference Motion. The imitation challenge is
reduced to motion tracking when the robot receives the
demonstrator’s motion as input. Robots with human-like
joint configurations can directly mimic human trajectories, a
method applied to humanoid robots with similar morpholo-
gies [16-21] and robotic hands [22-29]. When the execu-
tion capabilities are mismatched, either human models are
simplified [16, 18, 20] or robot trajectories [17, 19, 30, 31]
are optimized to approximately match the reference trajec-
tory. [21] shows a method to extract human poses from
videos and use that as a reference for training reinforcement
learning agents. Similarly, human demonstrations have been
used to guide reinforcement learning for robotic hands [22—

]. More recently, large-scale video datasets of humans on
the internet have been used to extract hand positions and
adapted for robot manipulation [26-29, 32], or rely on other
common abstractions such as optical flow as a common

trajectory representation across embodiments [33], still re-
quiring execution to be matched. Distinct from these works,
we focus on learning robot manipulation tasks directly from
human RGB videos without explicit motion input.

Learning Reward Functions from Demonstrator
Videos. These methods tackle the problem of matching
the demonstrator behaviors when their motion cannot be
simply mimicked. Still, their videos contain useful task
information and can be used to learn reward functions for
reinforcement learning on the robot. A general method in
this line of research [2, 34-30] is to extract reward functions
that encourage the robot to manipulate objects in the same
way as the video. For example, [34] self-supervises the
robot by making it learn to match the demonstrations of
a demonstrator perturbing a rope. GraphIRL [2] extracts
sequences of object pose movement from the demonstrator
and enforces temporal cyclic consistency with the robot’s
execution. Other approaches frame the problem as task
matching [37, 38], where the robot is rewarded when it is
deemed to perform the same skill as the demonstrator. While
these papers tackle the problem of mismatched execution
directly, they require reinforcement learning to train robot
policies, which is challenging for complex tasks.

Learning Aligned Human-Robot Representations. An-
other strategy for addressing this challenge is to train repre-
sentations for both the robot and the human that are indistin-
guishable when performing the same task. This approach of-
ten frames the task as a video translation challenge, where the
demonstrator’s video is converted into a robot’s perspective
to simplify task mimicry [9, 10, 39]. Additionally, methods
like WHIRL [3] align videos by effectively masking out
both the robot and the human, creating a neutral visual field.
Embeddings can be aligned using datasets that either directly
pair human and robot actions or utilize human preference
datasets to rank image frames, as shown in X-IRL [I] and
RAPL [40]. Unlike these methods, our approach does not
depend on labeled human-robot correspondences.

One-shot Visual Imitation from Demonstration Videos.
We tackle this problem setting in our work where the robot
imitates actions from human demonstration videos in a one-
shot setting, i.e., the robot uses a prompt video as a guide,
aiming to replicate the demonstrated actions after viewing
them once [4, 6-8, 32, ]. If a paired dataset of human
and robot videos executing the same task exists, the robot can
learn to translate a prompt video into actions directly [7, 8].
The closest to our work is the setting without paired data of
human and robot skills. However, these works [4, 6] train
policies conditioning on robot videos and rely on zero-shot
transfer to a prompt demonstration at test time. For example,
XSkill [4] uses a self-supervised clustering algorithm based
on visual similarity to align representations of human and
robot videos. However, such an approach can falter when
there are significant mismatches in execution. We address
this issue by posing the visual imitation problem as a train-
time retrieval problem. During training, we match robot
videos to the closest human snippets from an unpaired play
dataset to imagine synthetic demonstration videos. Training



robot policies conditioned on these synthetic videos enable
the robot to translate demonstration videos into robot actions.

III. PROBLEM FORMULATION

Inference Time: Translate Human Demonstration
Video to Robot Actions. The robot’s goal is to replicate
a series of tasks demonstrated in a video using a policy
m(ag|sr, vi) that translates the video into robot actions ap
at state sp. The human demonstration video is a sequence of
images vig = {v%, v}, ..., v5}, where T is video length.

Train Time: Learning from Unpaired Human and
Robot Data. While training a policy with paired human-
robot data is feasible, collecting such data at scale is im-
practical. Instead, we frame the problem as learning aligned
embeddings from unpaired data, enabling the transfer of
policies trained on robot embeddings to human embeddings.

We assume access to two datasets —a robot dataset
(Drobot) of long-horizon manipulation tasks and a play
dataset (Dyp1ay) of short-horizon human video clips showing
interactions with objects and the environment. The robot
dataset, Dyobot = {({m,VR)}, comprises pairs of state-
action trajectories and robot videos. Each robot trajectory,
tr = {(s%,a%), (sk,ak),...,(sk,a%)}, represents the
sequence of robot states and actions throughout an episode.
Correspondingly, the video vg = {v%,vk,..., 0L} is a
sequence of images of the robot executing the task. The play
dataset, Dp1ay = {ve}, consists of human videos that do not
have direct correspondences with the robot dataset. At test
time, the demonstrator’s video contains a set of tasks whose
composition is unseen by the robot during training. However,
consistent with prior work [4], we assume that the constituent
tasks are individually covered both in Dy and Digpot-

Our goal is to train two modules: a vision encoder and a
robot policy. The vision encoder maps both human and robot
videos into a shared embedding space to enable translation.
We employ a video encoder ¢(v) to extract a sequence of
embeddings z = {z,21,...,2r} for each frame from all
videos. Then, given a human demonstration video vy, we
generate a sequence of latent embeddings zy. We aim to
train a policy that conditions on the sequence of embeddings
to predict robot actions 7(ag|sg,zm) without access to
paired human and robot data. We discuss how to train both
the encoder and the policy in Section

IV. APPROACH

We present RHyME, a one-shot imitation learning algo-
rithm that translates human videos into robot actions, without
paired data. Before policy training, we first train a video
encoder using a dataset of unpaired human and robot videos
(Section ). Then, this trained video-encoder is frozen
and utilized for retrieval during policy training (Section

). At train time, given just a robot trajectory, RHyME
imagines a corresponding demonstration by retrieving and
composing short-horizon human snippets. It then trains a
policy to predict robot actions, conditioned on the imagined

We encode a 1-timestep sliding window of 8 neighboring images to
generate each image embedding.

demonstration. We discuss details of the retrieval, training
process, and video embeddings below.

A. Training the Vision Encoder

We align the human and robot video embeddings in three
ways: visually, temporally, and at the task level, all without
requiring trajectory-level correspondences. We employ unsu-
pervised losses Lyis(¢) and Liemp(¢) for visual and temporal
alignment, following prior works [44, 45], and introduce an
optional task alignment loss Lyask ().

Visual Alignment. To align human and robot embeddings
(Zr, zm), we use SWAV [44], a self-supervised method that
clusters images based on shared visual features. SWAV learns
a set of K prototype vectors, to which each image is as-
signed. The SWAV loss Lyis(¢) updates both the encoder and
prototypes, aligning human and robot videos by clustering
similar visual features.

Temporal Alignment. To align temporally adjacent
frames in human and robot videos, we use Time Contrastive
Loss [45]. This loss encourages embeddings of frames close
in time to be similar. For each frame 2!, we define a
positive set z* of frames within a temporal window w, and
a negative set z~ for frames outside this window. Using
the contrastive 10ss Liemp(¢), we pull embeddings from the
positive set closer and push negative set embeddings further
apart, capturing temporal continuity across videos.

Task Alignment. Task-level alignment Lias(¢) is used
when a small set of paired human and robot snippets is
available. Unlike frame-level methods, this aligns video em-
beddings of the robot zg and demonstrator zgy. We compute
the optimal transport distance d(zm,zm) to measure the
similarity between two sequences of video embeddings. We
then apply a contrastive learning objective (INFO-NCE [46])
to pull matched embeddings closer and push different-task

embeddings apart. The final task alignment loss is:
exp(—d(zr’,z1"))

Lias(9) = = X Spatantan 11+3, 7, exp( ~dCamT 2]
Our final loss function for training the visual encoder ¢ is:

L(¢) = /\visﬁvis(¢) + Atemp£temp(¢) + Atask£task(¢) (1)
where A¢osx = 0 by default and non-zero only with access
to short-horizon paired data.

B. Training the Robot Policy

Training Overview. Algorithm | details our approach
to train robot policy my using both robot trajectories and
imagined human demonstration videos. The training process
has two stages.

Stage 1: Create a Paired Dataset. For each robot trajectory
¢r and video vy in Diopot, We encode the robot video
into embeddings zr = ¢(vm) using the learned video
encoder ¢. We then retrieve imagined human embeddings Zyy
by aligning zgr with demonstration snippets from the play
dataset Dyay, through the function Imagine-Demo. This
produces a paired dataset Dpaired containing (Zm, zr, R)-

Stage 2: Train Policy on Paired Dataset. The policy my
is trained on the paired dataset Dpaireq in a hybrid fashion.
For each element in Dp,ieq, We update the policy in two



modes —Mode 1: The policy is conditioned on the robot
video embeddings zg to predict actions 7y (at|st, zr ), Mode
2: The policy is conditioned on the imagined human demon-
stration embeddings Zg to predict actions 7y (a¢|s:, Zm). By
alternating between these two modes, the policy learns to
generalize from both robot and imagined human videos,
enabling it to handle execution mismatches.

Algorithm 1 RHyME: Retrieval for Hybrid imitation under
Mismatched Execution
Input: Robot Dataset D;o},0t, Human Play Dataset Dp,y,
Video Encoder ¢(z|v)
Output: Trained Robot Policy 7y (a|s, z)
Initialize Robot Policy 7y
while not converged do
Get robot video and actions g, VR ~ Diobot
Generate robot embeddings zgr = ¢(vR)
// Retrieve human embeddings
Zy < Imagine-Demo(zr, Dplay)
// Bybrid Training
for (s¢,a;) in £g do
// Condition on imagined demo
Update-Policy(as, mo(St, Zr))
// Condition on robot wvideo
Update-Policy(as, me(st,2R))

¥Return Trained Robot Policy 7

Algorithm 2 Imagine—-Demo: Retrieving Matched Human
Embeddings

Input: Robot Embeddings zr, Human Play Dataset
Dylay, Video Encoder ¢(z|v), Segment Length K, Dis-
tance Function d

Output: Imagined Demo Zg

Initialize empty demo Zg < {}

// Divide long-horizon robot sequence into

short-horizon clips
1:. K _K+12K T—-K+1:T
Zp ={zp ,zR+ N T
for robot segment 2% * in Zp do
// Find closest short-horizon clip
embedding in play dataset
N . i+ K
Zyg < argming, cp d(zm, 257 )
// Extend imagined embedding sequence with
retrieved demo
Zp.extend(Zpiay)

¥Return Imagined Demo Zyg

Imagining Human Demonstration Videos. Algorithm
details the retrieval process for imagining a sequence of
human embeddings. We break the robot’s video into short-
horizon windows and compare the embeddings with those
from the play dataset, retrieving snippets with the lowest
sequence-level distance. These retrieved snippets are con-
catenated to form an imagined long-horizon human demon-
stration video. The key challenge is defining a distance

function d(zgr,zp) that can handle video sequences of
varying lengths. We propose two methods to compute this
distance: Optimal Transport Distance and Temporal Cyclic
Consistency (TCC) Distance.

Method 1: Optimal Transport Distance. We calculate
the Wasserstein distance (Optimal Transport) [47] between
the human and robot video embeddings, i.e., the cost of
the optimal transport plan that transfers one sequence of
video embeddings into another. The robot’s embedding dis-
tribution is defined as pr = {1/7,1/T,...,1/T}, and
the human’s embedding distribution is defined as ppg =
{1/7",1/T",...,1/T"}, where T and T’ are the lengths
of the video sequences respectively. The cost function for
the transport is C' € RT*T" where C% is the cosine
distance between the robot embedding 2% and the human
embedding z},. Our goal is to find the optimal assignment
M* e RT*T" that transports the distribution from pg to
py while minimizing the cost of the plan. Formally, we
need to find M* = arg r[nin >0 22; C7 M. After solving

the optimal transport aévsignment, the distance function is
the cost of the plan, ie., d(zr,2zn) = ., >; CYM*7. In
practice, we optimize an entropy-regularized version of this
problem to find an approximate solution efficiently using the
Sinkhorn-Knopp algorithm [47].

Method 2: Temporal-Cyclic Consistency (TCC) Dis-
tance. We calculate the TCC loss between human and robot
videos following [48] which computes cycle consistency be-
tween robot video embeddings zr = {z%,2%,...,2%} and
human video embeddings zg = {2}, 2%, ..., 2% }. For each
robot frame z%, we first compute a similarity distribution «
of zF with respect to the humap’s embeddings, to find a
soft-nearest neighbor zZy = Z?,:l atzz. Then, Zp cycles
back to the robot video by again computing its similarity
distribution 5 with respect to robot video embeddings to
get its soft-nearest neighbor z%, = Zthl Btz%,. The TCC
distance for a robot frame 2%, is the mean square error with
its cycled-back frame z% as lio. = ||2h — Z4||2. We define
the video-level TCC distance function by summing over the
frame-level losses d(zgr,zm) = 23:1 lree(2h).

We hypothesize that video retrieval using TCC distance
can be inaccurate in two cases: (1) When human and robot
embeddings differ due to variations in execution speed or
style, leading to poor frame alignment. (2) When multiple
robot embeddings correspond to a single human frame, for
eg. unimanual robot tasks versus bimanual human actions.

V. EXPERIMENTS

Setup. Simulation: We evaluate our approach us-
ing the Franka Kitchen simulator [49], where a 7-DOF
Franka arm performs 7 different tasks. We generate 3 cross-
embodiment video datasets each progressively increasing
the embodiment and execution mismatch, which contain
580 long-horizon robot trajectories completing a sequence
of 4 tasks and a bank of cross-embodiment demonstrator
play data (> 3 hours) for training our models. First, in
SPHERE-EASY, we replace the robot’s visual rendering with
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from those of the robot, policies trained with our framework RHyME consistently outperforms XSkill measured by task recall and imprecision rates.
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Fig. 3: Realworld Results. (Left) Task Embeddings: We use t-SNE to visualize cross-embodiment latent embeddings from the human and robot completing
three tasks. (Right) Task Completion: We compare the performance of RHyME with XSkill on seen and unseen long-horizon tasks specified by human
prompt videos. Opaque segments indicate Task Completion rate, and augmented transparent bars indicate Task Attempt rate.

a sphere following the gripper’s position, creating a visual
gap between robot and demonstrator. Second, in SPHERE-
MEDIUM, we introduce manipulation style mismatches such
as the robot dragging an object while the demonstrator lifts
and carries it. Finally, in SPHERE-HARD, we create a further
divergence where the demonstrator performs two tasks simul-
taneously, similar to how humans use two hands. Fig. 2 (left)
illustrates the cross-embodiment datasets. Realworld: We
use a 7-DOF Franka arm to perform 4 different tasks.
We train our models on 40 long-horizon robot trajectories
completing a sequence of 3 tasks and ~15 minutes of human
play data, holding out unseen compositions of 3 test tasks.

Baselines. XSkil1l [4] simply conditions on robot videos
during train-time, and uses its shared representation space to
zero-shot generalize to inputs of human videos at test-time.
OraclePairing [7, 8] is the gold-standard approach,
assuming an oracle pairs human demonstrations with robot
trajectories, enabling conditioning on the human at train
time. Our approach, RHyME, finds a middle ground. Without
pairing, it imagines human videos that perform the same
tasks as a robot trajectory (Section IV-B) by exploiting
sequence-level correspondences. We compare two variants of
our algorithm, RHyME-TCC and RHyME-OT, which differ in
their distance functions used for retrieval. In the realworld,
we use XSkill [4] as a baseline for RHyME—-OT. We also
show how vision representations can be improved using
short-horizon robot-demonstrator task pairs.

Evaluation and Success Metrics. At test-time, we pro-
vide the robot policy with long-horizon human videos as
prompts. Simulation: We evaluate one-shot imitation per-
formance across 20 different demonstrator videos, rolling

out the robot policy from the last 5 model checkpoints,
yielding 100 total trials per dataset. We measure Task Recall,
which assesses recall by counting the successfully com-
pleted tasks shown in the demonstrator’s video, and Task
Imprecision, which measures imprecision and reports the
percentage of tasks the robot attempts incorrectly—those
not specified in the demonstrator’s video. Realworld: We
evaluate performance across 30 different human videos (20
seen, 10 unseen). We break down Task Recall into two
metrics: Task Attempts and Task Completions, which measure
(a) the robot’s ability to attempt tasks specified by the human
video and (b) the low-level control policy’s ability to fully
complete the tasks.

Q1. How does performance vary across different levels
of execution mismatch? As the cross-embodiment demon-
strator’s execution deviates further from those of the robot,
policies trained with our framework RHyME consistently
outperform XSkill (Fig. 2), with the largest gap in the
bimanual demonstrator setting SPHERE-HARD (53% vs
1%). The OraclePairing baseline serves as an upper
bound on performance.

Fig. 4 (left) investigates this trend by probing the visual
representations of the video encoder ¢, common across
policies. We plot the image embeddings of the robot and
demonstrator across three different tasks using a t-SNE plot.
As execution mismatch increases, the robot and demonstra-
tor embeddings become less clustered by task, supporting
XSkill’s inability to zero-shot transfer to demonstrator
embeddings at test-time in SPHERE-HARD. RHyME algo-
rithms overcome this problem and successfully retrieve the
correct demonstration videos at train-time by reasoning over
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sequences of embeddings. However, RHyME-OT outper-
forms RHyME-TCC across all three datasets in both metrics,
suggesting inaccurate train-time retrievals with TCC.

Q2. How does RHyME perform on real kitchen tasks
when prompted with human videos? With natural visual
and execution mismatches between human and robot videos,
RHyME consistently outperforms XSkill when prompted
with both seen and unseen human prompt videos (Fig.
Right). We observe marginal benefits in Task Attempts and
Task Completions when faced with the compositions of
the tasks seen, but record significant improvements in both
metrics (83% vs. 50% and 67% vs. 33%, respectively) in the
unseen setting to which our framework aims to generalize.

03. How does video retrieval using Optimal Transport
and TCC impact policies at test-time? As task embedding
clusters deviate due to execution mismatches, we observe
inaccuracies in TCC retrievals: in SPHERE-HARD (Fig.
(right)) when both clips complete the same two tasks, a
bimanual task embedding lies in between two robot task
clusters which results in cycling-back to the incorrect robot
frame, leading to high task imprecision. RHyME—-OT per-
forms strictly better across datasets (Fig. 2). The key reason
for this performance difference is that optimal transport

which is mismatched.
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Fig. 6: Performance Improves by Pairing Skills on SPHERE-HARD.
For both non-retrieval and retrieval-based methods, performance improves
when fine-tuned when the visual encoder is finetuned short-horizon robot-
demonstrator snippet pairs using a contrastive optimal transport loss.

computes distances by matching videos across a sequence
of embeddings. Fig. 5 visualizes the cost of the optimal
transport plan between prompt robot clips and demonstration
videos in the hard SPHERE-HARD dataset. Comparing a
robot clip doing two tasks (e.g. kettle and light), the transport
cost across assignments is minimum only when compared to
the demonstrator performing those same two tasks. TCC, on
the other hand, attempts to establish one-to-one correspon-
dences between the robot and demonstration frames, which
are lacking in this dataset.

Q4. Where does RHyME succeed, and what are com-
mon failure modes of other methods? We visualize the
vision embeddings using t-SNE (Fig. 3 Left). We find that
image embeddings in the realworld are generally clustered
by task, but tend to deviate during the Light Switch task.
Consequently, we observed that XSkil1 never attempts the
task when prompted with human embeddings. On the other
hand, in unseen settings, RHyME always attempts the Light
Switch task and completed it 9 out of 10 times. The Optimal
Transport retrieval (Sec. V) used to imagine the paired
dataset recognizes can correctly match human and robot clips
completing the same task by reasoning over the distribution
of embeddings rather than relying on perfect embedding
alignment, so RHyME is able to accurately pair action labels
with imagined human videos at train time and obtain better
performance (Fig. 3 Right).

05. Does fine-tuning visual representations with task-
equivalent pairs improve one-shot imitation? Following
Section , we assume access to short-horizon task pair-
ings across embodiments and apply L,sk(¢) on vision rep-



resentations in the SPHERE-HARD setting. We find that en-
couraging induced distributions over embeddings to be sim-
ilar lifts the performance of both XSkill and RHyME-OT
(Fig. 6), and scales up with more paired clips. Ultimately,
comparing induced distributions over embeddings with op-
timal transport is a beneficial design choice for matching
clips at a task-level in the face of execution mismatches, as
RHyYyME-OT (0% fine-tuned) still significantly outper-
forms XSkill (fine-tuned).

VI. DISCUSSION AND LIMITATIONS

This work addresses the challenge of one-shot imitation in
the presence of mismatched execution by the demonstrator.
We propose RHyME, a novel framework that leverages task-
level correspondences to bridge frame-level visual disparities
between the robot and the demonstrator, enabling the learn-
ing of a video-conditioned policy without paired data.

Limitations. While the exact test-time task compositions
are unseen during training, our method relies on transitions
between task pairs in the robot dataset to learn transition
actions. This limits the ability to learn entirely new task
sequences. We note that our method still generalizes well
to new compositions when such transitions are present.
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