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Abstract

Statements involving metalinguistic self-001
reference (“This paper has six sections.”) are002
prevalent in many domains. Can large language003
models (LLMs) handle such language? In this004
paper, we present “I am a Strange Dataset”,005
a new dataset for addressing this question.006
There are two subtasks: generation and007
verification. In generation, models continue008
statements like “The penultimate word in this009
sentence is” (where a correct continuation is010
“is”). In verification, models judge the truth011
of statements like “The penultimate word in012
this sentence is sentence.” (false). We also013
provide minimally different metalinguistic014
non-self-reference examples to complement015
the main dataset by probing for whether016
models can handle metalinguistic language017
at all. The dataset is hand-crafted by experts018
and validated by non-expert annotators. We019
test a variety of open-source LLMs (7B to 70B020
parameters) as well as closed-source LLMs021
through APIs. All models perform close to022
chance across both subtasks and even on the023
non-self-referential metalinguistic control data,024
though we find some steady improvement025
with model scale. GPT 4 is the only model to026
consistently do significantly better than chance,027
and it is still only in the 60% range, while our028
untrained human annotators score well in the029
89–93% range.030

1 Introduction031

Self-reference plays a crucial role in the way we032

think about mathematics (Gödel, 1931), theoretical033

computer science (Church, 1936), recursive pro-034

gramming (Hofstadter, 1979), philosophy (Tarski,035

1931), understanding complex cases in hate speech036

detection (Allan, 2017), aptitude tests (Propp,037

1993), and comedy (Hofstadter, 1985). Some po-038

sitions in the philosophy of mind consider self-039

referential capabilities to be a key aspect of higher040

intelligence or even consciousness (Hofstadter,041

2007; Baars, 1993). Of course, self-reference is042
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if someone asks whether
this sentence has a capital
letter, the correct answer is


Figure 1: An example highlighting the challenge pre-
sented by our task. All models that we tested on our
dataset are close to chance-level.

also pervasive in how we communicate: at least 043

one paper you read today is bound to contain “In 044

this paper” (Anonymous, 2024). 045

In this paper, we focus on metalinguistic self- 046

reference, the complex kind of self-reference in 047

which language is used to make claims about it- 048

self, as in “This sentence has five words” and “This 049

paper has six sections”.1 Using such language in- 050

volves reasoning about metalinguistic properties 051

(counting words, naming parts of speech, etc.) and 052

resolving self-reference. Humans generally have 053

no trouble with such language, and may even enjoy 054

its playful and sometimes paradoxical nature (Hof- 055

stadter, 1979, 1985, 2007). 056

Recently, Large Language Models (LLMs) have 057

demonstrated striking cognitive capabilities (Rad- 058

ford et al., 2019; Brown et al., 2020; OpenAI, 2022, 059

2023; Anthropic, 2023; Touvron et al., 2023; Jiang 060

et al., 2023; Zhu et al., 2023). But do they have 061

the same mastery over metalinguistic self-reference 062

as we do? See Figure 1 for an example of the is- 063

sue that LLMs face. To help address this question, 064

we present a new task and dataset called “I am 065

a Strange Dataset”. We are inspired by Douglas 066

Hofstadter’s explorations of self-reference in lan- 067

guage (Hofstadter, 1979, 1985, 2007), and borrow 068

part of the name from one of his books: “I am a 069

Strange Loop” (Hofstadter, 2007). 070

An example in “I am a Strange Dataset” is com- 071

prised of two self-referential statements that begin 072

1Sentences like “I am Douglas Hofstadter” are self-
referential but not metalinguistic in the sense of interest here.
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in the same way but have different endings (Fig-073

ure 2). One is true and one is false. Crucially, the074

ending flips the truth value of the overall statement.075

There are two subtasks: generation and verifica-076

tion. In generation, the model must generate the077

true statement and reject the false one. In verifi-078

cation, models judge the truth of completed state-079

ments. To complement the main self-referential080

data, the dataset also contains metalinguistic non-081

self-reference examples. These are minimally dif-082

ferent from the main examples and serve as con-083

trols to assess whether models can reliably handle084

metalinguistic statements in the absence of self-085

reference. In addition, all the examples in the086

dataset are tagged by expert annotators to further087

aid in error analysis.088

“I am a Strange Dataset” is validated by non-089

expert annotators. As a group, they have agree-090

ment rates in the 89–93% range, depending on091

which metric we use, as compared to chance rates092

at 50%. This further supports the claim that met-093

alinguistic self-reference is relatively easy for hu-094

mans. LLMs, by contrast, struggle: “I am a Strange095

Dataset” turns out to be so difficult that models are096

generally near chance both in generation and verifi-097

cation, and do not even succeed in the prerequisite098

metalinguistic non-self-reference case. That said,099

we do find some limited evidence that GPT 4 is get-100

ting some traction on the dataset: it is significantly101

above chance on all tested metrics (and seems to102

struggle especially with the self-referential data103

as compared to the non-self-referential controls).104

However, overall, it seems safe to say that “I am105

a Strange Dataset” poses a serious challenge for106

even the best present-day models.107

2 Related Work108

AI Challenges. We present our dataset as a chal-109

lenge for the AI community. There are a range110

of AI stress tests and probes that use schemas111

targeting coreference resolution (Levesque et al.,112

2012; Sakaguchi et al., 2020), pronoun resolu-113

tion (Rudinger et al., 2018), word order (Sinha114

et al., 2021; Thrush et al., 2022; Yuksekgonul et al.,115

2023), syntax (Linzen et al., 2016; Gulordava et al.,116

2018; Gauthier et al., 2020a; Hu et al., 2020), and117

interactions between syntax and semantics (Kann118

et al., 2019; Thrush et al., 2020). Although the119

schema for these tests can be simple to describe,120

the knowledge required to solve the problems need121

not be. “I am a Strange Dataset” follows a sim-122

This sentence
l
o
o
k
s
like a letter
a
n
d
i
t
is a capital E.

This sentence
l
o
o
k
s
like a letter
a
n
d
i
t
is a capital F.

def a_function(a_string ):
x = "theoretically , this function"
a_function(“recurses infinitely”)

def a_function(a_string ):
x = "theoretically , this function"
a_function(“stops eventually”)

The first and last words of
this sentence are “The” and
“respectively”, respectively.

The first and last words of
this sentence are “The” and
“The”, respectively.

Figure 2: Examples from the dataset. Each example
is comprised of a beginning and two different endings.
One of the endings makes the statement true, but it
would make the statement false if it referred only to the
beginning. The other ending makes the statement false,
but it would make the statement true if it referred only
to the beginning. True endings are on the left and shown
in blue. False endings are on the right and shown in red.
In the case of the code example, the true continuation is
shown above the false one.

ple schema that requires self-referential language, 123

and consequently tests an array of metalinguistic 124

capabilities. As far as we know, this is the first 125

AI challenge dataset targeting metalinguistics, al- 126

though there has been some work on metalinguistic 127

probes (Hu and Levy, 2023). 128

Self-reference. Ideas involving self-reference 129

have been used to boost LLM performance. LLMs 130

can verify their own outputs either via extra passes 131

of natural language generation (Weng et al., 2023; 132

Huang et al., 2023) or by writing code to do some 133

level of verification (Zhou et al., 2023). LLMs 134

can also enhance their own inference code to some 135

degree (Zelikman et al., 2023). In this paper, we 136

present complementary work concerning a model’s 137

ability to both generate true self-referential state- 138

ments (with higher confidence than analogous false 139

ones) and judge existing self-referential statements 140

as true or false. Much of the previous work on self- 141

reference with LLMs is about a model improving 142
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on itself or its outputs. Our dataset is not about143

that – it is simply about metalinguistic and self-144

referential language. Still, a statement that refers to145

itself could be about a model that generated it, too:146

“This sentence was generated by me, HAL9000”.147

3 I am a Strange Dataset148

In this section, we describe how the dataset is con-149

structed and how we measure model performance.150

3.1 Dataset151

We aim to test whether a language model can pro-152

duce and understand self-referential statements,153

and has the required metalinguistic capabilities.154

For example, consider this incomplete statement:155

The penultimate word in this sentence is . . .156

If we did not understand metalinguistic self-157

reference, we might complete the sentence with158

the word “sentence”. It is true that “sentence” is159

the penultimate word before adding more text, but160

by writing “sentence”, we have just changed the161

penultimate word! Here, a correct way to complete162

the statement is by inserting “is”. Completing state-163

ments is an established task format for language164

models (Paperno et al., 2016), but as far as we165

know, we are the first to apply it to metalinguistic166

tasks. Concretely, the schema for examples in our167

dataset is as follows:168

• There is a self-referential statement which must169

be completed by adding text to the end.170

• There are two candidate strings, with the same171

number of words, that can be used to complete172

the statement:173

1. One of the candidate strings would make the174

statement true if the statement refers to itself175

before the addition of the string, but false if176

it refers to itself after adding the string. An177

example is the answer “sentence” above.178

2. The other candidate string would make the179

statement true if the statement refers to itself180

after the addition of the string, but false if181

it refers to itself before the addition of the182

string. An example is the answer “is” above.183

The dataset was created by four expert annota-184

tors each with several years of experience in com-185

puter science, linguistics, and/or cognitive science186

and all living in the United States. Each of the187

experts were given the schema and encouraged to188

be as creative as possible. Overall, the dataset is189

comprised of 208 examples, and split into 200 ex- 190

amples for the evaluation set, 3 examples for few 191

shot prompts, and 5 examples for use in an onboard- 192

ing task for non-expert human validators. 193

There are 10 additional examples that are com- 194

pletely separate from these 208 examples, which 195

we call “I am an Impossible Dataset”. They left 196

even expert annotators stumped until they were 197

given an explanation. We provide examples and 198

GPT 4 responses in Appendix B and leave it as 199

inspiration for a future challenge. 200

3.2 Tags 201

After the dataset was created, an expert annotator 202

came up with a set of 10 tags with which to cate- 203

gorize all of the examples. By using this set, we 1) 204

ensured that there are at least 20 examples for each 205

tag, and 2) captured aspects of the mental facilities 206

that an expert annotator noticed when they tried 207

solving the problems. We show the example counts 208

for each tag in Table 1, along with representative 209

examples from the dataset. Each example can have 210

more than one tag. Notice that the Sensory tag 211

example in Table 1 is also Hypothetical, the ex- 212

ample for the Existence of Element tag is also a 213

Grammaticality example, and so on. Below, we 214

describe the knowledge categories for each tag. 215

1. Negation & Scope. Understanding of words 216

such as all, some, most, none. 217

2. Numerical Operations. Arithmetic (e.g. multi- 218

plication, addition, counting, subtraction). It is 219

used only if arithmetic is explicitly mentioned. 220

3. Location of Element. Where items are located 221

in a sentence relative to everything else. 222

4. Sub-Word. Understanding of characters, mor- 223

phemes, syllables, and other word components. 224

5. Sensory. Perceptual knowledge about how emo- 225

jis look, how words are arranged visually, how 226

words sound, how something might taste, etc. 227

6. Existence of Element. Whether an element is 228

present in a statement. 229

7. Grammaticality. Knowing grammar terms. 230

8. Multi-Channel. Knowledge of at least two 231

mediums. A medium might be Python code, 232

English, Hebrew, C code, internet slang, etc. 233

9. Hypothetical. Reasoning about hypotheticals. 234

10. Question. A question is involved. 235

3.3 Metrics 236

We want to test whether models can generate and 237

understand self-referential and metalinguistic state- 238

ments. To this end, we present several metrics. 239
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Tag Count Example
Beginning False End True End

Negation & Scope 94 The last word you will read be-
fore the period is

not “dog”. actually “dog”.

Numerical Operations 62 The number of words in this sen-
tence is

eight. nine.

Location of Element 55 This sentence nothing wrong has with
the word order.

something wrong has with
the word order.

Sub-Word 48 Evary werd en thas sentance iz
mispelled

including the words at the
end.

except the words at the
end.

Sensory 42 If you ate it, this
sentence would taste

only somewhat sour
and not sweet .

somewhat sweet and
not only sour .

Existence of Element 31 This sentence lacks a verb. has a verb.
Grammaticality 25 The author who wrote this sen-

tence used active voice, and
only active voice is used
by them.

also passive voice is used
by them.

Multi-Channel 24 The penultimate word of this sen-
tence is in the

Inglés language. Español language.

Hypothetical 24 If you added a word here: _ this
sentence would be

eleven words. thirteen words.

Question 22 Is there an answer that follows
this question?

No. Yes.

Table 1: All of the example tags in “I am a Strange Dataset” sorted by count. Examples can have more than one tag.

3.3.1 Generation240

The primary capability that we want to test (and241

seemingly, the hardest) is whether language mod-242

els generate true self-referential statements with243

greater likelihood than false ones. To test for this,244

we take an example from the dataset and compare245

the losses of the continuation that makes the overall246

statement true versus the continuation that makes247

the overall statement false. If the loss of the cor-248

rect continuation is lower, then the model is said249

to have gotten that example correct, otherwise it250

is incorrect. Comparing a language model’s sur-251

prisal of an incorrect continuation versus a correct252

continuation is a common method used to test for253

syntax-comprehension (Linzen et al., 2016; Gau-254

thier et al., 2020b) and reasoning (Gao et al., 2021;255

McKenzie et al., 2022). Surprisal is generally pro-256

portional to the loss, L, of the language model in257

our case. So, we define the generation score for258

an example’s beginning b, true ending et, and false259

ending ef , as given by Eq. 1.260

g(b, et, ef ) =

{
1 if L(et|b) < L(ef |b)
0 otherwise

(1)261

The generation metric does not use a prompt. It262

is based on the loss that a model assigns to contin-263

uations, given only the beginning of a statement.264

3.3.2 Validation265

A secondary capability that we want to test is266

whether a language model can at least correctly267

judge a given self-referential statement as true or 268

false. To test for this, we include the self-referential 269

statement in a prompt along with instructions that 270

tell the model to answer whether the statement is 271

true or not. In principle, the instructions could be 272

anything. For our experiments, we write a standard 273

zero-shot (ZS), few shot (FS), and chain of thought 274

(CoT) (Wei et al., 2022) prompt. We provide the 275

full prompts in Appendix A. 276

For the ZS and FS prompts, we use the method 277

established for the Generation metric above, ex- 278

cept this time we compare the loss of “False” to 279

the loss of “True”. Overall, the FS and ZS valida- 280

tion score for an example’s true prompt pt (i.e. the 281

true full sentence plus any instructions), and false 282

prompt pf , is given by Eq. 2. The blue parts are 283

associated with correct model judgements and the 284

red parts are associated with incorrect ones. 285

v(pt, pf ) =



1 if L(“True”|pt) < L(“False”|pt)
and L(“True”|pf ) > L(“False”|pf )

1
2

if L(“True”|pt) < L(“False”|pt)
and L(“True”|pf ) ≤ L(“False”|pf )

1
2

if L(“True”|pt) ≥ L(“False”|pt)
and L(“True”|pf ) > L(“False”|pf )

0 if L(“True”|pt) ≥ L(“False”|pt)
and L(“True”|pf ) ≤ L(“False”|pf )

(2) 286

We can compute the FS and ZS validation scores 287

differently. Above, we compare the loss of “False” 288
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versus “True”, given one context at a time. We can289

also compare the ratios of the “True” and “False”290

loss, in the false versus true contexts. We call this291

the relative validation score because it compares292

a model’s judgement for the truth of one sentence293

in an example relative to the truth of the sister294

sentence. This metric is given by Eq. 3.295

vr(pt, pf ) =

{
1 if L(“True”|pt)

L(“False”|pt) <
L(“True”|pf )
L(“False”|pf )

0 otherwise
(3)296

For the CoT metric, the model is prompted to297

output its reasoning steps as text. We do string298

matching to determine the answer. Eq. 4 gives us299

the validation CoT score, where G is the function300

that gives the model’s generated text after lower-301

casing. Instead of string matching, we could also302

insert a follow-up question after the model’s gener-303

ation that requires a “True” or “False” and then304

compare log probabilities (henceforth “logprobs”).305

But it is useful to have a metric in our repository306

that does not use logprobs, which model APIs do307

not always provide.308

vc(pt, pf ) =



1 if “true” ∈ G(pt), “false” /∈ G(pt)

and “true” /∈ G(pf ), “false” ∈ G(pf )

1
2

if “true” ∈ G(pt), “false” /∈ G(pt)

and ¬(“true” /∈ G(pf ), “false” ∈ G(pf ))

1
2

if ¬(“true” ∈ G(pt), “false” /∈ G(pt))

and “true” /∈ G(pf ), “false” ∈ G(pf )

0 otherwise
(4)309

3.4 Non-Self-Referential Control310

Is the self-referent part of self-referential state-311

ments (e.g. “this sentence ...”) the “hard” part of312

metalinguistic self-reference? There are metalin-313

guistic problem categories that are not exclusive to314

self-referential language: recursive phrase count-315

ing, character-level manipulation, understanding316

hypothetical sentence-editing scenarios, etc.317

Instead of giving a language model a sentence318

that refers to itself, we could give it an equivalent319

sentence that refers to that self-referential sentence.320

This way, the language model would not have to321

know whether a self-referential sentence is true.322

It would only have to know whether a sentence323

that refers to another sentence (which happens to324

Out out of of all all the the words words in in this this
sentence sentence literally literally all all of of them
them are repeated.

GPT 4: Every word in the sentence is indeed repeated.
So, the statement is true.

Figure 3: GPT 4 misses the last words are not repeated.

Out out of of all all the the words words in in the the
following following sentence sentence literally literally
all all of of them them are repeated.

Out out of of all all the the words words in in
this this sentence sentence literally literally all all of of
them them are repeated.

GPT 4: Every word in the sentence is indeed repeated.
So, the statement is true.

Figure 4: An example of GPT 4 getting a non-self-
referential version of the problem from Figure 3 wrong.

be self-referential) is true. This new task is still 325

metalinguistic, but not self-referential. 326

It turns out that, for 97 of the sentence begin- 327

nings in “I am a Strange Dataset”, we can replace 328

“this sentence” with “the following sentence”, and 329

then copy the original self-referential statement be- 330

low the new sentence. We can then test models for 331

their ability to judge whether this non-self-referent 332

version of the same statement is true. We use 2 of 333

these 97 examples in the few shot and CoT prompts, 334

because 2 of the examples in the original prompts 335

cannot be turned into the non self-referent format. 336

See Appendix A for the non-self-referent prompts. 337

This leaves us with 95 non-self-referent examples 338

and 95 original examples with which to compare 339

results. GPT 4’s response to a statement from the 340

main dataset is shown in Figure 3, along with its 341

response to the analagous non-self-referential con- 342

trol statement in Figure 4. The responses happen 343

to be the same in this case. 344

4 Human Experiment Details 345

To get a human baseline for our main task, we show 346

each of the 400 self-referential statements (2 from 347

each of the 200 examples) to at most 10 Mechani- 348

cal Turk (Amazon, Retrieved 2023) workers. We 349

separate statements from the same pair into differ- 350
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Model Params Chat GenL Val ZSL Val FSL Valrel ZSL Valrel FSL Val CoTT

MTurk - - - - 89.25 ± 3.38 - 93.00 ± 3.75 -
Random - - 50.00 ± 0.00 50.00 ± 0.00 50.00 ± 0.00 50.00 ± 0.00 50.00 ± 0.00 50.00 ± 0.00

Llama 2 7B N 55.50 ± 7.00 50.00 ± 1.25 50.50 ± 2.38 48.50 ± 7.00 55.50 ± 7.00 5.25 ± 2.12
Llama 2 7B Y 52.50 ± 7.00 52.25 ± 2.75 50.00 ± 0.75 52.50 ± 7.00 55.50 ± 6.75 14.00 ± 3.38
Mistral 0.1 7B N 53.00 ± 6.75 52.25 ± 2.50 49.50 ± 1.50 56.50 ± 6.75 54.50 ± 7.00 0.00 ± 0.00
Starling α 7B Y 53.50 ± 7.00 54.00 ± 2.75 50.75 ± 1.50 57.00 ± 7.00 55.00 ± 6.75 35.00 ± 4.63
Mistral 0.2 7B Y 52.50 ± 7.00 53.00 ± 4.26 52.25 ± 3.63 53.50 ± 7.00 53.50 ± 7.00 49.25 ± 4.50
Llama 2 13B N 56.00 ± 7.00 51.50 ± 3.25 53.75 ± 3.50 50.50 ± 7.00 59.50 ± 6.75 4.50 ± 2.00
Llama 2 13B Y 55.00 ± 7.00 52.50 ± 3.75 51.50 ± 2.25 52.50 ± 7.00 50.00 ± 7.00 9.50 ± 3.00
Mixtral 0.1 8x7B N 53.50 ± 7.00 58.50 ± 3.75 51.75 ± 2.12 57.00 ± 7.00 57.00 ± 7.00 3.50 ± 1.88
Mixtral 0.1 8x7B Y 53.50 ± 7.00 52.25 ± 3.75 53.50 ± 3.25 54.50 ± 7.00 55.50 ± 7.00 44.00 ± 4.75
Llama 2 70B N 57.00 ± 7.00 53.25 ± 3.25 55.25 ± 2.88 60.00 ± 6.75 57.50 ± 6.75 2.50 ± 1.38
Llama 2 70B Y 52.50 ± 7.00 54.25 ± 4.25 50.00 ± 2.00 56.00 ± 7.00 57.50 ± 6.75 23.50 ± 4.00
Claude 2 - Y - - - - - 52.75 ± 4.00
GPT 3.5 T - Y - 53.00 ± 3.00 53.00 ± 3.37 56.50 ± 7.00 61.00 ± 6.75 51.00 ± 4.63
GPT 4 - Y - 59.25 ± 4.25 60.25 ± 4.50 64.50 ± 6.50 66.00 ± 6.50 66.00 ± 4.75

Table 2: Comparison of models on “I am a Strange Dataset”. Models perform fairly close to chance across all
metrics. We bootstrap 95% confidence intervals with the “basic” SciPy method (SciPy, Retrieved 2023). Metrics
marked with L are logprobs-based. Metrics marked with T are based on generated text. We used full precision for
all open source models - except the 70B models, which we used at half precision. Temperature = 0 for all models.

ent experiment batches. As instructions, we give351

the annotators the few shot prompt in Appendix A,352

plus an extra paragraph:353

Do not use any AI assistants such as ChatGPT to help354
you; AI assistants perform very poorly at this task355
and so will get many of the answers wrong. Although,356
you can otherwise feel free to search online for any357
information that would help you answer confidently.358
For example, a few statements may contain a language359
besides English. So, you can feel free to use Google360
Translate. You can also search for the definitions of361
words that you are unfamiliar with.362

To ensure a validator quality baseline, we re-363

quire that all turkers are “master” annotators, are364

in the US only, have had 1000 or more previous365

HITs approved, have a 95% or higher HIT approval366

rate, and pass a custom qualification test which we367

release along with the dataset. The test involves cor-368

rectly answering “True” or “False” to five state-369

ments from the “I am a Strange Dataset” example370

distribution. These five statements are not used371

in the official evaluation set of 200 examples. The372

qualification test involves an acknowledgement that373

the annotator is familiar with basic Python pro-374

gramming or can search online to answer basic375

questions about it, because there are a few exam-376

ples that require a limited understanding of code.377

We include a screenshot of the Mechanical Turk378

annotator interface in Appendix C.379

Because there are up to 10 human judgements for380

each statement, we get an analog to the “loss” for381

humans, and compute our metrics for humans in an382

analogous way to models. We can do this by com-383

The numerical digit symbol “1” appears in this sentence
exactly 1 plus one times.

GPT 4: The text has 1 numerical digit symbol “1” and
the word “one” appears once. So, the statement is true.

Figure 5: Arguably, an example where GPT 4 should
not have gotten points. This is an example where GPT 4
chooses the correct true/false response, but with incor-
rect reasoning. The “1” symbol appears twice.

puting ratios, e.g. #responded true
10 and #responded false

10 . 384

The human scores are 89.25 and 93.00 on the Val 385

FS and Valrel FS metrics, as shown in Table 2. 386

Compared to the highest scoring model, the perfor- 387

mance difference is 29 and 27, respectively. The hu- 388

man instructions are nearly identical to the few shot 389

prompt, so the human responses are most compara- 390

ble to the models’ few shot validation responses. 391

5 Results 392

Table 2 showcases our results on a variety of open- 393

source (Touvron et al., 2023; Jiang et al., 2023; 394

Zhu et al., 2023; Jiang et al., 2024) and closed- 395

source (Brown et al., 2020; OpenAI, 2023; An- 396

thropic, 2023) models. Overall, the models per- 397

form close to the level of chance. The only model 398

to achieve scores significantly above random on all 399

metrics tested is GPT 4, and even so, the perfor- 400
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Tag Question Existence of Element Negation & Scope Grammaticality Sensory
Count 62.55 61.01 57.33 56.32 55.69

Tag Multi-Channel Numerical Operations Sub-Word Hypothetical Location of Element
Count 55.16 51.75 51.52 48.61 47.72

Table 3: Results for all of the example tags in “I am a Strange Dataset” sorted by score. Scores are averaged for all
models and all logprobs-based metrics (so each score here is an average from 63 scores).

Model Params Chat ∆ GenL ∆ Val ZSL ∆ Val FSL ∆ Val ZSL (R) ∆ Val FSL (R) ∆ Val CoTT

Llama 2 7B N -4.21 ± 9.47 -1.58 ± 4.21 1.05 ± 3.16 8.42 ± 9.47 4.21 ± 10.53 30.53 ± 6.07
Llama 2 7B Y -2.11 ± 10.00 -2.11 ± 4.21 0.53 ± 0.79 1.05 ± 10.53 -1.05 ± 12.11 27.37 ± 6.58
Mistral 0.1 7B N -3.16 ± 10.00 -4.74 ± 3.68 1.58 ± 2.11 5.26 ± 10.53 1.05 ± 10.00 0.00 ± 0.00
Starling α 7B Y 0.00 ± 9.47 -3.16 ± 3.68 -1.58 ± 2.37 0.00 ± 11.58 -6.32 ± 11.58 4.21 ± 8.68
Mistral 0.2 7B Y -4.21 ± 10.00 -2.63 ± 7.89 -3.16 ± 5.79 2.11 ± 11.58 2.11 ± 11.05 -8.95 ± 8.68
Llama 2 13B N -9.47 ± 10.00 -0.53 ± 5.26 0.53 ± 5.26 -2.11 ± 7.37 4.21 ± 11.58 23.68 ± 6.32
Llama 2 13B Y -3.16 ± 10.00 -1.05 ± 5.26 -2.11 ± 3.42 2.11 ± 9.47 2.11 ± 11.58 16.32 ± 6.32
Mixtral 0.1 8x7B N -1.05 ± 10.00 -2.63 ± 4.74 -0.53 ± 2.63 -2.11 ± 10.53 6.32 ± 11.58 -1.05 ± 2.11
Mixtral 0.1 8x7B Y -5.26 ± 10.00 5.26 ± 6.84 4.74 ± 5.26 7.37 ± 11.58 3.16 ± 11.58 -25.26 ± 9.21
Llama 2 70B N -7.37 ± 10.03 2.11 ± 5.79 -3.68 ± 5.26 5.26 ± 10.53 6.32 ± 11.05 -0.53 ± 0.79
Llama 2 70B Y -1.05 ± 10.53 -1.58 ± 5.79 1.58 ± 4.21 3.16 ± 9.47 5.26 ± 8.42 -25.79 ± 5.79
Claude 2 - Y - - - - - 3.16 ± 6.84
GPT 3.5 T - Y - 4.21 ± 6.84 3.16 ± 6.32 -2.11 ± 11.58 -2.11 ± 11.58 -3.68 ± 8.95
GPT 4 - Y - 12.11 ± 6.84 3.68 ± 6.84 10.53 ± 10.53 6.32 ± 10.53 1.05 ± 7.37

Table 4: The difference between scores on “I am a Strange Dataset” when the referent is “the following sentence”
instead of “this sentence” (scores for the first minus the latter). Overall, the problems that LLMs have with
self-referential statements do not stem only from issues understanding the self-referential referent itself. Differences
outside of the 95% confidence interval (computed the same way as for Table 2) are shown in bold.

mance is well below the non-expert human scores.401

Results in this paper for Claude 2 (Anthropic,402

2023), GPT 3.5 Turbo (Brown et al., 2020), and403

GPT 4 (OpenAI, 2023) were collected through the404

gpt-4, gpt-3.5-turbo, and claude-2 endpoints405

on their respective APIs on Jan 7, 2024 (unless406

otherwise stated). Note that the Claude 2 API does407

not support logprobs, so the only metric that we408

report for it is the text-based CoT validation metric.409

The OpenAI API supports top-5 logprobs access,410

and it turns out that this is enough to get logprobs411

for “True” vs “False” in our experiments. It is412

not enough to get the multi-token logprobs required413

for the generation metric, though.414

The CoT metric gives us extra insight into the415

limitations of models because we can see if their416

reasoning aligns with their final answer. In many417

cases, they make fairly obvious mistakes as seen418

in Figure 3. In some cases, the models choose419

the correct answer even though their reasoning is420

flawed, as seen in Figure 5.421

It is important to note that there are limitations422

with the CoT validation metric, and the ZS and423

FS non-relative validation metrics too. These met-424

rics are about judging a statement as true or false,425

independent of the statement with the alternative 426

continuation. The dataset schema calls for sen- 427

tences which are either true or false, but in practice, 428

language can be ambiguous. Figure 6 illustrates. A 429

fairer gauge of model capability may be to compare 430

the continuations with each other, as the generation 431

and relative validation metrics do. 432

Tags. We present the average logprobs-based 433

model scores for the tags in Table 3. We opt to leave 434

CoT scores out due to their high variance (many of 435

the open-source models do not even return either 436

“true” or “false” in their answers). Full tables 437

for the tags are in Appendix E. 438

Non-Self-Referential Control. We provide the 439

difference in scores between the non-self-referent 440

examples and analogous original examples in Ta- 441

ble 4. The significant values in the CoT col- 442

umn are not particularly compelling because the 443

open-source models are below chance regardless 444

of whether there is self-reference. For this met- 445

ric, the open-source models are extremely sensitive 446

to prompting – many of them do not even output 447

“true” or “false” for every example. 448

We find that our dataset is so hard due to non- 449

self-referential metalinguistic aspects that models 450
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Why doesn’t this question have an answer? It does,
though.

GPT 4: The statement is asking why it doesn’t have an
answer, but it does have an answer. So, the statement is
false.

Figure 6: This is a particularly ambiguous example that
is assigned the gold label of true. The response from
GPT 4 is marked as incorrect, although one could make
a case that the statement is false because of the false
presupposition which is corrected later in the answer.
The generation and relative validation metrics are robust
to these situations. For these metrics, the losses from
“It does though.” versus “It just doesn’t.” (the
alternative continuation) are compared directly. Regard-
less of ambiguity about whether a statement is true out-
right, we can notice a higher confidence for “It just
doesn’t.” as the false continuation.

score around chance here too, with the exception451

of GPT 4. It is the only model which is strong452

enough to perform significantly above chance for453

every metric tested on the main dataset in Table454

2, and to have all positive values in Table 4 for455

every metric tested, including logprobs-based met-456

rics (meaning that the self-referential version was457

harder for it). Although, only the Val ZS value for458

GPT 4 is well outside of the 95% confidence inter-459

val, and GPT 4 is also still not particularly good460

at the non-self-referential version. Figure 4 shows461

that GPT 4 struggles with the non-self-referent ver-462

sion of the Figure 3 example. There is some signal463

that the challenge posed by self-referents will re-464

main as LLMs gain competence at other metalin-465

guistic problems, but the dataset is so hard that we466

do not have overwhelming evidence.467

Model Scale. If we exclude the high-variance468

CoT metric, we see a clear scaling trend that mod-469

els with more parameters score higher on the test.470

See Figure 7. Will this trend continue? For addi-471

tional discussion, see Appendix D.472

6 Conclusion473

A grasp of self-reference is important in a variety474

of domains, and is a notable aspect of human in-475

telligence. We introduced a novel task and dataset476

to assess the capacity of models to generate and477

understand self-referential statements, and under-478

stand the prerequisite metalinguistic reasoning. All479

models that we tested perform fairly close to the480

0 10 20 30 40 50 60 70
52

53

54

55

56

Params (B)

Sc
or

e

Params vs Avg logprobs-based Score

Figure 7: Parameters to average “I am a Strange Dataset”
score across all of the logprobs-based metrics. We only
evaluate five 7B models, and two models for each of the
other sizes, so computing confidence intervals for each
point is not particularly informative. Under the null
hypothesis that parameter size has no effect on score,
we can compute the p-value for these results as a whole
nonparametrically: there are 24 ways that these 4 points
can be arranged and in only 1 of the ways do they all
increase with the parameter count: p = 1/24 = 0.042.

level of chance. GPT 4 is the only model to score 481

significantly above chance on all of the metrics 482

tested, and still it is not by much. The poor per- 483

formance may be indicative of a larger issue about 484

the limitations of even today’s best causal language 485

models. Even though the task is straightforward 486

for people, we find evidence that scale beyond 70B 487

parameters may be needed for the emergence of 488

comparable performance from models. 489

Our results indicate that this dataset is hard not 490

only due to the self-referent part of a self-referential 491

statement. The challenge also comes from other 492

metalinguistic aspects, such as recursively applying 493

arithmetic operations on sentences. Still, there is 494

some limited evidence that GPT 4 struggles more 495

with self-referential metalinguistic problems than 496

analogous non-self-referential problems. 497

7 Dataset Release Strategy 498

We release the dataset on GitHub. The data is 499

encrypted, but the decryption script is provided. 500

Our goal is not to hide the dataset from people, but 501

to hide the dataset from any processes that scrape 502

training data from the web. We encourage the rest 503

of the community to take up this practice when 504

releasing evaluation datasets in a public repository. 505

8



8 Limitations506

It is possible that the self-reference aspect of “I am507

a Strange Dataset” will turn out to be the bottleneck508

for many models, but it is also true that models are509

largely failing at the purely metalinguistic aspect.510

Although the schema targets metalinguistic self-511

reference, it is difficult to make a specific claim512

about why models fail without running more exper-513

iments and without waiting until models become514

more competent.515

9 Ethical Considerations516

We aimed to pay crowdworkers 15 USD hourly517

based on an estimated task completion time.518
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A Model Prompts708

In this section, we provide the full model prompts709

that we used for the validation metrics. The gener-710

ation metric does not use a prompt (generation is711

conditioned on the beginning of a statement). For712

each prompt, $example is replaced by one of the713

400 full statements before being given to a model.714

A.1 Zero Shot715

Overview:716
717

Your task is to say whether a self-referential718
statement is true or false. In cases where you719
think that the answer is ambiguous, you should720
use your best judgement and still say either721
'True' or 'False'.722

723
724

Example:725
726

$example727
728

Answer:729

A.2 Few Shot730

Overview:731
732

Your task is to say whether a self-referential733
statement is true or false. In cases where you734
think that the answer is ambiguous, you should735
use your best judgement and still say either736
'True' or 'False'. Make sure that you understand737
the given examples before continuing.738

739
740

Example:741
742

I am the text you are reading.743
My last line has how many words?744
Two words.745

746
Answer: True747

748
749

Example:750
751

I am the text you are reading.752
My last line has how many words?753
Seven words.754

755
Answer: False756

757
758

Example:759
760

this sentence761
l o762
o o763
k s764
a bit like the765
l766
e767
t768
t769
e770
r771

"p" 772
773

Answer: True 774
775
776

Example: 777
778

this sentence 779
l o 780
o o 781
k s 782
a bit like the 783
l 784
e 785
t 786
t 787
e 788
r 789
"o" 790

791
Answer: False 792

793
794

Example: 795
796

here in reversed is order word the. 797
798

Answer: True 799
800
801

Example: 802
803

here in fine is order word the. 804
805

Answer: False 806
807
808

Now it is your turn to complete an example. 809
Fill in the answer. 810

811
Example: 812

813
$example 814

815
Answer: 816

A.3 Chain of Thought 817

Overview: 818
819

Your task is to say whether a self-referential 820
statement is true or false. In cases where you 821
think that the answer is ambiguous, you should 822
use your best judgement and still say either 823
'True' or 'False'. Make sure that you understand 824
the given examples before continuing. 825

826
827

Example: 828
829

I am the text you are reading. 830
My last line has how many words? 831
Two words. 832

833
Answer: The text has 3 lines. The last line is 834
"Two words". The number of words in "Two words" 835
is 2. So the statement is true. 836

837
838

Example: 839

11



840
I am the text you are reading.841
My last line has how many words?842
Seven words.843

844
Answer: The text has 3 lines. The last line is845
"Seven words". The number of words in "Seven words"846
is 2. So the statement is false.847

848
849

Example:850
851

this sentence852
l o853
o o854
k s855
a bit like the856
l857
e858
t859
t860
e861
r862
"p"863

864
Answer: Visually, the words and letters of the865
sentence are arranged to look like a "p" on the866
page. So, the statement is true.867

868
869

Example:870
871

this sentence872
l o873
o o874
k s875
a bit like the876
l877
e878
t879
t880
e881
r882
"o"883

884
Answer: Visually, the words and letters of the885
sentence are arranged to look like a "p" on the886
page, not an "o". So, the statement is false.887

888
889

Example:890
891

here in reversed is order word the.892
893

Answer: We have to notice that, if the word order is894
reversed, the statement reads: "the word order is895
reversed in here". In the original reversed896
statement, that is true. So the statement is true.897

898
899

Example:900
901

here in fine is order word the.902
903

Answer: We have to notice that, if the word order is904
reversed, the statement reads: "the word order is905
fine in here". In the original reversed statement,906
the word order is not fine. So the statement is907
false.908

909

910
Now it is your turn to complete an example. 911
Fill in the answer. 912

913
Example: 914

915
$example 916

917
Answer: 918

A.4 Zero Shot (Non-Self-Referent) 919

Overview: 920
921

Your task is to say whether a statement about a 922
sentence is true or false. In cases where you think 923
that the answer is ambiguous, you should use your 924
best judgement and still say either 'True' or 925
'False'. 926

927
928

Example: 929
930

$example 931
932

Answer: 933

A.5 Few Shot (Non-Self-Referent) 934

Overview: 935
936

Your task is to say whether a statement about a 937
sentence is true or false. In cases where you think 938
that the answer is ambiguous, you should use your 939
best judgement and still say either 'True' or 940
'False'. Make sure that you understand the given 941
examples before continuing. 942

943
944

Example: 945
946

The number of words in the following sentence is 947
nine. 948

949
The number of words in this sentence is nine. 950

951
Answer: True 952

953
954

Example: 955
956

The number of words in the following sentence is 957
eight. 958

959
The number of words in this sentence is eight. 960

961
Answer: False 962

963
964

Example: 965
966

the following sentence 967
l o 968
o o 969
k s 970
a bit like the 971
l 972
e 973
t 974
t 975
e 976
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r977
"p"978

979
this sentence980
l o981
o o982
k s983
a bit like the984
l985
e986
t987
t988
e989
r990
"p"991

992
Answer: True993

994
995

Example:996
997

the following sentence998
l o999
o o1000
k s1001
a bit like the1002
l1003
e1004
t1005
t1006
e1007
r1008
"o"1009

1010
this sentence1011
l o1012
o o1013
k s1014
a bit like the1015
l1016
e1017
t1018
t1019
e1020
r1021
"o"1022

1023
Answer: False1024

1025
1026

Example:1027
1028

The food words that the following sentence contains1029
are guava and cake and also carrot.1030

1031
The food words that this sentence contains are1032
guava and cake and also carrot.1033

1034
Answer: True1035

1036
1037

Example:1038
1039

The food words that the following sentence contains1040
are guava and cake but not carrot.1041

1042
The food words that this sentence contains are1043
guava and cake but not carrot.1044

1045
Answer: False1046

1047
1048

Now it is your turn to complete an example. 1049
Fill in the answer. 1050

1051
Example: 1052

1053
$example 1054

1055
Answer: 1056

A.6 Chain of Thought (Non-Self-Referent) 1057

Overview: 1058
1059

Your task is to say whether a statement about a 1060
sentence is true or false. In cases where you think 1061
that the answer is ambiguous, you should use your 1062
best judgement and still say either 'True' or 1063
'False'. Make sure that you understand the given 1064
examples before continuing. 1065

1066
1067

Example: 1068
1069

The number of words in the following sentence is 1070
nine. 1071

1072
The number of words in this sentence is nine. 1073

1074
Answer: Counting the number of words in the 1075
sentence, we see that there are nine words. So, 1076
the statement is true. 1077

1078
1079

Example: 1080
1081

The number of words in the following sentence is 1082
eight. 1083

1084
The number of words in this sentence is eight. 1085

1086
Answer: Counting the number of words in the 1087
sentence, we see that there are nine words, 1088
not eight. So, the statement is false. 1089

1090
1091

Example: 1092
1093

the following sentence 1094
l o 1095
o o 1096
k s 1097
a bit like the 1098
l 1099
e 1100
t 1101
t 1102
e 1103
r 1104
"p" 1105

1106
this sentence 1107
l o 1108
o o 1109
k s 1110
a bit like the 1111
l 1112
e 1113
t 1114
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t1115
e1116
r1117
"p"1118

1119
Answer: Visually, the words and letters of1120
the sentence are arranged to look like a "p"1121
on the page. So, the statement is true.1122

1123
1124

Example:1125
1126

the following sentence1127
l o1128
o o1129
k s1130
a bit like the1131
l1132
e1133
t1134
t1135
e1136
r1137
"o"1138

1139
this sentence1140
l o1141
o o1142
k s1143
a bit like the1144
l1145
e1146
t1147
t1148
e1149
r1150
"o"1151

1152
Answer: Visually, the words and letters of the1153
sentence are arranged to look like a "p" on the1154
page, not an "o". So, the statement is false.1155

1156
1157

Example:1158
1159

The food words that the following sentence contains1160
are guava and cake and also carrot.1161

1162
The food words that this sentence contains are1163
guava and cake and also carrot.1164

1165
Answer: The food words mentioned are indeed guava,1166
cake, and carrot. So, the statement is true.1167

1168
1169

Example:1170
1171

The food words that the following sentence contains1172
are guava and cake but not carrot.1173

1174
The food words that this sentence contains are1175
guava and cake but not carrot.1176

1177
Answer: The food words mentioned in the sentence1178
are guava, cake, and carrot. It is not true that1179
carrot is not in the sentence. So, the statement1180
is false.1181

1182
1183

Now it is your turn to complete an example.1184

Fill in the answer. 1185
1186

Example: 1187
1188

$example 1189
1190

Answer: 1191

B I am an Impossible Dataset 1192

The schema of “I am a Strange Dataset” does not 1193

place any limits on the complexity of an example. 1194

One of the expert annotators in particular took full 1195

advantage of this while they were creating exam- 1196

ples. They generated 10 examples that another 1197

expert annotator could not understand without an 1198

explanation. These examples are not in our main 1199

dataset, where we verify that non-expert people 1200

can perform well. We release these 10 examples 1201

separately to showcase just how hard examples fit- 1202

ting this self-referential schema can get. We also 1203

hope that when language models improve, these 10 1204

examples can be a useful initial probe into their rea- 1205

soning capabilities. We provide two examples from 1206

this seemingly “Impossible” set in Figure 8. We 1207

also provide GPT 4’s output on another example 1208

from this dataset in Figure 9 below. 1209

Now, I list a digit thirteens:
pi. Letter count the words.
Conceded? Errorless.

Now, I list a digit thirteens:
pi. Letter count the words.
Conceded? Erroneous.

Answer: fbdi yqtf lq xlmw
hnumjw ynolzy if vul.

Answer: fbdi yqtf lq xlmw
hnumjw ynolzy if one.

Figure 8: Examples from “I am an Impossible Dataset”.
Examples from this dataset still follow our schema, but
the expert annotators needed to see an explanation be-
fore they understood. The first example says that the
letter count of each of the words are the thirteen first
digits of π: 3.141592653589. The beginning of the
second example uses a Caesar cipher which shifts by
one each successive word and reads “each word in this
cipher shifts by”. “vul” with a shift of 7 is “one”.
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“Fivetune favors the bold.”
“After that meal, I was snined.”
“Each of the number sounds in these sentences, includ-
ing this sentence, are increased by two.”

GPT 4: The first sentence “Fivetune favors the bold.”
has the number sound “five” instead of “fortune”. The
second sentence “After that meal, I was snined.” has the
number sound “nine” instead of “sated”. The third sen-
tence “Each of the number sounds in these sentences,
including this sentence, are increased by two.” sug-
gests that each number sound should be increased by
two. However, “five” increased by two is “seven”, not
“fortune”, and “nine” increased by two is “eleven”, not
“sated”. So, the statement is false.

Figure 9: GPT 4’s Dec 26, 2023 output on an example
from “I am an Impossible Dataset”. It understands that
some of the original words should be “fortune” (e.g.
4tune) and “sated” (e.g. s8ed). But GPT 4 misses that
the statement is trying to say that the number sounds in
every sentence are increased by one. The last sentence
cannot say “one” explicitly - it needs to say “two” in
order for the statement to stay true. We would not expect
a typical person to understand this example, but will a
language model eventually grasp it?

C Mechanical Turk Annotator Interface1210

Here, we show a screenshot of the interface used1211

by Mechanical Turk workers in Figure 10.1212

Figure 10: A screenshot of the Mechanical Turk worker
interface for validating statements.

D Supplemental Discussion1213

Here, we present supplemental discussion about1214

why models are showing poor performance on “I1215

am a Strange Dataset”.1216

D.1 A Test of the Tokenizer? 1217

Our tests are related to whether a model truly “sees” 1218

text in the same way as people. Metalinguistic state- 1219

ments may refer to the number of characters that 1220

they have, how text is arranged on the page, capi- 1221

talization of certain letters, and relative positions 1222

of words. A human can easily count the charac- 1223

ters that they see in a sentence, but models tend to 1224

encode text in tokens, not characters. We do not 1225

provide tests to disentangle the impact of different 1226

tokenizers, so this section is speculative. 1227

D.2 Training Data Limitations 1228

Practically speaking, it is unlikely that there 1229

are many examples of metalinguistic statements 1230

in training datasets. They are incredibly time- 1231

intensive to generate, even if they are easy to 1232

verify. Yet people, who have almost surely seen 1233

even fewer examples, can do much better at this 1234

task than models. This “hard-to-create, easy-to- 1235

verify” feature of hard evaluation datasets is true 1236

of Winoground (Thrush et al., 2022) too, which is 1237

a vision and language evaluation dataset that has 1238

remained unsaturated for well over a year. This 1239

goes to show that our models still have the wrong 1240

biases - will they change simply with model scale? 1241

E Results by Tag 1242

In this section, we provide results in a table for 1243

each of the 10 tags. 1244
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Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 62.90 ± 12.10 49.19 ± 1.21 49.19 ± 4.84 46.77 ± 12.90 50.00 ± 12.90 6.45 ± 4.03
Llama 2 7B Y 58.06 ± 12.90 50.81 ± 1.21 50.00 ± 0.00 37.10 ± 11.29 56.45 ± 12.90 16.94 ± 6.85
Mistral 0.1 7B N 53.23 ± 12.90 50.00 ± 2.42 50.81 ± 1.21 56.45 ± 12.90 51.61 ± 12.90 0.00 ± 0.00
Starling α 7B Y 54.84 ± 12.90 49.19 ± 2.42 49.19 ± 1.21 54.84 ± 12.90 51.61 ± 12.90 32.26 ± 8.87
Mistral 0.2 7B Y 51.61 ± 12.90 50.00 ± 6.45 50.00 ± 5.65 46.77 ± 12.10 53.23 ± 12.10 53.23 ± 8.06
Llama 2 13B N 62.90 ± 11.29 47.58 ± 3.63 52.42 ± 5.24 41.94 ± 12.10 58.06 ± 12.90 4.03 ± 3.23
Llama 2 13B Y 59.68 ± 12.90 49.19 ± 4.84 51.61 ± 3.23 46.77 ± 12.90 50.00 ± 12.90 7.26 ± 4.44
Mixtral 0.1 8x7B N 54.84 ± 12.90 53.23 ± 4.84 50.00 ± 0.00 48.39 ± 12.90 48.39 ± 12.10 3.23 ± 2.82
Mixtral 0.1 8x7B Y 53.23 ± 12.90 49.19 ± 4.84 45.97 ± 5.65 53.23 ± 12.90 48.39 ± 12.90 36.29 ± 8.06
Llama 2 70B N 61.29 ± 11.29 52.42 ± 5.65 50.81 ± 4.03 59.68 ± 11.29 50.00 ± 12.90 3.23 ± 2.82
Llama 2 70B Y 51.61 ± 12.90 53.23 ± 6.45 49.19 ± 3.23 56.45 ± 12.90 46.77 ± 12.90 31.45 ± 7.26
Claude 2 - Y - - - - - 48.39 ± 6.85
GPT 3.5 T - Y - 48.39 ± 4.84 50.81 ± 5.65 56.45 ± 12.90 50.00 ± 12.90 44.35 ± 7.26
GPT 4 - Y - 53.23 ± 8.06 53.23 ± 8.06 54.84 ± 12.90 53.23 ± 12.90 55.65 ± 9.27

Table 5: Results for the 62 example pairs with the Numerical Operations tag. Scores with 95% confidence intervals
above chance are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 54.35 ± 9.78 49.46 ± 2.17 51.63 ± 3.53 47.83 ± 10.33 66.30 ± 9.78 3.80 ± 2.72
Llama 2 7B Y 48.91 ± 9.78 54.35 ± 5.16 50.54 ± 0.82 60.87 ± 9.78 61.96 ± 9.78 13.04 ± 4.35
Mistral 0.1 7B N 51.09 ± 9.78 55.43 ± 4.89 49.46 ± 2.17 63.04 ± 9.78 56.52 ± 9.78 0.00 ± 0.00
Starling α 7B Y 50.00 ± 9.78 59.24 ± 5.43 51.63 ± 2.17 60.87 ± 9.78 61.96 ± 9.78 38.04 ± 6.79
Mistral 0.2 7B Y 51.09 ± 9.78 54.35 ± 6.79 52.17 ± 5.98 56.52 ± 9.78 57.61 ± 9.78 50.00 ± 6.52
Llama 2 13B N 53.26 ± 9.78 54.89 ± 5.98 56.52 ± 5.98 55.43 ± 9.78 65.22 ± 9.78 5.98 ± 3.26
Llama 2 13B Y 48.91 ± 9.78 55.98 ± 6.52 52.17 ± 4.35 57.61 ± 9.78 50.00 ± 9.78 11.96 ± 5.16
Mixtral 0.1 8x7B N 55.43 ± 9.78 63.59 ± 6.52 52.72 ± 4.35 64.13 ± 9.78 60.87 ± 9.78 3.80 ± 2.99
Mixtral 0.1 8x7B Y 55.43 ± 10.33 57.07 ± 6.52 57.07 ± 4.62 61.96 ± 9.78 57.61 ± 10.33 50.00 ± 7.07
Llama 2 70B N 55.43 ± 9.78 57.07 ± 5.43 59.24 ± 4.89 66.30 ± 9.78 63.04 ± 9.78 1.09 ± 1.36
Llama 2 70B Y 51.09 ± 10.33 59.24 ± 7.07 52.72 ± 3.80 61.96 ± 9.78 65.22 ± 9.78 21.74 ± 6.25
Claude 2 - Y - - - - - 55.98 ± 7.07
GPT 3.5 T - Y - 54.89 ± 4.89 55.98 ± 5.72 57.61 ± 9.78 71.74 ± 9.24 55.98 ± 6.25
GPT 4 - Y - 63.04 ± 6.52 61.96 ± 6.52 70.65 ± 9.24 71.74 ± 9.24 72.83 ± 6.52

Table 6: Results for the 94 example pairs with the Negation & Scope tag. Scores with 95% confidence intervals
above chance are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 45.83 ± 20.83 50.00 ± 0.00 50.00 ± 6.25 58.33 ± 20.83 58.33 ± 20.83 8.33 ± 7.29
Llama 2 7B Y 45.83 ± 20.83 52.08 ± 6.25 50.00 ± 0.00 62.50 ± 20.83 70.83 ± 18.75 22.92 ± 10.42
Mistral 0.1 7B N 45.83 ± 20.83 52.08 ± 6.25 54.17 ± 5.21 66.67 ± 18.75 70.83 ± 18.75 0.00 ± 0.00
Starling α 7B Y 45.83 ± 20.83 56.25 ± 10.42 47.92 ± 3.12 66.67 ± 18.75 66.67 ± 18.75 37.50 ± 12.50
Mistral 0.2 7B Y 54.17 ± 20.83 54.17 ± 10.42 62.50 ± 12.50 62.50 ± 20.83 66.67 ± 18.75 47.92 ± 12.50
Llama 2 13B N 45.83 ± 20.83 52.08 ± 6.25 56.25 ± 8.33 54.17 ± 20.83 58.33 ± 20.83 2.08 ± 3.12
Llama 2 13B Y 45.83 ± 20.83 52.08 ± 10.42 52.08 ± 3.12 58.33 ± 20.83 66.67 ± 18.75 18.75 ± 11.46
Mixtral 0.1 8x7B N 37.50 ± 18.75 64.58 ± 10.42 54.17 ± 5.21 62.50 ± 18.75 62.50 ± 20.83 12.50 ± 9.38
Mixtral 0.1 8x7B Y 50.00 ± 20.83 47.92 ± 8.33 54.17 ± 10.42 50.00 ± 20.83 58.33 ± 20.83 41.67 ± 14.58
Llama 2 70B N 45.83 ± 20.83 50.00 ± 8.33 56.25 ± 12.50 54.17 ± 20.83 62.50 ± 18.75 12.50 ± 8.33
Llama 2 70B Y 50.00 ± 20.83 43.75 ± 10.42 47.92 ± 3.12 54.17 ± 20.83 58.33 ± 20.83 10.42 ± 8.33
Claude 2 - Y - - - - - 47.92 ± 12.50
GPT 3.5 T - Y - 50.00 ± 0.00 47.92 ± 6.25 54.17 ± 20.83 58.33 ± 20.83 52.08 ± 12.50
GPT 4 - Y - 54.17 ± 10.42 66.67 ± 13.54 58.33 ± 20.83 62.50 ± 18.75 60.42 ± 14.58

Table 7: Results for the 24 example pairs with the Multi-Channel tag. Scores with 95% confidence intervals above
chance are shown in bold.
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Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 50.00 ± 12.96 48.15 ± 2.31 48.15 ± 3.70 35.19 ± 12.96 46.30 ± 12.96 6.48 ± 4.17
Llama 2 7B Y 44.44 ± 12.96 48.15 ± 4.63 49.07 ± 1.39 46.30 ± 12.96 38.89 ± 12.96 12.04 ± 5.56
Mistral 0.1 7B N 46.30 ± 12.96 47.22 ± 3.24 47.22 ± 3.24 37.04 ± 12.96 44.44 ± 12.96 0.00 ± 0.00
Starling α 7B Y 48.15 ± 12.96 48.15 ± 5.09 50.93 ± 1.39 44.44 ± 12.96 46.30 ± 12.96 28.70 ± 8.33
Mistral 0.2 7B Y 46.30 ± 12.96 52.78 ± 7.41 48.15 ± 7.41 44.44 ± 12.96 37.04 ± 12.96 43.52 ± 8.33
Llama 2 13B N 48.15 ± 12.96 48.15 ± 5.56 49.07 ± 5.56 44.44 ± 12.96 44.44 ± 12.96 3.70 ± 3.24
Llama 2 13B Y 44.44 ± 12.96 47.22 ± 7.41 48.15 ± 4.63 38.89 ± 12.96 35.19 ± 12.96 8.33 ± 5.09
Mixtral 0.1 8x7B N 46.30 ± 12.96 54.63 ± 5.56 49.07 ± 3.70 44.44 ± 12.96 46.30 ± 12.96 1.85 ± 2.31
Mixtral 0.1 8x7B Y 44.44 ± 12.96 51.85 ± 8.33 50.00 ± 6.48 44.44 ± 12.96 53.70 ± 12.96 44.44 ± 9.26
Llama 2 70B N 50.00 ± 12.96 50.00 ± 4.63 50.93 ± 3.70 51.85 ± 12.96 44.44 ± 12.96 0.00 ± 0.00
Llama 2 70B Y 44.44 ± 12.96 46.30 ± 7.41 47.22 ± 4.17 44.44 ± 12.96 51.85 ± 12.96 29.63 ± 8.33
Claude 2 - Y - - - - - 50.00 ± 7.41
GPT 3.5 T - Y - 51.85 ± 5.09 46.30 ± 6.48 51.85 ± 12.96 55.56 ± 12.96 54.63 ± 9.26
GPT 4 - Y - 56.48 ± 7.41 58.33 ± 9.26 64.81 ± 12.96 62.96 ± 12.96 71.30 ± 8.80

Table 8: Results for the 55 example pairs with the Location of Element tag. Scores with 95% confidence intervals
above chance are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 66.67 ± 14.29 50.00 ± 0.00 47.62 ± 4.76 52.38 ± 14.29 52.38 ± 14.29 7.14 ± 5.36
Llama 2 7B Y 61.90 ± 14.29 54.76 ± 5.36 48.81 ± 1.79 54.76 ± 14.29 52.38 ± 14.29 25.00 ± 8.93
Mistral 0.1 7B N 66.67 ± 14.29 50.00 ± 0.00 47.62 ± 2.98 52.38 ± 14.29 52.38 ± 14.29 0.00 ± 0.00
Starling α 7B Y 66.67 ± 14.29 53.57 ± 5.36 51.19 ± 3.57 59.52 ± 14.29 54.76 ± 14.29 32.14 ± 9.52
Mistral 0.2 7B Y 57.14 ± 14.29 48.81 ± 8.33 54.76 ± 7.14 50.00 ± 14.29 50.00 ± 14.29 55.95 ± 8.33
Llama 2 13B N 73.81 ± 13.10 45.24 ± 5.95 54.76 ± 5.36 52.38 ± 14.29 54.76 ± 14.29 3.57 ± 4.17
Llama 2 13B Y 71.43 ± 13.10 55.95 ± 8.33 48.81 ± 1.79 59.52 ± 14.29 52.38 ± 14.29 13.10 ± 6.55
Mixtral 0.1 8x7B N 57.14 ± 14.29 55.95 ± 7.14 46.43 ± 4.17 52.38 ± 14.29 54.76 ± 14.29 3.57 ± 4.17
Mixtral 0.1 8x7B Y 57.14 ± 14.29 53.57 ± 7.14 52.38 ± 6.55 42.86 ± 14.29 54.76 ± 14.29 34.52 ± 8.33
Llama 2 70B N 69.05 ± 14.29 52.38 ± 7.14 61.90 ± 6.55 61.90 ± 14.29 61.90 ± 14.29 2.38 ± 2.98
Llama 2 70B Y 64.29 ± 14.29 55.95 ± 8.33 50.00 ± 3.57 59.52 ± 14.29 61.90 ± 14.29 13.10 ± 7.74
Claude 2 - Y - - - - - 59.52 ± 8.33
GPT 3.5 T - Y - 48.81 ± 4.76 53.57 ± 7.14 64.29 ± 14.29 61.90 ± 14.29 47.62 ± 9.52
GPT 4 - Y - 50.00 ± 7.14 58.33 ± 7.14 59.52 ± 14.29 59.52 ± 14.29 55.95 ± 9.52

Table 9: Results for the 42 example pairs with the Sensory tag. Scores with 95% confidence intervals above chance
are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 62.50 ± 13.54 50.00 ± 0.00 48.96 ± 6.25 41.67 ± 14.58 41.67 ± 14.58 9.38 ± 5.21
Llama 2 7B Y 58.33 ± 14.58 48.96 ± 6.25 50.00 ± 0.00 31.25 ± 12.50 62.50 ± 14.58 8.33 ± 5.21
Mistral 0.1 7B N 62.50 ± 13.54 46.88 ± 4.17 48.96 ± 3.12 41.67 ± 13.54 43.75 ± 14.58 0.00 ± 0.00
Starling α 7B Y 64.58 ± 13.54 48.96 ± 3.12 48.96 ± 1.56 39.58 ± 13.54 52.08 ± 14.58 31.25 ± 8.85
Mistral 0.2 7B Y 64.58 ± 13.54 45.83 ± 8.33 50.00 ± 6.25 47.92 ± 14.58 41.67 ± 14.58 46.88 ± 8.33
Llama 2 13B N 60.42 ± 13.54 48.96 ± 6.25 47.92 ± 8.33 43.75 ± 14.58 47.92 ± 14.58 5.21 ± 4.17
Llama 2 13B Y 56.25 ± 14.58 46.88 ± 7.29 48.96 ± 4.69 45.83 ± 14.58 39.58 ± 14.58 5.21 ± 4.17
Mixtral 0.1 8x7B N 54.17 ± 14.58 52.08 ± 6.25 50.00 ± 0.00 33.33 ± 13.54 52.08 ± 14.58 2.08 ± 2.60
Mixtral 0.1 8x7B Y 60.42 ± 14.58 52.08 ± 7.29 52.08 ± 6.25 50.00 ± 14.58 60.42 ± 14.58 46.88 ± 8.33
Llama 2 70B N 60.42 ± 13.54 47.92 ± 6.25 53.12 ± 5.21 52.08 ± 14.58 47.92 ± 14.58 1.04 ± 1.56
Llama 2 70B Y 54.17 ± 14.58 50.00 ± 7.29 47.92 ± 4.17 41.67 ± 14.58 56.25 ± 13.54 23.96 ± 8.33
Claude 2 - Y - - - - - 57.29 ± 7.29
GPT 3.5 T - Y - 52.08 ± 4.17 53.12 ± 6.25 54.17 ± 14.58 60.42 ± 13.54 45.83 ± 9.38
GPT 4 - Y - 61.46 ± 6.77 62.50 ± 7.81 72.92 ± 12.50 70.83 ± 12.50 62.50 ± 9.38

Table 10: Results for the 48 example pairs with the Sub-Word tag. Scores with 95% confidence intervals above
chance are shown in bold.
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Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 64.52 ± 16.13 51.61 ± 2.42 53.23 ± 6.45 54.84 ± 16.13 70.97 ± 16.13 4.84 ± 5.65
Llama 2 7B Y 54.84 ± 16.13 56.45 ± 7.26 50.00 ± 0.00 67.74 ± 16.13 54.84 ± 16.13 11.29 ± 7.26
Mistral 0.1 7B N 58.06 ± 16.13 58.06 ± 6.45 51.61 ± 2.42 67.74 ± 16.13 67.74 ± 16.13 0.00 ± 0.00
Starling α 7B Y 51.61 ± 16.13 62.90 ± 7.26 53.23 ± 4.03 67.74 ± 16.13 54.84 ± 17.74 46.77 ± 11.29
Mistral 0.2 7B Y 61.29 ± 16.13 53.23 ± 12.90 54.84 ± 9.68 64.52 ± 16.13 61.29 ± 16.13 53.23 ± 11.29
Llama 2 13B N 67.74 ± 16.13 59.68 ± 9.68 59.68 ± 10.48 67.74 ± 16.13 77.42 ± 14.52 8.06 ± 6.45
Llama 2 13B Y 58.06 ± 16.13 62.90 ± 9.68 56.45 ± 5.65 67.74 ± 16.13 64.52 ± 16.13 8.06 ± 7.26
Mixtral 0.1 8x7B N 58.06 ± 16.13 69.35 ± 9.68 54.84 ± 4.84 74.19 ± 16.13 61.29 ± 16.13 1.61 ± 2.42
Mixtral 0.1 8x7B Y 54.84 ± 17.74 50.00 ± 9.68 54.84 ± 6.45 58.06 ± 16.13 38.71 ± 16.13 41.94 ± 9.68
Llama 2 70B N 64.52 ± 16.13 66.13 ± 9.68 62.90 ± 7.26 67.74 ± 16.13 67.74 ± 16.13 1.61 ± 2.42
Llama 2 70B Y 61.29 ± 17.74 67.74 ± 12.10 50.00 ± 4.84 70.97 ± 16.13 74.19 ± 14.52 25.81 ± 11.29
Claude 2 - Y - - - - - 59.68 ± 9.68
GPT 3.5 T - Y - 54.84 ± 5.65 64.52 ± 8.06 58.06 ± 16.13 64.52 ± 16.13 46.77 ± 12.10
GPT 4 - Y - 64.52 ± 11.29 61.29 ± 11.29 67.74 ± 16.13 70.97 ± 16.13 75.81 ± 12.10

Table 11: Results for the 31 example pairs with the Existence of Element tag. Scores with 95% confidence intervals
above chance are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 58.33 ± 20.83 50.00 ± 0.00 50.00 ± 0.00 41.67 ± 20.83 41.67 ± 20.83 6.25 ± 6.25
Llama 2 7B Y 58.33 ± 18.75 43.75 ± 6.25 50.00 ± 0.00 54.17 ± 20.83 58.33 ± 20.83 29.17 ± 10.42
Mistral 0.1 7B N 41.67 ± 20.83 43.75 ± 7.29 52.08 ± 3.12 45.83 ± 20.83 54.17 ± 20.83 0.00 ± 0.00
Starling α 7B Y 37.50 ± 20.83 50.00 ± 6.25 47.92 ± 3.12 45.83 ± 20.83 58.33 ± 20.83 22.92 ± 12.50
Mistral 0.2 7B Y 45.83 ± 20.83 50.00 ± 10.42 47.92 ± 8.33 41.67 ± 20.83 50.00 ± 20.83 41.67 ± 12.50
Llama 2 13B N 58.33 ± 20.83 45.83 ± 5.21 54.17 ± 8.33 25.00 ± 16.67 50.00 ± 20.83 4.17 ± 5.21
Llama 2 13B Y 54.17 ± 20.83 50.00 ± 8.33 47.92 ± 3.12 50.00 ± 20.83 41.67 ± 20.83 16.67 ± 9.38
Mixtral 0.1 8x7B N 50.00 ± 20.83 50.00 ± 8.33 47.92 ± 3.12 45.83 ± 20.83 50.00 ± 20.83 2.08 ± 3.12
Mixtral 0.1 8x7B Y 41.67 ± 20.83 43.75 ± 8.33 47.92 ± 10.42 37.50 ± 18.75 37.50 ± 18.85 29.17 ± 12.50
Llama 2 70B N 50.00 ± 20.83 45.83 ± 8.33 54.17 ± 10.42 41.67 ± 20.83 45.83 ± 20.83 4.17 ± 5.21
Llama 2 70B Y 54.17 ± 20.83 52.08 ± 7.29 45.83 ± 5.21 41.67 ± 20.83 54.17 ± 20.83 22.92 ± 10.42
Claude 2 - Y - - - - - 41.67 ± 10.42
GPT 3.5 T - Y - 54.17 ± 5.21 45.83 ± 8.33 70.83 ± 16.67 54.17 ± 20.83 50.00 ± 10.42
GPT 4 - Y - 47.92 ± 9.38 52.08 ± 14.58 41.67 ± 20.83 62.50 ± 18.75 45.83 ± 12.50

Table 12: Results for the 24 example pairs with the Hypothetical tag. Scores with 95% confidence intervals above
chance are shown in bold.

Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 44.00 ± 20.00 50.00 ± 6.00 50.00 ± 6.00 40.00 ± 20.00 56.00 ± 20.00 2.00 ± 3.00
Llama 2 7B Y 60.00 ± 20.00 50.00 ± 10.00 50.00 ± 0.00 52.00 ± 20.00 56.00 ± 20.00 6.00 ± 6.00
Mistral 0.1 7B N 64.00 ± 18.00 50.00 ± 8.00 46.00 ± 5.00 52.00 ± 20.00 60.00 ± 20.00 0.00 ± 0.00
Starling α 7B Y 64.00 ± 20.00 54.00 ± 10.00 50.00 ± 0.00 56.00 ± 20.00 60.00 ± 20.00 44.00 ± 15.00
Mistral 0.2 7B Y 48.00 ± 20.00 56.00 ± 12.00 58.00 ± 10.00 60.00 ± 20.00 60.00 ± 20.00 58.00 ± 12.00
Llama 2 13B N 60.00 ± 20.00 56.00 ± 8.00 50.00 ± 12.00 52.00 ± 20.00 68.00 ± 18.00 6.00 ± 7.00
Llama 2 13B Y 56.00 ± 20.00 54.00 ± 12.00 54.00 ± 8.00 52.00 ± 20.00 52.00 ± 20.00 8.00 ± 9.00
Mixtral 0.1 8x7B N 60.00 ± 20.00 58.00 ± 10.00 54.00 ± 8.00 64.00 ± 20.00 52.00 ± 20.00 2.00 ± 3.00
Mixtral 0.1 8x7B Y 60.00 ± 20.00 44.00 ± 12.00 54.00 ± 5.00 60.00 ± 20.00 56.00 ± 20.00 52.00 ± 16.00
Llama 2 70B N 56.00 ± 20.00 60.00 ± 8.00 56.00 ± 6.00 56.00 ± 20.00 56.00 ± 20.00 0.00 ± 0.00
Llama 2 70B Y 56.00 ± 20.00 52.00 ± 10.00 48.00 ± 3.00 56.00 ± 20.00 56.00 ± 20.00 30.00 ± 10.00
Claude 2 - Y - - - - - 68.00 ± 10.00
GPT 3.5 T - Y - 56.00 ± 8.00 54.00 ± 8.00 56.00 ± 20.00 72.00 ± 18.00 42.00 ± 13.05
GPT 4 - Y - 68.00 ± 13.00 64.00 ± 13.00 84.00 ± 14.00 80.00 ± 16.00 80.00 ± 11.00

Table 13: Results for the 25 example pairs with the Grammaticality tag. Scores with 95% confidence intervals above
chance are shown in bold.
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Model Params Chat GenL Val ZSL Val FSL Val ZSL (R) Val FSL (R) Val CoTT

Llama 2 7B N 59.09 ± 20.45 52.27 ± 6.82 59.09 ± 10.23 59.09 ± 18.18 54.55 ± 20.45 2.27 ± 3.41
Llama 2 7B Y 59.09 ± 20.45 63.64 ± 13.64 52.27 ± 3.41 59.09 ± 18.18 54.55 ± 22.73 20.45 ± 10.23
Mistral 0.1 7B N 36.36 ± 20.45 63.64 ± 11.36 50.00 ± 0.00 86.36 ± 13.64 59.09 ± 20.45 0.00 ± 0.00
Starling α 7B Y 50.00 ± 20.45 63.64 ± 11.36 52.27 ± 6.82 63.64 ± 20.45 54.55 ± 22.73 38.64 ± 13.64
Mistral 0.2 7B Y 54.55 ± 22.73 59.09 ± 14.77 50.00 ± 11.36 63.64 ± 20.45 68.18 ± 18.18 43.18 ± 12.50
Llama 2 13B N 59.09 ± 20.45 61.36 ± 13.64 70.45 ± 13.64 68.18 ± 18.18 77.27 ± 18.18 2.27 ± 3.41
Llama 2 13B Y 63.64 ± 20.45 56.82 ± 13.64 59.09 ± 11.36 59.09 ± 20.45 63.64 ± 18.18 13.64 ± 12.50
Mixtral 0.1 8x7B N 59.09 ± 20.45 72.73 ± 14.77 65.91 ± 9.09 72.73 ± 18.18 68.18 ± 18.18 0.00 ± 0.00
Mixtral 0.1 8x7B Y 45.45 ± 20.45 61.36 ± 15.91 65.91 ± 9.09 72.73 ± 18.18 68.18 ± 18.18 52.27 ± 13.64
Llama 2 70B N 63.64 ± 20.45 59.09 ± 13.64 54.55 ± 11.36 72.73 ± 18.18 72.73 ± 18.18 0.00 ± 0.00
Llama 2 70B Y 63.64 ± 20.45 68.18 ± 14.77 56.82 ± 9.09 72.73 ± 18.18 68.18 ± 18.18 9.09 ± 10.23
Claude 2 - Y - - - - - 47.73 ± 13.64
GPT 3.5 T - Y - 65.91 ± 13.64 63.64 ± 13.64 59.09 ± 20.45 72.73 ± 18.18 63.64 ± 11.36
GPT 4 - Y - 61.36 ± 11.36 59.09 ± 13.64 86.36 ± 13.64 81.82 ± 15.91 72.73 ± 10.23

Table 14: Results for the 22 example pairs with the Question tag. Scores with 95% confidence intervals above
chance are shown in bold.
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