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ABSTRACT

This paper aims to clearly distinguish between Stochastic Gradient Descent with
Momentum (SGDM) and Adam in terms of their convergence rates. We demon-
strate that Adam achieves a faster convergence compared to SGDM under the
condition of non-uniformly bounded smoothness. Our findings reveal that: (1)
in deterministic environments, Adam can attain the known lower bound for the
convergence rate of deterministic first-order optimizers, whereas the convergence
rate of Gradient Descent with Momentum (GDM) has higher order dependence
on the initial function value; (2) in stochastic setting, Adam’s convergence rate
upper bound matches the lower bounds of stochastic first-order optimizers, consid-
ering both the initial function value and the final error, whereas there are instances
where SGDM fails to converge with any learning rate. These insights distinctly
differentiate Adam and SGDM regarding their convergence rates. Additionally,
by introducing a novel stopping-time based technique, we further prove that if
we consider the minimum gradient norm during iterations, the corresponding con-
vergence rate can match the lower bounds across all problem hyperparameters.
The technique can also help proving that Adam with a specific hyperparameter
scheduler is parameter-agnostic, which hence can be of independent interest.

1 INTRODUCTION

Among various optimization techniques, the Adam optimizer Kingma & Ba|(2014); Loshchilov &
Hutter| (2019)) stands out due to its empirical success in a wide range of deep learning applications,
especially for pre-training large foundation models with enormous data Touvron et al.| (2023)); Brown
et al. (2020); Zhang et al.| (2022a); Rae et al.| (2021)); Chowdhery et al.| (2022); Du et al.| (2021]).
This popularity of Adam can be attributed to its adaptive learning rate mechanism, which smartly
adjusts the step size for each parameter, allowing flexible and robust learning rate choices. Adam’s
versatility is further highlighted by its consistent performance in training various kinds of models,
making it a preferred optimizer in both academic and industrial settings |Schneider et al.| (2022).
Its empirical success extends beyond standard benchmarks to real-world challenges, where it often
delivers state-of-the-art results. This track record solidifies Adam’s position as a fundamental tool for
deep learning practitioners.

Exploring the theoretical foundations of the Adam optimizer, particularly why it often outperforms
traditional optimizers like Stochastic Gradient Descent with Momentum (SGDM)), is an intriguing
yet complex task. Understanding Adam’s convergence behavior is challenging, especially in settings
defined by standard convergence rate analysis. In these settings, assumptions include uniformly
bounded smoothness and finite gradient noise variance. Current research indicates that under these
conditions, SGDM can attain the lower bound of the convergence rate for all first-order optimizers
Carmon et al.|(2017). This finding implies that, theoretically, Adam’s convergence rate should not
exceed that of SGDM. This theoretical result contrasts with practical observations where Adam
frequently excels, presenting a fascinating challenge for researchers. It highlights the need for
more refined theoretical models that can bridge the gap between Adam’s empirical success and its
theoretical understanding.
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Recent research by [Zhang et al.| (2019) has provided valuable insights into the complexity of neural
network optimization, particularly challenging the assumption of uniform bounded smoothness. Their
observations indicate that smoothness often varies, showing a positive correlation with the norm of
the gradient and experiencing considerable fluctuations during the optimization process. Building on
this, they introduce the (Lg, L1 )-smooth condition (detailed in our Assumption , which posits that
local smoothness can be bounded in relation to the gradient norm. This concept presents an exciting
opportunity to theoretically demonstrate that Adam could potentially converge faster than SGDM.
However, even in the relatively simpler deterministic settings, no study has yet conclusively shown
this to be the case.

To effectively compare the convergence rates of Adam and Stochastic Gradient Descent with Mo-
mentum (SGDM), it’s essential to establish an upper bound on Adam’s convergence rate and a lower
bound for SGDM, and then prove Adam’s superiority. This endeavor faces several challenges. First,
the known lower bound for SGDM’s convergence rate is only available in deterministic settings
without momentum [Zhang et al.| (2019); (Crawshaw et al.| (2022). Moreover, this result is based on a
scenario where the counter-example objective function is selected after fixing the learning rate. This
procedure deviates from more common practices where the learning rate is adjusted after defining
the objective function Drori & Shamir| (2020); Carmon et al.|(2017); |Arjevani et al.|(2022)), casting
doubts on the standard applicability of this lower bound. Secondly, for Adam, the current assumptions
required to derive an upper bound for its convergence rate are quite strict. These include assumptions
like bounded adaptive learning rates or deterministically bounded noise Wang et al.| (2022); Li et al.
(2023a). However, even under these constraints, the convergence rates obtained for Adam are weaker
than those of algorithms like clipped SGDM |Zhang et al.[(2019).

These complexities hinder a straightforward comparison between the convergence rates of Adam and
SGDM, highlighting a significant gap in the theoretical understanding that remains to be bridged.

Our contributions. In this paper, we aim to bridge the gap and summarize our contributions as
follows.
* We separate the convergence rate of Adam and SGDM under (Lg, L; )-smooth condition
both in the deterministic setting and in the stochastic setting.

— In the deterministic setting, for the first time, we prove that under the (L, L1 )-smooth
condition, the convergence rate of the Adam optimizer can match the existing lower
bound for first-order deterministic optimizers, up to numerical constants. Additionally,
we establish a new lower bound for the convergence rate of GDM, where one is allowed
to tune the learning rate and the momentum coefficient after the problem is fixed.
The lower bound exhibits a higher order dependence on the initial function value gap
compared to the upper bound of Adam. This distinction clearly separates Adam and
GDM for the deterministic setting.

— In the stochastic setting, for the first time, we prove that under the (Lg, L )-smooth
condition, the convergence rate of Adam matches the existing lower bound for first-
order stochastic optimizers regarding the initial function value f(w;)— f* and the final
error €. In contrast, counterexamples exist where SGDM fails to converge, irrespective
of the learning rate and momentum coefficient. These findings distinctly separate the
convergence properties of Adam and SGDM in stochastic settings.

* With the aid of a novel stopping time based technique, we further demonstrate that the
convergence rate of minimum error point of Adam can match the lower bound across all
problem hyperparameters. We demonstrate that such a technique can be of independent
interest by proving that Adam with specific scheduler is parameter-agnostic based on the
stopping time.

2 RELATED WORKS

Convergence analysis under non-uniform smoothness. Observations from empirical studies
on deep neural network training indicate that local smoothness can vary significantly throughout
the optimization process. In response to this, Zhang et al.[(2019) introduced the (Lg, L;)-smooth
condition, which posits that local smoothness can be bounded by a linear function of the gradient norm.
Subsequent works have extended this concept by generalizing the linear function to polynomials/Chen
et al.|(2023); L1 et al.|(2023a), or to more general functions Mei et al.|(2021). Under non-uniform
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smoothness, convergence properties of various optimizers have been studied. For instance, upper
bounds on the convergence rate have been established for optimizers such as Clipped SGDM [Zhang
et al.[(2020), sign-based optimizers Jin et al.| (2021); Hiibler et al.|(2023)); |Sun et al.|(2023), AdaGrad
Faw et al.|(2023)); |Wang et al.|(2023b)), variance-reduction methods [Reisizadeh et al.| (2023); |Chen
et al.[(2023), and trust-region methods Xie et al.[|(2023). However, research on lower bounds has
been comparatively limited, with results primarily focusing on Gradient Descent.

Convergence analysis of Adam. The development of convergence analysis for Adam has been quite
tortuous. While Adam was originally proposed with a convergence guarantee |Kingma & Ba|(2014)),
subsequent analysis by |[Reddi et al.| (2018) pointed out flaws in this initial analysis and provided
counterexamples claiming that Adam could fail to converge. Only recently, |Shi et al.| (2021)) and
Zhang et al.|(2022b) have shown that the counterexamples in|Reddi et al.|(2018)) only rule out the
possibility that Adam can converge problem-agnostically, and it is still possible that Adam can
converge with problem-dependent hyperparameters.

So far, several works have established the convergence of Adam under the L-smooth condition.
Zaheer et al.| (2018) proved that Adam without momentum can converge to the neighborhood of
stationary points by additionally assuming that A is large. De et al.| (2018)) showed that Adam
without momentum can converge to stationary points but under the strong assumption that the sign of
gradients does not change during the optimization. Zou et al.|(2019), Défossez et al.| (2022)), and |Guo
et al.|(2021) derived the convergence of Adam by assuming the stochastic gradient is bounded. [Shi
et al. (2021) and |Zhang et al.| (2022b) characterized the convergence of random-reshuffling Adam but
suffer from sub-optimal rates. [He et al.|(2023) studied the non-ergodic convergence of Adam under
a bounded gradient assumption, while Hong & Lin|(2023) provided high-probability guarantees
for Adam under a deterministically bounded noise assumption. A concurrent work by Wang et al.
(2023a) shows that Adam can achieve the lower bound of first-order optimizers with respect to the
final error £ under standard assumptions, but it is unknown whether Adam can match the lower bound
with respect to other problem specifics.

On the other hand, closely related to our work, there are only two works studying the convergence
of Adam under non-uniform smoothness Wang et al.|(2022)); [Li et al.| (2023a)), both with restricted
assumptions and results. We will provide a detailed discussion in Section 4]

3 PRELIMINARY

Notations. In this paper, we will use asymptotic notations O, {2, © to respectively denote asymptoti-
cally smaller, larger , and equivalent. We also use O, €2, © to indicate that there is logarithmic factor
hidden. We denote F; as the filter given by wy, - - - , wy.

Problem and Algorithm. We study the unconstrained minimization problem min,, f(w). We
present the psedo-code of Adam as follows.

Algorithm 1 Adam Optimizer

Input: Stochastic oracle O, learning rate > 0, initial point w; € R?, initial conditioner
vy € RT, initial momentum 77119, momentum parameter /31, conditioner parameter 32, number of
epoch T’
fort =1to 7T do

Generate a random z;, and query stochastic oracle g; = O f(wy, z¢)

Calculate vy = Bovy 1 + (1 — B2)gs>

Calculate m; = Symu—1 + (1 — 51)g:

Update w; 1 = w; — nﬁﬁ © my
end for

We would like to highlight that all the analysis in this paper is for A = 0. This is because A = 0
means we do not require the adaptive learning rate to be upper bounded (a restrictive assumption
in existing works [Li et al.|(2023a)); |Guo et al.| (2021))) and is most challenging. The proof can be
immediately extended to A > 0 without any modification.
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Meanwhile, we briefly state the SGDM optimizer as follows: with initial point w; and initial
momentum 1y, the update of ¢-th iteration of SGDM is given by

my = ,Bmt—l + (1 — /B)Qt,th = Wy — NM.

Assumptions. In this paper, all the analyses are established under the following two standard
assumptions.

Assumption 1 ((Lg, L1 )-smooth condition). We assume [ is differentiable and lower bounded, and

there exist non-negative constants Lo, L1 > 0, such that Yw,, wy € R? satisfying ||w; — ws|| < L%

IVf(wi) = V(w2 < (Lo + La[|V f(w1) ) w1 — wa.

Assumption 2 (Affine noise variance). We assume that the stochastic noise g; is unbiased, i.e.,

El7tg, = Gy We further assume g; has affine variance, i.e., there exists oo > 0,00 > 1,
2 2 2 2

EV*[llgel’] < of + oF [V f (wy) ||

Assumptionis a more general form of (Lg, L1)-smooth condition and is equivalent to the Hessian-
bound form|Zhang et al.|(2019) when Hessian exists. Assumptionis one of the weakest assumptions
on the noise in existing literature, and generalizes bounded variance assumption L1 et al.| (2023b)),
bounded gradient assumption [Défossez et al.|(2022), bounded noise assumption [L1 et al.|(2023a)).

4 SEPARATING THE CONVERGENCE RATES OF ADAM AND (S)GD

In this section, we elucidate the disparate convergence rates of Adam and (S)GD under Assumptions
and 2] examining both deterministic and stochastic settings. We commence with the deterministic
scenario before delving into the stochastic complexities.

4.1 ANALYSIS FOR THE DETERMINISTIC SETTING

As discussed in the introduction section, to discern the differential convergence rates of deterministic
Adam and GD, it is necessary to establish not only Adam’s upper bound but also GD’s lower bound,
given a consistent set of assumptions. Crucially, these bounds must be sufficiently tight to ensure
that Adam’s upper bound is indeed the lesser. To date, only a couple of studies have addressed
the convergence of deterministic Adam. The first, referenced in [Wang et al.| (2022), indicates a
convergence rate of (9((}‘(“’15)7{}‘*)2), which is sub-optimal compared to the classical deterministic
rate of O(f(w(g#) Zhang et al.[(2019;2020) regarding the initial function value gap (f(w;) — f*).
The second study, |Li et al.[(2023a), presents a convergence rate that depends polynomially on %,
where A is the small constant introduced to prevent the adaptive learning rate from becoming infinity.
Therefore, their result is only non-vacuous when X is large, which deviates from practical settings.
Additionally, their bound exhibits an exaggerated dependency on the initial function value gap,

yielding miny¢ iy [|V f(wy)|| = O((f(“’ls)iz_f*)g) As we will see later, such dependencies create
upper bounds that surpass the lower bounds of GD, making them unable to serve our purpose. To
overcome these limitations and accurately assess the performance of deterministic Adam, we propose
a new theorem that establishes an improved convergence rate for deterministic Adam.

An upper bound for the convergence rate of deterministic Adam.
Theorem 1 (Informal). Let Assumptionhold. Then, VB31, B2 > 0 satisfying 3 < B < 1, A =0,
ande = O(Lo/Ly), if T > © (W) then Algorithmsatisﬁes

L T
T Z [Vf(w)] <e.
t=1

Proof. Please see Appendix for the formal statement of theorem and the proof. O

Our result offers a tighter bound than those presented in prior studies |Wang et al.|(2022)); [Li et al.
(2023a). It is noteworthy that under the uniform smoothness constraint—where the objective func-
tion’s smoothness is capped at L (that is, when Ly = L and L; = 0 as per Assumption 1, referred to
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as the L-smooth condition in existing literature |Arjevani et al.| (2022); |Carmon et al.| (2017); Faw
et al.[(2022)))—Assumption 1 is met with Ly = L and any L; > 0. Consequently, the established
lower bound for all first-order optimizers Carmon et al.[(2017) pertaining to the L-smooth condition
Lo(f(w1)=f*)
VT
This coincides with our upper bound up to numerical constants. Such correspondence suggests that
our proposed bound is, in fact, optimal.

inherently provides a lower bound for the (Lg, L1 )-smooth condition, which is {2 (

2
Our proof strategy utilizes a distinctive Lyapunov function, f(w;) + (1= gf) %n[\lf&%, which

draws inspiration from the current analysis of Gradient Descent with Momentum (GDM) under the
L-smooth condition |Sun et al.| (2019). However, we have introduced significant modifications to
accommodate the integration of an adaptive learning rate. This carefully crafted Lyapunov function
enables us to effectively control the deviation between the momentum term and the current gradient,
even under (Lg, L )-smooth condition. Through this approach, we successfully establish the final
optimal bound.

Remark 1 (On the comparison with AdaGrad). Our result also suffices to separate Adam from
AdaGrad. It is important to note that the convergence rate of AdaGrad under the (L, L1)-smooth

condition in a deterministic setting, as reported inWang et al.| (2023b|), is ”(“’137;”2 This rate
is outperformed by that of Adarrﬂ In Appendix we show that the rate in|\Wang et al.|(2023b)
is tight by providing a counterexample. The comparatively slower convergence rate of AdaGrad
can be attributed to that (Lo, L1)-smooth condition demands the update norm to be bounded by
O(1) to prevent the local smoothness from exponentially increasing. This, in turn, necessitates a
learning rate of O(1). However, the adaptive conditioner in AdaGrad, which accumulates over time,
causes the adaptive learning rate to become excessively small during later training stages, resulting
in reduced convergence speed. Conversely, Adam utilizes an exponential moving average for its
adaptive learning rate, which prevents the conditioner from accumulating excessively. Consequently,
Adam does not suffer from the aforementioned issue.

A lower bound for the convergence rate of GDM

With Adam’s upper bound, we then move on to a lower bound for the convergence rate of GDM. In
fact, there has already been such lower bounds for GD in the existing literature Zhang et al.|(2019);
Crawshaw et al.|(2022), which we restate as follows:

Proposition 1 (Theorem 2, |Crawshaw et al.| (2022)). Fix €, Lo, L1, and A4, with learning rate 7,
there exists objective function f satisfying (Lo, L1)-smooth condition and f(w:) — f* = Ay, such
that the minimum step T of GD to achieve final error € (i.e., let {w; }3° be the iterates of GD, and
T 2 min{t : |Vf(w,)| < €}) satisfies

~ (L3A? + Lo
rog(Hatha)
However, the proposition presents a limitation: the counter-example is chosen after the learning rate
has been determined. This approach is inconsistent with standard practices, where hyperparameters
are usually adjusted based on the specific task, and deviates from conventional lower bounds |Carmon
et al.[(2017);|Arjevani et al.| (2022) that offer assurances for optimally-tuned hyperparameters. This
type of result does not eliminate the possibility that, if the learning rate were adjusted after selecting
the objective function—as is common practice—Gradient Descent (GD) could potentially achieve a
markedly faster convergence rate. This misalignment raises concerns about the appropriateness of
the proposition’s methodology. Moreover, this proposition does not take momentum into account, a
technique that is commonly employed in conjunction with GD in practice.

To address these shortcomings, we introduce a new lower bound for GDM. This lower bound is
applicable under the standard practice of adjusting hyperparameters after the objective function has
been selected. Moreover, it encompasses scenarios where momentum is incorporated.

Theorem 2 (Informal). Fixing €, Lo, L1, and A, there exists an objective function f satisfying
(Lo, L1)-smooth condition and f(w1) — f* = Ay, such that for any learning rate n > 0 and

*\2
'The state-of-art rate of AdaGrad under (Lo, L1)-smooth condition and stochastic setting is leg#,

which is also worse than the rate of Adam established latter in TheoremE}
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B € [0, 1], the minimum step T of GDM to achieve final error € satisfies

5 (LIAT + LoA,

Proof. Please see Appendix for the formal statement of theorem and the proof. O

It should be noticed in the above theorem, the hyperparameters (i.e., the learning rate and the
momentum coefficient) are chosen after the objective function is determined, which agrees with
practice and the settings of common lower bounds, and overcomes the shortcoming of Proposition

[Il Moreover, as shown in Zhang et al| (2019), it is easy to prove that the upper bound of GD’s
L?Af-{-LoAl

convergence rate is also O ( = ), which indicates such a lower bound is optimal.

The proof addresses two primary challenges outlined above. The first challenge involves handling
momentum. To tackle this, we extend the counterexample provided in Proposition|l|for cases where
the momentum coefficient S is small. Additionally, we introduce a new counterexample for situations
with a large 3, demonstrating how large momentum can bias the optimization process and decelerate
convergence. The second challenge is how to derive a universal counterexample such that every
hyperparameter setting will lead to slow convergence. We overcome this by a simple but effective
trick: we independently put counterexamples for different hyperparameters in Proposition [I] over
different coordinates and make it a whole counterexample. Therefore, for different hyperparameters,
there will be at least one coordinate converge slowly, which leads to the final result.

Separating deterministic Adam and GDM. Upon careful examination of Theorem|[I]and Theorem 2]

T

it becomes apparent that the convergence rate of GDM is inferior to that of Adam since M >
mine(r) |G| Notably, GDM exhibits a more pronounced dependency on the initial function value
gap in comparison to Adam. This implies that with a sufficiently poor initial point, the convergence of
GDM can be significantly slower than that of Adam. The underlying reason for this disparity can be
attributed to GDM’s inability to adeptly manage varying degrees of sharpness within the optimization
landscape. Consequently, GDM necessitates a learning rate selection that is conservative, tailored to
the most adverse sharpness encountered—often present during the initial optimization stages.

4.2 ANALYSIS FOR THE STOCHASTIC SETTING

Transitioning to the more complex stochastic setting, we extend our analysis beyond the deterministic
framework. As with our previous approach, we start by reviewing the literature to determine if
the existing convergence rates for Adam under the (L, L1)-smooth condition can delineate a clear
distinction between the convergence behaviors of Adam and Stochastic Gradient Descent with
Momentum (SGDM). In fact, the only two studies that delve into this problem are the ones we
discussed in Section@ i.e.,|Wang et al.|(2022);|L1 et al.[(2023a). However, these results pertaining
to Adam are contingent upon rather stringent assumptions. Wang et al.| (2022) postulates that
stochastic gradients not only conform to the (Lo, L1)-smooth condition but are also limited to a
finite set of possibilities. These assumptions are more restrictive than merely assuming that the true
gradients satisfy the (Lo, L1 )-smooth condition, and such strong prerequisites are seldom employed
outside of the analysis of variance-reduction algorithms. Meanwhile, |Li et al.| (2023a) aligns its
findings on stochastic Adam with those on deterministic Adam, leading to a polynomial dependency
on 1/, which deviates from practical scenarios as discussed in Section Furthermore, it presumes
an a.s. bounded difference between stochastic gradients and true gradients, an assumption that closely
resembles the boundedness of stochastic gradients and is more limiting than the standard assumption
of bounded variance for stochastic gradients.

These more restricted and non-standard assumptions cast challenges in establishing a lower bound

for the convergence of SGDM in the relevant contexts, let alone attempting a comparison between

SGDM and Adam. In addition to the fact that these upper bounds fail to facilitate a clear comparison

between Adam and SGDM, there are also concerns regarding their convergence rates. Wang et al.

(f(wl)s—f*)z
€

(2022) reports a convergence rate of , which has a higher-order dependence on the initial

function value gap and the final error than the (f(“’;# rate established for Clipped SGDM under
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the (Lo, L1 )-smooth condition Zhang et al. (2020ﬂ Furthermore, |Li et al.| (2023a) indicates a con-

vergence rate of O({L(w)=F" )4 poly(1/A)) " which, aside from the previously mentioned dependency
issues on 1/, shows a 51gn1ﬁcantly stronger dependence over the initial function value gap compared
to the analysis of Clipped SGDM. This naturally leads to the question of whether such rates for Adam
can be improved to match Clipped SGDM.

To tackle these obstacles, we present the following upper bound for Adam.

An upper bound for the convergence rate of Adam.
Theorem 3 (Informal) Let Assumptions [I|and 2| hold. Then, V1 > 1 > 0and X = 0, if ¢ <
oty (F(w1)= f* ToTio0on) with a proper choice of learning rate n and momentum hyperparameter

Ba, we have if T > © ((L°+L100)Joi1( ('wl)*f*)),

&
1 T
— <e.
TED VIl <

Proof. Please see Appendix for the formal statement of theorem and the proof. O

Below we include several discussions regarding Theorem [3] To begin with, one can immediately
observe that Theorem [3| only requires Assumptions [[]and 2] and the convergence rate with respect

to the initial function value gap and the final error % matches that of Clipped SGDM [Zhang
et al.| (2020) even with a weaker noise assumption. Therefore, our result successfully mitigate these
barriers raised above. Indeed, to the best of our knowledge, it is for the first time that an algorithm

is shown to converge with rate O (%) only requiring Assumptions and showcasing the
advantage of Adam.

We briefly sketch the proof here before moving on to the result of SGDM. Specifically, the proof
is inspired by recent analysis of Adam under L-smooth condition Wang et al.|(2023a), but several
challenges arise during the proof:

* The first challenge lies in the additional error introduced by the (Lg, L1 )-smooth condition.
We address this by demonstrating that the telescoping sum involving the auxiliary function
G|?
\‘ |/ vy |J 1’
adaptive learning rate is upper bounded. Although the adaptive learning rate in the Adam
algorithm is not inherently bounded, we establish that the deviation incurred by employing
a bounded surrogate adaptive learning rate is manageable;

as employed in Wang et al.| (2023a), can bound this additional error when the

* The second challenge involves deriving the desired dependence on the initial function
value gap. [Wang et al.| (2023a)) introduces two distinct proof strategies for bounding the
conditioner v; and determining the final convergence rate. However, one strategy introduces
an additional logarithmic dependence on ¢, while the other exhibits sub-optimal dependence
on the initial function value gap. We propose a novel two-stage divide-and-conquer approach
to surmount this issue. In the first stage, we bound v, effectively. Subsequently, we
leverage this bound within the original descent lemma to achieve the optimal dependence on
flwy) = f~.

Remark 2 (On the limitations). Although Theorem[3|addresses certain deficiencies identified in prior
studies Wang et al.|(2022); |Li et al.|(2023q), it is not without its limitations. As noted by Arjevani et al.
(2022), the established lower bound for the convergence rate of first-order optimization algorithms
under the Lgy-smooth condition with bounded noise variance (specifically, 09 = 09 and o1 = 1 as

stated in Assumption |2)) is O(w) This sets a benchmark for the performance under
Assumptions|[I|and 2] The upper bound of Adam’s convergence rate as presented in Theorem[3|falls
short when compared to this benchmark, exhibiting a weaker noise scale dependency (o§ as opposed
to 02) and additional dependencies on Ly and 0.

To address these issues, we demonstrate in the subsequent section that by focusing on the convergence
of the minimum gradient norm, E min,e (7 |V f(wy)]|,

While Zhang et al.[(2020) also assumes an a.s. bounded gap between stochastic gradients and true gradients.
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* 2
of O(%) This rate aligns with the aforementioned lower bound across all the problem
hyperparameters.

We now establish the lower bound of SGDM. This is, however, more challenging than the deterministic
case as to the best of our knowledge, there is no such a lower bound in existing literature (despite that
the lower bounds of GD [Zhang et al.|(2019); |(Crawshaw et al.|(2022) naturally offer a lower bound
of SGD, which is considerably loose given the factor of 1/¢#). Intuitively, stochasticity can make
the convergence of GDM even worse, as random fluctuations can inadvertently propel the iterations
towards regions characterized by high smoothness even with a good initialization. We formulate this
insight into the following theorem.

A lower bound for the convergence rate of SGDM.

Theorem 4 (Informal). Fix Lo, L1, and Ay, there exists objective function f satisfying (Lo, L1)-
smooth condition and f(w1) — f* = A4, and a gradient noise oracle satisfying Assumption[z] such
that for any learning rate n > 0 and § € [0, 1], for all T > 0,

min E[|V f(w,)[| = [V f(w1)[| = L1As.
te[T]

Proof. Please see Appendix [C.2)for the formal statement of theorem and the proof. O

Theorem [ provides concrete evidence for the challenges inherent in the convergence of SGDM. It
shows that there are instances that comply with Assumption [I]and Assumption 2] for which SGDM
fails to converge, regardless of the chosen learning rate and momentum coefficient. This outcome
confirms our earlier hypothesis: the stochastic elements within SGDM can indeed adversely affect its
convergence properties under non-uniform smoothness.

Our proof is founded upon a pivotal observation: an objective function that escalates rapidly can
effectively convert non-heavy-tailed noise into a “heavy-tailed” one. In particular, under the (Lg, L1 )-
smooth condition, the magnitude of the gradient is capable of exponential growth. As a result, even
if the density diminishes exponentially, the expected value of the gradient norm may still become
unbounded. This situation mirrors what occurs under the L-smooth condition when faced with
heavy-tailed noise. Such a dynamic can lead to the non-convergence of SGDM.

Separating Adam and SGDM. Considering that Adam can achieve convergence under Assumptions
[[]and [2] while SGD cannot, the superiority of Adam over SGDM becomes evident. It is important to
note, however, a recent study by L1 et al.|(2023b)), which demonstrates that SGD can converge with
high probability under the same assumptions, provided the noise variance is bounded. We would like
to contextualize this finding in relation to our work as follows: First, this result does not conflict with
our Theorem [4] since our theorem pertains to bounds in expectation rather than with high probability.
Second, our comparison of Adam and SGDM within an in-expectation framework is reasonable and
aligns with the convention of most existing lower bounds in the literature |Carmon et al.| (2017)); Drori
& Shamir| (2020); |Arjevani et al.| (2022). Moreover, establishing high-probability lower bounds is
technically challenging, and there are few references to such bounds in the existing literature. Lastly,
while we have not derived a corresponding high-probability lower bound for SGD, the upper bound

provided by |Li et al.| (2023b) is O((Jf(wle)iff*)él), which indicates a less favorable dependency on the
initial function value gap compared to the bound for Adam.

5 CAN ADAM REACH THE LOWER BOUND OF THE CONVERGENCE RATE
UNDER (Lo, L;)-SMOOTH CONDITION?

As we mentioned in Remark [2] although Theorem [35|matches the lower bound established by [Arjevani
et al.| (2022) with respect to the initial function value gap f(w;) — f*, the final error £, and the
smoothness coefficient L, it exhibits sub-optimal dependence on the noise scale oy and additional
dependence on L; and o;. One may wonder whether these dependencies are inherently unavoidable
or if they stem from technical limitations in our analysis.

Upon revisiting the proof, we identified that the sub-optimal dependencies arise from our strategy of
substituting the original adaptive learning rate with a bounded surrogate. For example, the correlation
2 2

o5 (1—B2)llge|l

between stochastic gradient and adaptive learning rate will introduce an error term 7 3
2Vt—1V¢
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detailed in Eq. (8). To bound this term, we add a constant A to 1,1, allowing us to upper
1 o5(1—B2)llge 12 o5 (1=B2)llgell®
VBavi_1+ A V Bavi—1+Avy Vv,
which has the same order as a second-order Taylor expansion. To control the error introduced by
adding A, we cannot choose a value for A that is too large. The optimal choice of A for balancing
the new error against the original error is (1 — 32)o3. This selection results in the original error

term p oY -—209¢ 1= ﬁ 2llgell” , which induces an additional o factor, ultimately leading to the sub-optimal
dependence on 0p. Therefore we need to explore alternative methods to handle the error term to
eliminate the sub-optimal dependence on oy.

bound Consequently, the term 7 can be bounded by n

We begin our analysis by observing that the term (17;2% can in fact be bounded by an approx-
2Vt -1Vt
imate telescoping” series of —— (notmg an additional coefficient W in comparison to standard
telescoping):
(- B)lgil* _ o A1)
VP 1vy T VBario1 Ve

Accordingly, summing nw over ¢ yields a bound of O(no? >°,(1 — 62)\/%7). However,
2Vt—1V¢ t

this term could potentially be unbounded since /v is not lower bounded. To circumvent this issue,
we consider the first-order Taylor’s expansion of the descent lemma, which, gives — ", nw.

Intuitively, if any ||V f(wy)]|? is of the order O(03(1 — 32)), our proof Would be completed since
we choose 1 — B2 = O(g*). In the other case, the term O(nog >, (1 ﬁg) =) can be offset by the

negative term — ) _, nw However, formalizing this intuition into a proof is challenging in

the context of stochastic analysis, where the randomness across iterations complicates the analysis.
Specifically, if we condition on the event that "no gradient norm is as small as o3 (1 — 32),” which is
supported over the randomness of all iterations, it becomes difficult to express many expected values
(such as those from the first-order Taylor expansion) in closed form.

We address this difficulty by introducing a stopping time 7 £ min{¢ : ||V f(w;11)||?> < O(c3(1 —
B2))}. By applying the optimal stopping theorem Durrett| (2019)), we can maintain closed-form
expressions for the expected values up to the stopping time, allowing the problematic error term to be
absorbed within this interval. Building on this methodology, we formulate the following theorem.

Theorem 5 (Informal) Let Assumptions [I| and 2] hold. Then, Y1 > 1 > 0, if e <
Boly (Lo Lro0, 01»17;31 NS BL with a proper choice of learning rate 1 and momentum hyper-

parameter 32, we have that if T > @(MZM)

E <
in IV f(w)| <e.

Proof. Please see Appendix [D.T]for the formal statement of theorem and the proof. O

One can easily see that the convergence rate of Theorem [5]matches the lower bound in|Arjevani et al.
(2022) with respect to all problem hyperparameters up to numerical constants even under the weaker
(Lo, L1)-smooth condition. Therefore, such a rate is optimal and provides an affirmative answer to
the question raised in the beginning of this section.

One may notice that in the construction of the stopping time, we set the threshold for the squared
gradient norm to be O(1— 32). As we set 1 — 3, = O(e?), the threshold is actually much smaller than
what we aim for, since our goal is to have ||V f(w;)||? < &2. Therefore, based on the stopping-time
technique, we can actually show that Adam can converge with an optimal rate of O(¢~*) when
1—PBy=¢2o0rl / VT if expressed in terms of the iteration number 7". To the best of our knowledge,
this is the first time that Adam has been shown to converge with an optimal rate under the condition
that 1 — B = Q(1/T), which greatly enlarges the hyperparameter range. We show in Appendix
that based on this technique, we can show Adam is hyperparameter agnostic even under the
(Lo, L1)-smooth condition.



Under review as a conference paper at ICLR 2025

6 CONCLUSION

In this paper, we have conducted a mathematical examination of the performance of the Adam
optimizer and SGDM within the context of non-uniform smoothness. Our convergence analysis
reveals that Adam exhibits a faster rate of convergence compared to SGDM under these conditions.
Moreover, we introduce a novel stopping time technique that demonstrates Adam’s capability to
achieve the existing lower bounds for convergence rates. This finding underscores the robustness of
Adam in complex optimization landscapes and contributes to a deeper understanding of its theoretical
properties.
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A AUXILIARY LEMMAS

In this section, we provide auxiliary results which will be used in subsequent results.
1-p1

82’
T=Fs\/1- 5L

—wi|| <n

Proof. We have that
Z (1 - 51)51”% ill
@ (1 - B2)Billge—ill” + Bivo

t—1 t— 151
1-p VIS Bl VESE _ iop
n

lwirr —wil| =n|—=

<n

\/1 — -1 g -
’ >4 Bl Vi
Here the second inequality is due to Cauchy’s inequality. The proof is completed. O

The following lemma provides a novel descent lemma under (Lg, L, )-smooth condition.

Lemma 2 Let Assumptlonhold Then, for any three points w*, w?, w? € X satisfying ||w* —

w?|| < L and |[w! — w3|| < 2L 51—, we have

. 1 .
fw?) < f(w®)+(Vf(w'), w’—w?)+ 5 (Lot La[[V f(w DN l[w?—w?||(|Jw' —w?(|+[|w' —w?[)).
Proof. By the Fundamental Theorem of Calculus, we have
1
F?) =fw') + [ (VH + a(w? - w),w - w)da
0

—F(w®) + (Vf(w'),w” - w®) + / (VI +a(w?® — w®)) = Vf(w'),w? - w')da

0

<Fw®) + (V(w'), w? —w?) + / IV (w® + a(w? — w®)) - Vf(w")|w? — w?|da
1
2 fw®) + (Vf(w"), w? — w®) + / (Lo + L[V £ (w") ) la(aw® — w") + (1 — a)(aw® — ") e0? — | da

1
<Fw?) + (V') w® = w?) + 5 (Lo + L[V (wh) [ [w* — w?[(Jw! = w?|| + [lw" —w?]),
where Inequality (%) is because due to

( , : 1
lw? + a(w? = w?) — wl]| = [la(w® - w') + (1 - a)(w® — wh)| < —,
1

the definition of (Lo, L1)-smooth condition can be applied.
The proof is completed. O

The following lemma is helpful when bounding the second-order term.

Lemma 3. Assume we have 0 < 82 < B2 < 1 and a sequence of real numbers (a,,)°_;. Let by > 0,
= Babp_1+ (1 — B2)a2, co =0, and ¢, = Bicn—1 + (1 — B1)ay. Then, we have

T 2 _ 2
> =g (&) )

- 7)1 B

Proof. This is a lemma commonly adopted in the literature of the convergence of Adam |Défossez
et al.[(2022); Wang et al.|(2023a). We invite interesting readers to see (Lemma A.2,|Défossez et al.
(2022)) for the proof. L]
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Lemma 4. If 52 > 31, then we have

[l ~ 1 1

4(1 — — .
(\/VT) ) <52—; A 1 - 62 (\/ﬁ2V31 \/175>>
Proof. To begin with, we have
t

[l _ By ||gs|| (1- 1 llgsll
\/> Z 61); 4/[33@—3) 4 Vgl

S

Here in the last inequality we use v; > Bé‘sus.

By further applying Cauchy-Schwartz inequality, we obtain

HQ t t s

mal? Bl

N 51/3(155)\/7 sl 3(t5)

t

(1- )2 B lg. | )

_ B -

1 G /S(t )f
B gsll?

<a-py [ Alel” )

IN

@

3
L

As lgsl” 2|lgs|I? 2

1 1 :
f \/7\/52119 1 \/’Ts+\/ﬁ2us 1) TR (\/ﬁzus—l B ﬁ)’the proof is completed. [

Lemma 5. Under the same set of assumptions in Theorem[[1} if B2 > [31, then we have

Ime PG _ Ly/Bllgs PGP =B I v
viy/Bavi—1 (=) ; Vs/Pals—1 s 1= L2 Z ! \/521/5 1 \ﬁ .

Proof. Similar to the proof of Lemma[d] we have

s

_medl” B "llgsl®
V Bavi—1vy 82 S Byv s
Meanwhile, according to Assumption [T} we have

1G? <Gl + 211G lll|Ge = Grall + |Gy — G|
<G| + 2||thl||(L0 + L1 G- 1||)||wt+1 —wy|| + 2(L§ + L3 Gi—1 [|*) |[wisr — we?
3B \8/»3»
+2(L§ + L3 Gia|P) | wigr — wt”
1 - B —VBi L§ L1 - /B
3B 2 12 3YB
1— YBiLE 1- B

2 L2+ 3% HGt—1”2
2

L
IGe—1l* + (1~ JE)f%-

<4(1 = p) ey

<[Ge—1]? + ||Gt 1f? + % |wip1 — wil|* + 201 |G || wisr — wi|

(%)
<G |? + |Gi—1]” + |Ge—1]?

+

<3 73
Here inequality (%) is because ||wy1 — wy|| < = */Fl (According to Lemma 1 and the choice of 7

a- ﬂl)vl B1

3560711 and to prove the conclusion, we need to

and 5 in Theorem we have w1 —wy| <
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show that 1= 8ﬁ>(1 ﬂ215)6v015 Since (1—+/51)(1+/B1)(1+ v/B1)(1+ /B1) = (1— 1), and

(1+ B0+ /B)(1+ I/Br) <2 x 2 x 2 <8, it follows that 1=¥F1 > 128 > Q-BVI-F,

25601
Thus, the claim is proven).

Recursively applying the above inequality, we obtain that

IG:* <

1 1\ L?
Jo . +< VB ) %

which by Eq. (1)) further gives

PG gy Z P RIEA
V Bavi_1v; = s 3(f s, /Bt
<a(1- ) 1 lgs PGS zt: 1 llgsl? 12
<4(1 -5
——1 Vs/Bavs—1 Vsy/BaVs—1 Lo
toy ﬁ§78”98”2HG5”2 1—5 L2 1
<4(1-f) 8 (DB
s; Vs/Bavs—1 1— 6, L3 ; 52'/5 1 Vs

Here the last inequality is based on the similar reasoning of Lemma 5
The proof is completed. ]
B PROOFS FOR DETERMINISTIC ALGORITHMS

B.1 PROOF FOR DETERMINISTIC ADAM

We will first provide the formal statement of Theorem EL and then show the corresponding proof.
Theorem 6 (Theorem restated). LetAssumptionhold. Then, ¥ B1, B2 satisfying 0 < 2 < By < 1,

T 5 V6L Lol ) — 1)/ . piking 1 = YTV
T A 7 —
7 IV s < 6 2 ( o) =7 )) |
=1 (1—Ba)(1— ) ( \/F)

Proof. To begin with, according to Lemma [I]and restriction on the value of 7', we obtain that

1
Vte N&t > 1, — < —.
> 1, lwepr —wi]| < AL,

This is because by Lemma 1, |w;1 —wi| < (1 —B1)/(v/1 — B2y/1 — 3?2/B2), and by substituting
the definition of 7, we know |wy11 —wy| < \/ f(wo) — f*/(v/1 — B2n/T Ly). Finally, by substituting

the requirement for 7', we confirm the conclusion holds.
Therefore, the descent lemma can then be applied and thus V¢ € N&t > 1,

my o Lo+ Li||Gel| ||
< _
f(wt—i-l) = f(wt) 77<Gt7 Mt \/7t> +n 9 (/\+ \/702

First Order Second Order

3In the theorem below and other theorems in this paper afterward, without loss of generality, we analyze the
norm version of Adam, i.e., Adam with scalar adaptive learning rate, for a more readable proof. The extension to
the coordinate-wise Adam can be easily done, as evidenced by literature such as|Xing et al.|(2021)); [Faw et al.
(20225 12023); [Wang et al.| (2023b))

15



Under review as a conference paper at ICLR 2025

To begin with, as for the First Order” term, acording to m; = S1m;_1 + (1 — $1)G; we have that
my 1 51
G 'N L — = - ) + )
”< tA+\/17t> ”1—61< tA+¢:7t> < “A+f>

O 1 ml 5 m,
ST ATy U= vE T AT v AT v

) . 1 m? n B ||mt||2 B |1 ||?
- 1_51/\4‘\/”7 (1*51)\ﬁ /\+\F (1*51)\/572 A VP
1- F (|| B1 ||mt||2 b1 [ ||?

77 1—ﬁ1 )\+\/7 2(1—B1)V,@2 )\+\/7 (1—[’31)\4/B2n)\+\/1/t,1.
where inequality () is due to that \/z; > /21,1 and inequality (x) is due to Young’s inequality.

Meanwhile, as for the ”Second Order” term, we have

o Lo+ Li[|Ge|| [l (;)LOQ (1-p1)? n Lip®  |m|?
2 DV T a-g)a- g VIS RATVE

— p
Oy Q=B 017 |l

< 5 .
I-p)a-F) 21-A Aty
Here inequality (e) is due to Lemmall|and
> (1- B)lIGe?,
and inequality (o) is due to the requirement over 7.

Applying the estimations of both the “First Order” and the ”Second Order” terms, we obtain that

1— fo 2 2 2
_ _on 3/17 ([ | B ([ | B [y
floen) = fwe) < = o A Ve 20 B0V At v T 20 BV A v
(1-p51)°
+ Lon? ———— .
T a-ma-g)
Summing the above inequality over ¢t € {1,--- , T} then gives
Zg ~ i lml?
2 1-0 AV
A [mr|” o (1-p1)?
< — TLyny ———————
<f(w1) — f(wry1) - 20 = BV >\+F+ 07 Y _%) )
<F(wy) ~ f(wrsn) + TLofp— =
(1-B)(1— 5
Furthermore, as (1 — 51)Gy = m; — fym,—_1, we have that
2 1 2 1 2
G Smﬂmtﬂ +m\|mt—1” :

Applying the above inequality and A = 0 to Eq. (2), we obtain that

T
n{, M o lGd? w) — f(w o (1-p1)?
525 (1) (- o < st~ stwor) + T Fo

Meanwhile, we have

B = (1 =B)G* < (1-B) 1G:|?
- f—i— \/ Bavi_1 N
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Therefore, applying the above inequality and dividing both sides by 7, we have

1 ( B > — f(wri1) (1-p1)?
1= (1= p1) =/ Bavi1) +TLon————"%5"
4\ VB ; " (1-F2)(1 -5
which by telescoping further leads to

L/ B 3 B f(wy) — f(wryq) (1-p51)°
4(1 f) (1—51) ;1 B2)Vve < ; +TL0n(l_ﬁ2)( _%z).

According to Cauchy-Schwartz’s inequality, we then obtain

(i ||Gt||>2 < (i \/17> (i Gﬁ|>

1 A(f (w1) — f(wria)) (1—p1)
P02 \n (1= ) (1= 80) (-5 (1-45) -5
2
1 A(f(w1) — f(wr1)) (1-51)
= + 4T Lon
L= \n(1-45) -5 (-8 (1-45) -5
The proof is completed by applying the value of 7. [

B.2 PROOF FOR GDM

This section collects the proof of Theorem 2] To begin with, given problem hyperparameters A, €,
Ly, and L;. We first construct three 1D functions as follows:

LOele—l . i
L% 7‘r L17OO )
Lo.’L‘2 LQ 1 1
= — -, = 3
h@) =075+ welpg] &)
Loe_Llw_l c 1
2 , T 0, |
(y—1) ;Y € [1,00)
e
f2(y) = 53/2 Y € [_13 1]a (4)
3
y+1)+5 ,y€(—o0,—1]
3 Lo 1
1)+ = 4 = -
le-Dtgrtop  2elpeo)
€L1 2 LO 1
2 z TL% S [Oa fl]’
MO\ 1o et .
2 2I? ’ L0
Loe b+t (L
L% 2 00, |

It is easy to verify that these functions satisfy (Lg, L1)-smooth condition as long as ¢ < Ly. We
then respectively the convergence of GDM over these three examples with different learning rate and
momentum coefficient.
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L2
1+log($+ 7L A1)
Lemma 6 (Convergence over f). Assume A > %(e —3).e<1,andletz, = %
1

2
(5+8log 1)(1+log(3+7L A1)

T
L%(AH‘E%)

Then, we have fi(x1) — ff = Ay, and if n > and B < 1 —

2 \ —4log -2
2 (he) (A + QLTO%)"“O@; 572, we have that GDM satisfies that V't € [1,00), | f](z¢)| >

Lo
LA

Proof. We prove this lemma by proving that Vk > 1, |zk41] > (4 + 8log 1)|xy| and Sign(zj41) =
(—1)**+1 by induction. When k = 1, according to the update rule of GDM, we have

zy = 21 — nfi(z1).

L2
(5+8log L) (1+log(2+ 7L A1) 5+8log L
Asn > TR0 Bl T e have
At filz1)
1

1
xe < —(44 8log g)xl,

which leads to the claim.

Now assuming that the claim has been proved for k < ¢ — 1 (¢ > 2). Then, for k = ¢, with induction
hypothesis we have

t—1
Ti41 = Ty — My = Ty — 1) <5tf{($1) +(1-8) Zﬁt_sf{(xs) +01- 5)f{($t)> :

s=1

Without the loss of generality, we assume ¢ is even. By the induction hypothesis, we obtain that
fi(x¢) < O0and f{(x4—1) <0, and

(iG] < [fiz2)] < - < [fi(wea)].

Therefore, we have
Ty >xe — 0 (Bf1(@e—1) + (1= B) fi(x4))

L ~ o
R

L _ L
2 — 120 (@e (1ﬂ>eLm1>.
1

Furthermore, according to the definition of z1, we have

Lizy

—Ly(4log L +2 :
1— > 2e fldlogcH2)a1 > 9075

which leads to

0 _Liee_ (5+8log )wy _zya (54 8log L)z 1
Tt41 Z Tt + flﬂe 12 t-1 Z Tt + TIIES 12 ‘ Z Tt + TZIEELIIt(zJFMOg 5).
Lz
Then, as £ ; is monotonously increasing for x € [L%, o0), and 21 > L%, we have
548 log 1 I 1 1 1
Tpp1 > T+ (eL—ﬂls)ele‘(Hmog ) >z — (54 8log g)xt > —(4+8log g)wt-
The proof is completed. O

Lemma 7 (Convergence over f5). Assume that Ay > § + f—; and let y £ 21 + &, Then, ifn <

g

5481og 1)(1+log(A+ LA, ~
s OgLEQ)EA+igL(§+L° )), we have that GDM satisfies that |V fo(y:)|| > € if T < O(
1(Ay

2
2L7

L?A?-FLoAl)
€2 :
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Proof. We have that m; = ¢ before y; enters the region (—oo, 1]. As the movement of each step
before y; enters the region (—oo, 1] is ¢ and the total length to enter (—oo, 1] is y1 — 1, the proof is

completed. O
Lemma 8 (Convergence over f3). Assume Ay > L2€ + 4e + 2L2, L1 > 1 ¢ < % and let
1+1 %+L—§A 5+81 1+1 + A
z1 = —%' Then, we have f3(z1) — f§ = Ay, and ifn > ( Ogm)ga e -
1+2L2)
L3\ “Hlosz—2 Lo \—dlog L—2 .
and B > 1—2 (L—ée) (Ay + 57%) 798 =77, we have that GDM satisfies that Vt &
1

[1,0(581)),

3(ve)] > e

1
Proof. To begin with, according to the definition of z;, we have n > _%)755)@ and1— (3 >

2el1(4log 2+2)z1 > 3. Also. as Ay > L2 ¢(e—3), wehave z; < — L%,and thus

Ly _ _ Ly
4 =_Lehin-lc_ 1. (A — | < —4.
f3(z1) Lle < 1 1+ 2L% <

We will first prove the following claim by induction: for k € [2, Lﬁj], we have z, > 1, and

Ly
L < /3""15-5(21).
As for k = 2, we have
1
29 =21 — nfi(z1) > (4+810g )

According to A > (e — 1), wehave z; < —

5 and thus z9 > LT' Since mo = Bf'(z1) + (1 —

f,
Ble < %, the clalm is proved for k& = 2.

Now assuming that we have prove the claim for £ < ¢t — 1. According to the induction hypothesis,
we have

fi(z2) = = fi(2e-1) = ¢
and thus

B fi(z1) < B fi(z1)
2 - 2 '

()
my = B (z) + (1= B e < B FL(2) —

Here inequality (x) is due to ﬂLl 7l > 1 jasf3> > . Therefore, as z; = z;_1 — nMmy > 241 > %’
we prove the claim.

It should be noticed that V¢ € [1, Lﬁj], If5(2¢)| > e. Furthermore, according to the claim,
Z| )41 Can now be bounded as

Ll ﬁJ Ll ﬂj

B L= fila)
= — - o1 1 E B 5
ZI.1 J+1 =21 n ; mt_ 5+81 1f3 =" Z 2 _5+810g%f3(’21) n(l_ﬁ) 2

11 g / 2\ 4log 242 4log 142
Zi_n e f3(21) Zi_n 1_1 f5(21) ie A+ Lo
L1 (1—ﬁ) 4 L1 e 8 Lo 2L2

> 1 QL%A% +LOA1

=L, 16 g2
n Liag [2A2
As fi(z) = e forall z > L%, the iterates needs additional *° 77;2 = 116 L1 steps to make
f4(z) < e. The proof is completed. O

Lemma. Let fi, fo, f3: R — R satisfies (Lo, L1)-smooth condition. Then fi(x) + fa(y) + f3(2)
satisfies (Lo, L1)-smooth condition.
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Proof. If we consider a point (z1, y1, 21) within a ball centered at (x4, y2, 22) with radius 1/L, it
follows that x; is within a ball centered at x5 with the same radius. Thus, we have:

IV fi(z1) = Vfi(z2)| < (Lo + L1V fi(x1)|)|z1 — 22| < (Lo + Li|V f(x1,y1, 21)|) w1 — 22|

The last inequality holds because V f(x1) is one coordinate of V f(x1,y1, 21). Similarly, we can
derive:

IV fa(y1) — Vialye)| < (Lo + L1V (21,91, 210))y1 — 2l

IV fs(21) = Vfa(2z2)| < (Lo + L1|V (21,91, 21)])]21 — 22|

Taking the squared sum of these inequalities confirms that f is indeed (Lg, L1)-smooth. O
Theorem 7 (Theorem restated). Assume that Ay > 4%6 + 16e + 4%, L1 >1ande <1, then
1

there exists objective function f satisfying (Lo, L1)-smooth condition and f(wy) — f* = Ay, such
that for any learning rate ) > 0 and 3 € [0, 1], the minimum step T of GDM to achieve final error &

satisfies
~ (L2A2 + LoAy

Proof. Construct the objective function as f(z,y, z,u) = fi(x) + f2(y) + f3(2). Then, let 1, y1,
z1 be chosen as f1(z1) — fi = fo(y1) — f3 = f3(21) — f3 = &% and z; < 0. According to Lemma
@], f satisfies (Lg, L1)-smooth condition. Then, for each learning rate and momentum coefficient,
they will always be covered by one of the above lemmas, and applying the corresponding lemma
gives the desired result.

The proof is completed. O

B.3 PROOF FOR DETERMINISTIC ADAGRAD

To begin with, we recall the following result from [Wang et al.[ (2023b)):

Proposition 2. For every learning rate n > @(L%) and Ay, there exist a lower-bounded objective
function g, obeying Assumptionand a corresponding initialization point wo with g1 (w1)—g7 = Ay,
such that AdaGrad with learning rate 1) and initialized at w diverges over g.

We then define go as the f in the proof of Theorem[2] i.e.,

E(y_l)—’_g ,yG[Loo),
92(y) = %y2 Y € [_17 1]7 (6)

g
_E(y+1)+§ ,yE(—oo,—l].

We then have the following lemma characterizing the convergence of AdaGrad over gs.
Lemma 10 (Convergence over gs). Assume that Ay > & + i—; and let yl2 éQ 21+ 1 Then, if
n < @(L%) we have that AdaGrad satisfies that |V g2 (y.)|| > e if T < (:)(Lla—fl)

Proof. We have that g; = ¢ before y; enters the region (—oo, 1]. Therefore, the sum of movement of
each step before y; enters the region (—oo, 1] is

WZT = n0(V1).

Solving O (/1) = % +1 —1lgivest = Lid

2

, and the proof is completed. O
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We then have the following lower bound for deterministic AdaGrad.

Theorem 8. Assume that Ay > 5 + f—; Then, there exists objective function f satisfying (Lo, L1)-

smooth condition and f(w1) — f* = Ay, such that for any learning rate ) > 0 and /3 € [0, 1], the
minimum step T' of AdaGrad to achieve final error € satisfies

LiAT

T=0=;

).

Proof. The proof is completed by letting f(x,y) = g1(x) 4+ g2(y) following the same routine as
Theorem [71 O

C PROOF FOR STOCHASTIC ALGORITHMS

C.1 PROOF FOR ADAM

To begin with, we restate the theorem as follows:

Theorem 9 (Theorem [3] restated). Let Assumptions[Ijand 2| hold. Then, V31 > 0 and X\ = 0, if
. \ flw)—f*
e < POly(f(wl)*f1*~,L0-,Ll,0'0,0'1)’ with n = m and momentum hyperparameter 35 =
2

1 — 772 1024073 (L1+Lo)(1—B1) , we have if T > © ((L0+L1)Ugai(f(w1)—f*)>, then Algorithm |1

B3 8 €
1-21q-L
\/ 62( \/ﬁ2)

satisfies

1 T
?E; IV f(w)] < e.

B1

t— W—1
Proof. Let the approximate iterative sequence be defined as u;, £ — VP2 and the surro-

1—}
B2
gate second-order momentum be defined as o; = fovy 1 + (1 — B2)02. Then, as \/171% —
B2 81
1—%(1-\/37)
03457 (LT L) (1-pn) > Ve have
- 8
SR RIS SuC
VE ~VEVI-By1- 4 ]
and
! > 1 1-051 1
[t —wil| = ——F—llwir —wi| <7 < —
_ B — 5 ; 7
LTV L= JEvi—my1-2

Therefore, if choosing w! = w,, w? = Uy41, and w3 =y in Lemma we see the conditions of
Lemma 2]is satisfied, which after taking expectation gives

1
Bt f(win) < fue) + BTV f (we), wen = we) + 5 (Lo + Lall V() DETE (Juegr = well + llue — wil])l|weps = uel]-

We call (V f(w;), ws41 — ;) the first-order term and 3 (Lo + Ly ||V f (wy)|]) (||we1 — we | 4 [|wg —
wi||)||urr1 — ui| the second-order term, as they respectively correspond to the first-order and
second-order Taylor’s expansion. We then respectively bound these two terms as follows.
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Analysis for the first-order term. Before we start, denote ; = Bov; 1 + (1 — B2)os

“ S el 1wy —wiq
41— U = -
1— B1 /62 1— B1

VB2 VB2
n 1 4By 1
- —F=ny 1 myq
1- 2= v 1— 2= /Bavia
n 1 n 1 7 < 1 1 )
=- ——myt+ B —=my 1 - | = ——= | T
_ B B _ B
1— 2=V 1- 2=V -2\ Vi
n 1 1
+51 my_q
—f@(\//@zlltl \ﬁ>
1-81 1 n (1 > n 1
=-1n —g: — mf+51 = | My—1.
1—\%\/12 1_\51*2 Ve Vi \/52'/15 1 \/1715

According to the above decomposition, we have the first-order term can also be decomposed into

(= (G )]

EVt (Vf(we), wir1 — ut)]

e lCEr T e
= ty, —N—F—=—gt +E
\/E \/;t

LE [<Gt,ﬁ1 n (ﬂ;ﬁ \F) m. 1> %
As EIFt [<Gt, —n—lﬁgtﬂ ”GL” , we have
57 ()| < 16
]E t G , —N—F—=—=g S — —.
732 ' ant ! VUV

We then respectively bound the rest of the two terms in Eq. (7). To begin with,

(a2 () m)
L)

n__glF (1= B2)(08 +llge]l*)
<=t fie (V=22 o

VB2

E/7t

—R/7t

it 160 (L] e o (e ]
3

The first term in the right-hand-side of Eq. (8] can be bounded as
1- 2 ) 1— A= lla 12
]El]'_t |:HGt|| ( ( ﬁ2)”gt” )) Hth:| < ( 77( Bl))B]E]'_t |:||Gt|| ( ﬁQHQtH ):|

1- 7= N AT VN 1- 2 NANZERGD)

(

o

IN

) n(1—p) \GtH EIZ | gi|2, [EIF lgell* & 77(1—51)\/1—52 HGtH 02| G|, [EIF —I llg:|I?
(\/1_7) 5, V llgell (on + Vo) (1 ) op + of[|G:]l NESoAL
\/E
n

(- BWVI=BIG, s gl
i A +1|G|>\/Ef(ﬁ+\/,7t)2,

IN

(1*m
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where inequality (x) uses Lemma inequality (o) is due to Holder’s in-

equality, and inequality (e) is due to Assumption Applying  mean-
. . . n(0-BOVI=Br |7 Gl 17 g
value inequality  respectively  to ( T ) E NoAd E Tortvo? and
VB2
1 Vi—Bs G’t 2 .
”<( f_l) LBl | H |Gl ]E‘ft% and due to B; < [, we obtain that the
Vi
right-hand-side of the above inequality can be bounded by
1 1-p Gi|?  4nv/1 = Bao 2
E"1 ,811 MUOH ,;tH Ui 200 & ( V|g+t|\/7)2
— ﬁ t (1 _ %) \/7 t
1 1- G|)? 1—B2)(1— Gi|)? 2
+ =y gll I t~|| +4Tl( ﬁ2)(ﬁl 2/81)0%” t~H EIF: llg:ll —
2 2 2 2 2
|G| +4nﬁﬁzoo mld? L IGH? o (L= Bs) LG i gl

=" U, S e G R (e
©

Here the inequality is due to oy = (1 — 32)02 + Bavy—1 > (1 — B2)os. Meanwhile, we have

( — ) Gl
N7
_IGHP(( = B2)?0f + Ba(1 = Bo)llgell?) - |Ge|*B2(1 = B2)lge
\/5217t\/17t+1 \/ﬁ217t + \/l7t+1) B \/ﬁQgt\/’jtJrl(\/ﬂZﬂt + \/5t+1)
SLIGHP( = Ba)llgell?
=1 NOANZE RN

where in the last inequality, we use /82 > % Applying the above inequality back to Eq. @), we
obtain that

e ]

”GtH2 VT = 3200 17, lgell? 64 oom [ 1 1 )
< + t +1) oIE )G
TN (1-%) v =80 VB Vo)
(10)

Furthermore, due to Assumption we have (we define Gy £ G1)

[Gei1|? SIG® +2[Gell|Gerr — Gill + |Geir — Ge)?
<IIGll* + 2(Lo + L1 |G Gellllwisr — wel| +2(L3 + L[| Gel*)|wisr — wil|,

V ﬁé(l_%)z

102407 (L1 +Lo)(1—F1) further leads to

which by \/171 = =

1

V ﬁ25t+1

1
> ([Ge41]* = 2(Lo + L1 G DGl [wesr — wel| = 2(LG + LY Gel*) [ wesr — wil|)

N V B2§t+1

1 s 2Lo(1-51) 2 3(1-B1) ]G
> — - == - -z .
_< el T T T

[rely
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Applying the above inequality back to Eq. (I0) leads to that

nfécEFt [|Gt (\/Ft\/(?t(\/ﬂ%)ﬁ \/197)> IImtII}

1
<§nHGtH2+477\/1_5200 | F: ||9t||2 +n 64 J%Em ||GtH2 B ||Gt+1||2
T8 Vi (1-p)? Vi (1—p1) V B2y VVit1
L
+ 220EV |l — wy || (11)
a0

As for the second term in the right-hand-side of Eq. , we have

n | F [ (1 - B2)ag
EIF ||Gt||( ~ —- | [[m|
1- fﬁ% VPNV + V)
<87 16 (L2l fml|
2 2
S;nnaiu /By, [ (Il
87 Vin (1—51) Vi

In the last inequality we use again 3 > (1. With Inequalities and (I2), we conclude that the
first-order term can be bounded by

(12)

1 |G | 4nvT = Baoq llge||? 64 1G> [|Gisa?
EF [(Vf(wy), w1 —wy)] < — —pE—a + EV oIE —
Vet =l < = e T ) v T B i
/ 2
+2@E|ft||wt+1 - wt||2 i /6200]]"3‘;’ [('mt” )} .
o (1—751)2 vy
(13)

Analysis for the second-order term. To recall, the second order term is %(LO +
L1V f(w)|)(Juer1r — we| + |ue — we])||wes1 — we|. Before we start, we have the follow-
ing expansion for u;4; — uy: (here the operations are all coordinate-wisely)

Wiyl — Wy — \/Bé—z(wt —wi-1)
Uiyl — U = 1 81
VB2
_—n'f—Jrzmm%, L e np T — b Tt e e
o _ _ A
-7 -5
77(1 B1)ge +nﬂ1(17/82)‘|gt”2 me—1
B Ve VB2 VPP (VP Bavi—1) (14)
- _ B
-7
Then firstly, we have
SLo(lwes — well + e = wilDllwers = wel
<1l (num Sl = w4 Gl — el
nd \/@m 4 nB10=F>)llar|? mi_1 B 2 2
:%Lo Vi 51\/"1,7—1\/"7(\/”7%/132'4—0 +% 1 \/%1 (we — we_1) +% PR 1,31 (Wet1 — we)
T Vs T VB2 T VB2

) 2

n 1 ( 1 ) H my

2| 1- B N
VB2

)

2)

B1 2
\/@ My —1
1— J% Ny

2 me—1
VVt—1
/32

< Lon® 1-75 B1(1l = B1) ’
-2 1_1371
VB2 (VB2 = Bu)y[1—
©Low® [, 1=h A0 =B H g¢
- 2 1- B A N
T B2

VB2 (VB2 — B1)
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Secondly, we have

1
§L1||Vf(wt)H(Hut+1 —wi| + e — we]) w1 — we|

H RS NG 52|\g,|\2 lme—s ]
1 B2 VVi— \/W(\/W+ Bavi_1)
S§L1”Vf(wzt)H(2||Ut+1 —wi| + (w1 — we) - VB
\/Fz \ﬁ
1 H A=fu)a: H pBr0=51) llg:|
LTV @l — il + s — wl) e
\/5—2 (1— B1 )4/1— 2L
VB2 B2
Ly 1-5 Bi(l = i) gl
U e T 5 IV (wo)[|2llwers — wel| + [ — wega]]) \/:7
VB (VB2 = Pi)y/1- 5 !
oL (1=f _ H@-F) HgtH
=5\ - & E Gl ||ut+1 —wll + 25 W
VB2 (\/52 = B)y/1- 3 i
where inequality (x) is due to that ”":j*‘” < 1-8 , ”g;” < l , and equation (o) is
VUi—1 — Fg\/l—— e V1=B2
81
due to u; — w; = 1@ (w; — wy_1) and wpyq — wy = j(wt+1 — aw;). As for the term
VB2 VB2
Ll llgell
|Gl T v We first add additional denominator for it. Specifically, we have
e el llgell _ [IGellmellllge]l | IGelllmellllgell (1 — B2)ap
VUi VP v+ (1= Ba)od (Ve + (1= Ba)od )1y
||Gt||\|mt||\|gt\| |G lllmee]|oo
Tut(1-B)of v+ (1 Bo) Uof
GHlmadllgell | 1 [1G:lPo0 L s
Vt—|—(1—ﬂ2)0'0 2Ut+(1 —62)0’3 2 vy
< Gl |lg: | 1 IG|” 1 fmd?

S (=B IR e (B 2 v

We analyze the first term in the right-hand-side of above inequality more carefully. Specifically, this
term with expectation can be bounded as

giF 1Gellmelligel
v+ (1 - B2)og

|Gelll[rmee]ll gt
\/Vt+(1_62 U%\/ﬂzw 1+ (1= Ba)od

|G|l [ ||?
< \/llg 124 [ EIF

SE‘]::

\/le/t 1+(1-5 v+ (1 — fBa)od
(%) P 2
< HGtH O‘%HG ”2 +G' E‘}—t ||th
\/ﬁzl/t 1+(1-5 + (1= B2)o}
|G ([ |
< o1 ||Gy|| + o ElF — "2l
\/ﬂQVt—1+(1—52)0(2)( Gl + 20) vi+ (1 - pa)og
< 1-p |G:|? n 1 G+ 90 |7 |||
\/1—52\/1— = \/ﬂQVt 1+ 1_ﬁ2) 2\/1 _62 \/ﬂQllt_l +(1—ﬁ2)08 2 Ijt—|—(1—ﬁ2)gg7

where Eq. (%) is due to Holder’s inequality.
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Meanwhile, due to Eq. || we have that the term |Gy |||| w41 — ue H ”gt can be be bounded as

ol (1o BO-s) g led el
VT T\I- s WE-s L) Vv

Then, following the similar reasoning above, we have |G¢||||wi+1 — we || ”g’ ” can be bounded as

|G|l w1 — we|

m

EIFt Gy lgell [lgel

N{IZRViZ)
G,||? 1 G,||? 2
< o1 || t” n + H t|| 2 +U()Em ||gt|| .
VI=Bs  \/Bovio1 + (1= B2)og 21— P2 \/Bovi—1 + (1 — B2)o vi + (1= B2)og
2 2
I G 1, sl
2\/1—,32\/1/t+ (1—pB2)od 2 vy

Putting all the estimations together, we have that the second-order term can be bounded by

EI 2(Lo + L[|V f(wo) ) (e — wel| + [[ur — wel]) ][ w11 — we]

Lyn? 11— n Bi(1— 1) ( 2 |G|? LOES ||Qt||2>
1—\5%2 1—\5% (ﬁ—51)\/1—% V1I=032\/Bovy_1 + (1 — Ba)o? 2 vy

2

B 2
Lo’ 1-5 Bi(l—pB1) 17 || 9 ? N my_;
+ 2 2 1 B + 32 E U + B1 U
TV (B —Bi)y1- 3 VT VB2 vl

a1 Ly (2 |Gl 00 17l
T \TVEE ) \ VTR Ve r - 2w

2 2 2 2
gt 1 my_1
+2Lgn* [ 2( 1+ 7ol == +< >
o’ ( V1— ﬁl) NS 1-5 VVi—1
el Lin*oo 7 gl 2 1 £ g | < 1 )2 my_y |
<— — +4 SEF +2Lon? | 8 EMV: + .
=8 B, (1-5,)2 vt T8 N 1—p VVi—1
(15)

. . . . . . n
Here in the second inequality we use 52 > f7, and in the last inequality we use T

2
\/ _%(1—\/5)2

102403 (L1+Lo)(1—B1) "

Applying the estimations of the first-order term (Eq. (T3)) and the second-order term (Eq. (I3))) back
into the descent lemma, we derive that

||Gt||2 +477v — B200 \]—'tHgtH 64 ofIE‘ff G _ |G ?
)

EV f(wig1) <f(ue) — +n

8" Vo (1-p1)° vy (1-5A N
Ly 8nv1 — P20 [m ||
27E|]:f _ 2 E‘.Ff
+2 [wer — we” + AL o
patamtoo g llod® oy o (g 1Wa%2+(1>2W42
(1—5)2 vy 1-5 Ve 1—-5 Vi1 '
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Taking expectation to the above inequality and summing it over ¢ € [1, T then gives

1 & HGtH . 64 L |IGi|? 64 ( 1 )T [tellk
— —1 E
D e R A (e n L (R N W il D .

4ny/1 — Baog Linog 16Lo77 llgl®
- +4 E—=——
< (1-p51)° (1—pB1)3 1—/31>Z

2

Lo 5  89WT1=PBaoo | 2L’ )T my
+(00” Y aoar Taoar) 2l

. 1 1—
Since B2 > 5 and 1 — B2 < ﬁ, we have

64 HGtH2 HGtH2
T g0 < —1>ZE 75 716 ZE .

t

By further applying Lemma[3|and 3 > /31, we obtain

T
1 |Ge|”
il oLt |
1617; N2
64 Gi|?
Sf(ul) _f* +n 2 || 1”

=580 /Boin

+ 1—162 <36’(7I/i;?"° +4(1L1_”;‘17;’§ + 21450; +8L ) (Elnvr — Tln By)
64 LG’

(1-61) ' /Bt

Lo (147456172(L0 +L)otoy |, Litoo | 24Loi
1— B (1—ﬁ1)% (1-8)2 1-5

(16)

<f(wi)—f"+n

+ SLO 2) (Elnvy —Tngs).

a7

—5 La- A=)
102402 (L1+Lo)(1—B1)"

Here last inequality we apply \/171 5 =

Below we transfer the above bound to the bound of Zthl |G| by two rounds of divide-and-conquer.
In the first round, we will bound E In vr. To start with, we have that

M]l > Tif]EmHgtH:l -
NoA IGell23 = NoA IGell= 38
507 B gl
\/»3214 1+ (1= B2)0d
>LE|E BQT tHQtH2

= Ja
2072 Vrr+ (1- B2 Lyig>2

where the last inequality is due to that

1G> 22

2(t—T)

Bovi—1 + (1= Bo)od < B Tvr + (1= Br)od < (vr + (1 — B2)od)Bs (18)
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Furthermore, we have

o2 + B3 vo T T—t 2
0T 178, g P2 lgl

+ E 1 70
I1Gell< 5=
Jvr + (1= Ba)o?2 =1 yJur+(1—B2)e2 01

2, Bvg T T—. 2
B o + 45 . 57 "lg:|

< +
\/uoﬂzT + 2T, B N9 1?1 g, e oo + (1 Ba)od  i=T \/uoﬁg + 2T, B2 llg. 121 g, < 20 + (1 B2)od
a1 o1

1 0
Iyl < 20

1 z T—s 1
_%EJ voBE + > 83 I\gstnHGSMg1l + (1= pa)of < - a \/m 19

s=1

Conclusively, we obtain

E\/ vr + (1 — ﬂQ)O%

T
of + 2 a BT |g,|)?

== f) — +) E Lig,<2
v+ (1—p)og = vr+ (1— Ba)o? Gl <20
T
+

T—
el
G =2

D B
=1 VT + (]. — BQ)UO
<\/5TV0+20'2+2(17ﬂ2)0%EiM1 G, > 20
= 2 0 po NoA IGelI=35%
< ﬂTllo —|—2O’2 +2(1 —ﬁg)G%EXT: ||GfH2
S/ P2 0 =

=1 VvV

e T ||G:|)? . .
Substituting B, o7 according to Eq. (17), we obtain that

E\/I/T + (1 — 52)0'8

2(1— B2)o? <= |G
<\/BTvy + 202 + — LR -
\/ B 3 ; Z =

2(1 — 2 64 G2
<y + 20+ 2RI ) — gy o L

(1- ﬂl)gl vV Bavy

1 <147456n2(L0+L1)a%ao » Loy 24Lgn? Lo

+ +8
1—f2

=Zn? ) (Elnvr — Tln
(1_ﬁ1)g (1—ﬂ1)% 1751 0077>< T ﬂ2>>

1
S ﬁgu()+20(2)+0'()+ZE1HVT

1
<\/BFvy+ 202 + 00 + §E\/VT + (1= Ba)dd.

where the third inequality is due to

1

o 36+ 2048% (Lo + L1)%01 (f (w1) — f7) L 768 2048°(f (w1) — f*)of BLI(f (w1) — £*)? + 4Lo(f(w1) — f7))

T>

(1= pB1)503 (1 - p1)*og
242 « 147456(L0 + Ll)O'klg(f(’wl) — f*)O'g 1282(L0 + L1>(f(w1) — f*>0“11
+ + 5
(1—p2)° o
N 242 % 147456 * 20482 (Lo + L1)301%(f(wy) — £*)3 N 1282 % 20482 (Lo + L1)3(f(wy) — f*)30'?
(1 =B o5(1 = B1)" ’

and the last inequality is due to Inz < . Solving the above inequality with respect to
Ev/vr + (1 — B2)0? and applying vy = o then gives

Eyvr <E\/vr + (1 — B2)03 <600. (20)
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Therefore, Eq. (T7) can be rewritten as
T
1 Gi|)?
13 glG
167~ Vi,

64 |G11?
<fwy) = f*+n o —
o AR/
2 2
N 1 147456m*(Lo +5L1)0100 4 Linoy . 24 Lon? +8L (210600 — T'ln ).
1—f (1—p1)2 (1—61) 1—-p

2

We then execute the second round of divide-and-conquer. To begin with, we have that

T T
||Gt||2 ] [IIGH?}
E 1 <Y E[=4) 22

On the other hand, we have that

1— 2
IG? 3G+ 33 il s e
W Ga=2d == /5, HGd\ZZ? = NoA G 1> 20
2 4 1-8 24 1-8
e L e sl e > LB asllgel® + 5pod Gz
NoA G52 =5 T+ B, O

As a conclusion,

T 2 ,32 2
|G.|? 302H9t|\ 30 90
ZE[ 75, Nz | 2 QZE Lig >z

i— Vi1 + /ol

1—,82 AL Z]E (Voo = VB) g2z

1 ¢=1

Meanwhile, for convenience, we define {7, }£°, as vy = vo, ¥y = Baty—1 + (1 — B2)|ge|*1

o2 .

on

I\Gt\|<g
One can easily observe that ; < vy, and thus
T
v )1
z:: (\/ Vel — ﬂzl/t) ”Gt‘|<%
T
=>E (\/ﬁ%'/t—l + B2 (L = B2)llgell” + (1 = B2)o, \/ﬁ2 Bovi—1 + (1= fBa)o )) 1Gil<3
t=1 e
T
<> E (\/5%'71:—1 + B2(1 = B2)[|gell* + (1 = B2)o, \/ﬁ2 Botrp—1 + (1 — 52)%)) 1Gl<%
t=1 HSoz

-

E (\/ﬁ%ﬂtl + ﬂ2(1 - 52)Hgt‘|2]1\|Gf||<Z ( — ﬁg \/ﬂg Bgl/t 1 —|— (1 — 52)0'0)>

t=1

-

E(\/ﬁzvt+ L B2)od —\/Ba(Bamr 1+<1—B2>a0>)

t

ZE\/ﬁQIZs + (1= B2)og + (1 - \/7 E\/ﬁﬂ/t + (1 = B2)o, E\/ﬁz (Bato + (1 = B2)0p).
1

t=

Il
-
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All in all, summing the above two inequalities together, we obtain that

Ev/Dri1 + (1 — \/E)ZE\/Z— V/ Batn

> e (V- Vi)
E (VDr — /Babro 1) ILHG1H>J +ZE(\F V Bavr— 1)

0'1 Z]E|:
Since Vt > 1,
E\/ﬂQVt-F 1—5200<\/52EV:&+ 1—pa)o <\/00+V0<\[00,

combining with \/ﬁgul \/52 Bavg + (1 — P2)og) and Ey/Dp 11 = ]E\/ﬂgljt + (1= Ba)od >
E+/Baw; + (1 — Ba)o?, we obtain

HE/%H Il

2
o,

IGell<—%
1

:|+E\/5Vt+(1—52)0'0 ZE\/ﬁzw-i- 1—B2)o \/52 (Bato + (1 = B2)a3).

ZE ut< \/ﬂﬁ;ale[||\G/:7||]++ (1- ZE\/ﬂzut+ (1= B2)o8
3= pa)ot e SE [”\G/% ] V31— /B Tov.

Dividing both sides of the above equation by 1 — /5 then gives

ZE\/—< — B2)o? ZE[HGtH ]+(1_\/572)Z]E\/,625t+(1—/32)03

VB2 Vi
gma%ZE [”Gi” ] +V2Tay. (23)
—~ | Vo

By applying Eq. and the constraint of 7', we obtain that

ET:IE\E<\/§TJ +120j Fwy) — f*+1 64 2||G1||
e ST N TRV

1 147456n%(Lo + L1)o? Lin? 24 L

+ (Lot L)gioo |y Lo o’ +8—0 2) (2In60q — Tln B)
1— B2 (1-p1)2 (1-7p1)2 1-5

§4TO'0.

Combining the above inequality and Eq. and applying Cauchy’s inequality, we obtain that

(Ei ||Vf(wt>||>2 < (iﬁﬁ> @E {”GWHD
64 ,[IGi|?

(1- 51)01 V Bty

<4Toqy X % (f(’“’l)f*Jrﬁ

1 14745602 (Lo + L1)o? Lin? 24L L
+ (bt Liotos  y Tantoo  2ALon +8707 | (2In6oy — Tln )
1— 755 (1751)5 (1—B1)§ 1—51
_ A fw)—f : .
Byn = VLoTLy/Tous] and the constraint of 7', the proof is completed. O
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C.2 PROOF FOR SGDM

Theorem 10 (Informal). Fix Ly > 0, L1 > 0, and Ay > 0, there exists objective function f satisfying
(Lo, L1)-smooth condition and f(w1) — f* = Ay, and a noise oracle O(w, z) generating stochastic
gradient by g, = V f(w;) + O(wy, z,) and satisfying Assumption[2)(z, is i.i.d. sampled from some
underlying distribution), such that for any learning rate n > 0 and 3 € [0,1], for all T > 0,

min E[|V f(w,)[| = [V f(w1)[| = Li1As.
te[T]

Proof. Define the objective function f as f1 used in the the proof of Theorem 2] as

LoeLlIil c 1
—_— X —, 00
L% ) le ’
Lol'2 L() 1 1
= =0 = 24
fl(x) 9 +2L% ,I’E[ Ll’Ll]’ (24)
Loel1o=1 . 1
—_— x —00,—— | .
L3 ’ Ly

It is easy to verify that f; obeys Assumption Then, we set w; as the solution of f; (z) — QLT% = A,
1
thus f(wq) — f* = A, is satisfied. We then construct the noise oracle as Of(w, z) = z, where

1=

z~e V73/°° One can easily verify that Var(z) = o2 and Assumption [2|is meet.

Now, we prove the following claim: starting any point w; and with any previous momentum 12,1,
one step of SGDM
E[IV f (wis1)]l[w:] = oo

Specifically, we have one step of SGDM gives
w1 = wy — (1 = B)Vf(wi) —nBmi—1 —n(l — B)z.
Therefore, we have

B[V (1)l [we] ZE | [V (@0s1) W, s o0 -n(1-8)% f(s00) e )]

>E

IV f(wi41)1 L ]

En <m1n{ W

1
——1 N
>1 /mm{ 7,(1 g) =V f(we)—t55me—1,0} Lo oL (wi—n(1=B)V f(w,)—nBrmi—_1—n(1—B)z)— 1, ¢ /o2 /960 dz.
2 L1

==
Since lim,_, _ o, eL1(We=n(1=A)V f(w)=nfmi1—n(1=B)z)~1c {/73/99 — o regardless of 1, 3, and
my_1, we have E[|V f(wi41)||w:] = oo based on the above inequalities. This means that an update
from any point over this example will always lead to the divergence on expected gradient norm, thus
we have V¢ > 1,

mln EIV f(w)| = |V f(w1)].

te([T]
The proof is completed. ]

D PROOFS FOR SECTION[3]

D.1 PROOF FOR THEOREM [3]

Theorem 11 (Theorem [5] restated). Let Assumption [I| hold. Then, ¥, > 0, if ¢ <
! i — (1 - g\ VLol (w)=f")
Poly(Lg,Ll,o'o,(fl,1 - Fw)—fr)’ with n = (1 /81) Ve

eter By = 1 —n? M we have that if T > @(M)

=51
]Etﬂ[llm IVf(w)] <e.

and momentum hyperparam-
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B
W — Wt—1
Proof. Recall that u; = I_Lﬁl and the surrogate second-order momentum be defined as
VB2
U; 2 Bovy 1 + (1 — B2)o2. Due to \/ﬁﬁ < Véglﬁ L and following the similar routine as Theorem
one can easily verify that

e — | < 71 i1 — wyf| < 71
u w u w .
k = 4Ly’ i = 4L,

Therefore, if Lemma [2| can be applied with w! = w;, w? = wus. 1, and w3 = u;, we see the
conditions of Lemma [2|is satisfied, which after taking expectation gives

EV* f(wiq1)

1
< flug) + BV f(wy), wesr — ) + 5(1’0 + L1 ||V f (we) NEV* (JJusgr — we| + [[ue — wel])[[werr — wel|.

We call (V f(w;), ws41 — ) the first-order term and 3 (Lo + L1 ||V f (wy) || ) ([|wes1 — we || + [Jue —
wi||)||urr1 — uy|| the second-order term, as they respectively correspond to the first-order and
second-order Taylor’s expansion. We then respectively bound these two terms as follows.

Analysis for the first-order term. Similar to bounding the first-order term in the proof of Theorem
we have the following decomposition :

Uy, =L W f1 wp —wiq
W ST T T G
-5 Pz 1=
1—5 1 n 1 1
TN R -\ B )
VB2 2Vt—1 N 2Vt—1

According to the above decomposition, we have the first-order term can also be decomposed into

Et [(Vf(we), wrgr — ws)]

e (G| -2 e ()
P pn g, —yp— EF | G, - LI .
1-—- ﬁé—z o ,32Vt71gt + YT B\ Bovi—1 e

B2
2
As EIFt [<Gt, —nvluf_lgtﬂ = 777‘;;’;'1_1 , we have
1-5 1 IG:I*
——EF (G, —p——=g: )| < —————.
1- \%*2 < AV Bavi_1 vV Bavy_1

We then bound E!7t l<Gt, —j (Vlt - \/ﬁ;T) mt>1 as follows
\/E t—1

EF [<Gt, 1 _n% <\/% B ﬁ) mt>]

Gy ( (1 - B2)llge|” )mt
D= 2\ B (Vi + Vi)

1
< n EIFt |:HGt||

(e llel Y o
VB )
(

]
VN B+ T)

—1- B

n
=B le

VB2

32



Under review as a conference paper at ICLR 2025

Due to Lemmal[I] the right-hand-side of the above inequality can be further bounded as

n |7y (1 —Ba2)llgell? n(1 — B1) |7y VI =B:llg:?
— 5 E Gl el | < ———=3E Gl
- 2= VUi Bavi—1 (Ut + \/Bavi—1) _ BL VBavi—1 (Vi + \/Bavi-1)
\/@ 1 \/E
0  n(—p1) HGfH / llg:ll® © 0t = B)VI=Fz |Gl llge I
< EIF + ElFt o2 o‘? G2, /EIFt ——— =227
(S om) Ve ol I & (fi- o) Vo R =
VB2 VB2
n(1=B)VI=52 |Gl llgell*
o o1 ||Gy EFt —— =2 |
< ( = L)S (o0 + u>\/ T S
VB2
where inequality (o) is due to Holder’s inequality, and inequality (e) is due to Assumption[2] Apply-
ing mean-value inequality respectively to "(1\/_1[31)76 Vll_ff El7 \/lffzil_l 09 \/ ElF: (W+H\g/t[!§v7t1 and
VB2
?%3;?EﬂﬁihmMM|Eﬂmﬁ%;HPmMmmm<&wwmmmmm
B2
right-hand-side of the above inequality can be bounded by
in 1-B1 |G + — B2)o} EIFe llg:|I?
2
O VR () VB VR
Ll Amh G L A0 8) p IGI s el
1671 — 75V Bavi_1 (1- \ﬁ) \/ Bavi_1 (VU + \/Pavi—1)?
1 lG? a0 ~ oty lo?
T8/ Pavy_1 (1—p5p) \/52'/1: 1(VVr + /Bavi—1)
2 2 2
LG 6 =B o G i e

- 8" v Bavi_1 (1- 51 \/ Bavi_1 (VY + \/Bavi—1)?

Meanwhile, we have

(1 - 1) Gl
VBavio1 VPt
_lIGP(A = B2)llgell?) o GP = B2)llgell?)
VB 1\ V(N Bavi1 + Vr) \/BQthl(\/ﬁZthl + \/17t)27

and

N (1= B2)llg:|? S (1= B2)llg:|? .
VBaii VY Bovim i (Bavi—1 + )\ Bavi—1(\/ Bavi—1 + /1r)?

Combing the above two inequalities, we further obtain

g [th ( U g ) |mt||]
1—p VU Bavi—1 (Vo + \/ Bavi—1)

|Ge||” 8nog |7 1 1 16 2| F, 1 1 2
<= + o cZ S S PSS I (N S N NTPENTES
47/ Bavi1 (1 —pB1) VBaii1 Vi (1—p) " VBavi1 VPV '

Furthermore, due to Assurnption we have (we define G £q 1)

G |? SIGP + 2[Gell|Gerr — Gill + |G — Ge)?
</IGul? +2(Lo + L1 | Ge DI Gelllwesr — well + 2(LG + LY Gl [[wer1 — e,
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which further leads to

1
——G|?
\F
7 (IG1+11? = 2(Lo + Lil|Ge DG wiesr — wil| = 2(LG + LY Gel*) [ wi 1 — we]|?)
— b1 ||Gy|? 128L30% HGtH L}
Zﬁ”GHlHQ_ 128052 \/’715 - (1_I810)\},7t||wt+1—wt||2 \/,7 |wes1r — wt||_2\/>||wt+1 Wt||2
1
2L G [[wig — wi?
N
1= B [|Ge|? 128307 o 1-B]Ge? L3 2
G 2 — Wyl — we||” — -2 Wiyl — W
r” il = ot e~ T e el = g o 2w — wi
1- G.|)?
12807 /vy

where the second inequality is due to Young’s inequality, and the last inequality is due to ||w;r1 —
,th < n(1—pB1) < i=pi  1=p

= /1-B; — 25602L;"
\/7\/1 Bz V=52 1L
Applying the above inequality back to the estimation of
n E|.7:f (1*ﬁ2)g? 1 h
— 5 {”th (ﬁ\/ﬁzutﬂ\/ZJr\/ﬁzutl) ||| leads to that

n_gi [Gtu ( )t ) |mt||]
1-p VUi Bavi—1 (Ve + \/ Bavi—1)

<> |Ge||” 8nNoh  oiF, 1 +n 16 opi7 1G> [IGeal?
8 \Bavir  (1-p)° N (1—p1) " v Bavi—1 e

S

t s
(1- 51)(1 - 52) —t {‘//J’S’(H) VBas—1 Vs
All in all, we conclude that the first-order term can be bounded by

|Fe _ _ 3 G 8108 i <¥_ 1 > 16 \ﬁ( 1G> HGt+1H2>
E7 (9 (we), wen = wa)] < = 50 For + Q _51)21[‘3 B Vo +77(1 7ﬂ1)U1E N/ o

32768L201n° 7 [ < tos ( 1 1 )
_22IPO00IN_plFe - :
A=) ; {‘/52“‘” VBaso1 Vs

Analysis for the second-order term. To recall, the second order term is %(LO +
L[V f(w)|)(lui+1 — we]| + |Jur — w])||wer1 — wel|. Before we start, we have the follow-
ing expansion for u;41 — uy: (here the operations are all coordinate-wisely)

Wiy — Wy — \/%(wt —w;_1)
U1 — U = 1 51
VB2
= _ _ B
1 \/@ 1 VB2
_pU=Big. | nﬂlufﬁz)\lgtlﬁ ™My
B Ne VB2 VIIVTE (VT Bavi—1)
- 1— B1
VB2
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Then firstly, we have

1
L0(||ut+1 we|| + [Jue — wel)[Jwerr — wel

2
1 1
<o ([ = wl + s = w0+ 3 s - w?)
e mgf +nht 5@91\\2 M1 2 5 5
B V¢ _ v, v, Vi
—7L0 2 ﬁl\/ﬁﬁ(ﬁ+\/ﬁ2 t—1) Jr% \/% (ws — wi_1) Jrl . (wirs
— b 1— BL 2101 — £
VB2 NG VB2
2 ) ) ,
o, _seo Vs +1< o)l 1
b1
-2 (VB -y 1- ) vl 2 VP 1= v
2
17/31 Bi(1—p) : < ) H -
L
i (VB -By1- 5 Vi) v
<Lo?7 gt 2+ 4 me—1 || .
-2 (1—51) vt (1—=51)% || ywima
Secondly, we have
1
§L1||Vf(wt)H(Hut+1 —wyf| + [Jue — we)[[wepr — wel]
H a=fia: nﬁmfﬁgngtnz (L
1 B2 VIV (D Bavi—1)
<S LIV Al 2lluess — will + e — wi]) L PR ey v
-7 Vi
()1 H U=f)os p2r0=51) lle]
< S LAV A |21 — ] + e — wi]) o
1 1

-7k (1*\/5—2) -3

Ly 1-5 B1(1 = Br) llg: |
=5 T = | IVf(wo)l|2llwesr — wel| + [Jue — weral])
2 1= \/ﬁﬁz (\//32—51)\/—7% vr

oh, (128, Al-A) |Gt|(||ut+1ut+2 H )'gt'
-5 (VB2 = Bi)y/1— 3

2L17 llgell
<G (s~ 4o | T ) 12
1-75 VvVt
where inequality () is due to that H":j fl” 1-8 j,%l < \/ﬁ’ equation (o) is due to
V1= 52\/
B1
Uy — Wy = 1_‘/521 (wy —wy_1) and w4 — wy = ﬁ(wtﬂ — w;), and the last inequality is
NES VB2
due to f1 < Bo. As for the term ||G|| ||\T/n’%|| %, we have

2
g7 |G|l ge | <EIF: |Gl |||l ge < |Gl EIF: || g,|[24 [EF [l ||
v VVi/ Bavi—1 v Bali—1 vy

2
< Mol G|l (00 + 01| Ge|) | RIF: [[772.|
VB2 Vi

(1-51)% 1G4 64n05 L Bl [l ? n (1-561)° |IG:”?

2567’]L1 \/ﬁ?’/t 1 \/(1 — ﬁl)g\/ﬁgllt_l Vi 25677L1 \/m
64no3 L, ||Gy|? EIF: ||

V(1= B1)3/Bavi—1 ve
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By applying Lemma 5] we further obtain

g7 1Gelme|llg|
vy
(1-51)% (G 64nog Ly pFlmed® VO =% |GP
256nLy \/Bavr—1 /(1= B1)?\/Pavi s Vi 256nL1 \/Bovi
6407 L LB lgsl PGP 1—f, L2
e/l PR Nl DIR iy R ) o
(1 - /61> s=1 BQVS—l vy 1= 62 L s=1

which further indicates that

8L1n° E7 |, L9l lgell [lmre ]|

(1 —B1)? N
1G4 ? 8L1n” 64105 L1 B [l 2

<
~16" VB (1-=p1) )2 V@ =313/ Bove—y Vi

64notLy iz 32Luy? LB g PIGsl?

I=5P  (-p) \& VB v?

64L1n?  64no?L,

(1-p51)% /(01— pB1)3

— By L7 s/ s 11
1_B2L2 (Z_E ! <\/52Vs1 \/175>>

G ? 8Lin*  64nogLy EIF i 2
= + t4(1 = py) v/ pEs
16 VBt (1= p1)2 /(1= Bi)? 1 Z ' \/ﬂzvs 1

2 2
64n0? L, 32L1n? Zt v B llgs PG|
1 E‘Ff %

=87 (-2 \&  VBrver/d

64L17}2 647]0%L1 17613% s/ t—g
+(1—51)% (1—B1)P 1= B2 Lf <Z ' <\/52Vs 1 \F))

Here the last inequality is due to Lemmafd}

)

Following similar reasoning, we have ||us11 — u| < \/ﬁ , and
g7 IGellllgellllgel
vy
(-5 Gd? 64nog Ly g el v =5)° |IG*
256nL1  \/Bovi—1 /(1 — B1)3\/Bavi1 v 256nLy  \/Bavi
Cdnot Ly |Gell* i, gl

V({1 = B1)3/ B Ut

(1-p1)% [Gel? 128nofly  pim L 1), V=B JGP
256nL1 /a1 /(1= B1)3(1 — o) Vb1Vt 256nLy  \/Bavi

128102 L1 || G2

(1—=51)*(1 = f2)

| Ft (1 _ 1)
Vi1 Vi)
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Then, following the similar routine as Eq. and due to ﬁ < %, we have

2 2
G — L < TG
LG sL?  1mswofly ( 11 )
16 \/Bovi—r  (1-B1)2 /(1= B1)3(1 - Be) Va1 Ve
SLuf _ 12850fLi 7, ( 1G> |Gt+1||2>
(1= p1)% /(1= B1)3(1 - Ba) VB2 Vi

IG:|” . 6L 70y i—s 1
+16 v Bavi—1 1*51 E 41 51 Zﬁl*@ VB2vs_1 \/’Z .

Putting all the estimations together, we have that the second-order term can be bounded by
(note here due to the complexity of coefficients, we use Poly(Lg, L1, 09,01, ﬁ,f(wl) —

J*)(Lo, L1,00,01, 1= ﬁ ) to denote the polynomial function of Ly, L1, 0, o1, 1—161)
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Here in the second inequality we use 82 > (1, and in the last inequality we use War: i
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Applying the estimations of the first-order term and the second-order term back into the descent
lemma, we derive that
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Constructing stopping time as 7 = min{¢ : ||V f(w;11)]| <

Vﬁ
%} A T. Then, denote
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and due to Eq. , we have El7tz, > 0, and thus S; £ 22:1 x5 (Sp = 0) is a submartingale with
respect to {F; }+. Also, as 7 is a bounding stopping theorem, by optional stopping time, we obtain
that ES. > 0, which gives
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where the last inequality is because due to ﬁ < m, following the similar reasoning of Eq.

(23), we have
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By rearranging the inequality and due to Lemma[3] we obtain
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Similar to the proof of Theorem we then transfer the above bound to the bound of >~;_, [|G¢|| by
two rounds of divide-and-conquer. In the first round, we will bound E In v,. To start with, we have
that
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Furthermore, we have
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Multiplying both sides of the above inequality by v/1 — (5 then gives
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All in all, summing the above two inequalities together, we obtain that
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Poly(Lo,L1,00,01, 7= ,f (w1)—f")

where inequality1 () is due to n = N , 1 — By =
Poly(Lg,L1,00,01,7—5,f(w1)—f"* . .
y(Lo, L1, 0 Tl grf (o) ), and T > Poly(Lg, L1, 00,071, ﬁ,f(wl) — f*), inequality (e)

. —r* . I \/ o2 —
is due to that n = %, and last inequality is due to (1—é2)T In 2 V0+2\Ff(1 ) <.

We then consider two cases: 7 < T and 7 = T": for the first case, we have that according to the
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Summing the two inequalities above complete the proof. O

D.2 PROOF OF PARAMETER-AGNOSTIC ADAM
D.2.1 RELATED WORKS ON PARAMETER AGNOSTIC OPTIMIZATION

Parameter-agnostic optimization. The term “parameter-agnostic” implies that the optimizer is
capable of converging without the need for extensive hyperparameter tuning or detailed knowledge
of the task characteristics. Designing parameter-agnostic or parameter-free optimizers is a significant
challenge, as it can help avoid the extensive cost associated with hyperparameter search. Existing
works on parameter-agnostic optimization can be categorized into several streams based on the
settings they are predicated upon. In the deterministic offline setting, it is widely acknowledged that
GD is not parameter-agnostic, even under an L-smooth condition Nesterov et al.| (2018). However,
this can be rectified by combining the GD with the Backtracking Line Search technique |Armijo
(1966). In the stochastic offline setting, under the L-smooth condition, multiple algorithms have
been shown to be parameter-agnostic|Yang et al|(2023); |Ward et al.|(2020); Faw et al.[(2022); Wang
et al.| (2023b); |[Cutkosky & Mehtal (2020). More recently, Hiibler et al.| (2023) demonstrated that
Normalized-SGDM can be parameter-agnostic even under an (Lg, L1)-smooth condition. In the
realm of online convex optimization, Orabona & Pal| (2016)); Orabona & Tommasi (2017) have shown
there exist parameter-free algorithms achieving optimal dependence regarding not only the final error
but also other problem specifics.

D.2.2 OUR RESULTS

As we select 7 = 1/+/T, choosing 1— 33 = Q(1/T') has the advantage that the update norm decreases
with respect to 7. This makes Adam parameter-agnostic under the (L, L1 )-smooth condition, as the
update norm will eventually become smaller than L% as 7' increases.

Theorem 12. LetAssumptionsandhold. Then, at the t-th iteration, setting 1 = % Bo=1—
we have that Algorithm|l|satisfies

~ 1
E mi < — | .
iy 97w <0 (52

It is shown in Hiibler et al.| (2023) that Normed-SGDM is parameter-agnostic. Here we show that
Adam with a specific scheduler can achieve the same goal.

1

Proof. As described in Section 3] the proof immediately follows by several modifications of the proof
of Theorem [Tk

4 4 4 4 4 4
* We start our analysis for t > %. Fort < %, the function value can be bounded

4 4 4
by constant as % is independent of ¢;
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. F Li128*07 . L
ort > =5, we have max{||us —wyl], [urr1 —w ||} < 77 since [|wip —wif] < 57

which also can be used to prove Eq. (23).

The proof is completed. O
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