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Abstract

Large Language Models (LLMs) have signif-001
icantly advanced natural language processing002
(NLP) with their impressive language under-003
standing and generation capabilities. How-004
ever, their performance may be suboptimal005
for domain-specific tasks that require special-006
ized knowledge due to limited exposure to007
the related data. Additionally, the lack of008
transparency of most state-of-the-art (SOTA)009
LLMs, which can only be accessed via APIs,010
impedes further fine-tuning with domain cus-011
tom data. To address these challenges, we pro-012
pose the novel Parametric Knowledge Guid-013
ing (PKG) framework, which equips LLMs014
with a knowledge-guiding module to access rel-015
evant knowledge without altering the LLMs’016
parameters. Our PKG is based on open-source017
“white-box" language models, allowing offline018
memory of any knowledge that LLMs require.019
We demonstrate that our PKG framework can020
enhance the performance of “black-box" LLMs021
on a range of domain knowledge-intensive022
tasks that require factual (+7.9%), tabular023
(+11.9%), medical (+3.0%), and multimodal024
(+8.1%) knowledge.025

1 Introduction026

Large Language Models (LLMs) such as GPT-027

family (Brown et al., 2020; OpenAI, 2023b) have028

exhibited impressive proficiency across a diverse029

range of NLP tasks. These models are typically030

trained on extensive data from the internet, thereby031

enabling them to assimilate an immense amount of032

implicit world knowledge into their parameters. As033

a result, LLMs have emerged as versatile tools that034

find numerous applications in both research and in-035

dustry. For instance, they can be used for machine036

translation (Jiao et al., 2023), document summa-037

rization (Yang et al., 2023), and recommendation038

systems (Gao et al., 2023). With their exceptional039

language understanding and generation capabili-040

ties, LLMs have opened up new opportunities for041
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Figure 1: A brief introduction of our parametric knowl-
edge guiding framework (PKG) for augmenting “black
box" LLMs on domain knowledge-intensive tasks.

diverse industrial applications, such as the recently 042

launched New Bing (Microsoft, 2023) and Chat- 043

GPT Plugins (OpenAI, 2023a). 044

Despite their impressive performance across vari- 045

ous general tasks, LLMs may face challenges when 046

applied to domain-specific tasks (Chalkidis, 2023; 047

Kasai et al., 2023; Nascimento et al., 2023) due to 048

their limited exposure to relevant knowledge and 049

vocabulary. Although LLMs acquire implicit world 050

knowledge during pre-training, such knowledge 051

may be insufficient or inappropriate for specific 052

tasks, resulting in less effective performance. Fur- 053

thermore, many state-of-the-art LLMs are consid- 054

ered “black-box" models, accessible only through 055

APIs. This lack of transparency presents significant 056

challenges and high costs for most researchers and 057

companies seeking to fine-tune these models for 058

their specific use cases or domains. These limita- 059

tions hinder the adaptability of LLMs to diverse 060

scenarios and domains. 061

A common approach to enhance LLMs is 062

to leverage retrieval-based methods that ac- 063
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cess domain-specific knowledge from external064

sources (Liu, 2022; Shi et al., 2023; Peng et al.,065

2023a). While these methods have shown promise,066

they face several challenges. First, they heavily067

rely on modern dual-stream dense retrieval mod-068

els (Karpukhin et al., 2020) which suffer from shal-069

low interaction between the query and candidate070

documents. Second, most dense retrieval models071

are based on small-scale pre-trained models such072

as BERT (Devlin et al., 2019) and therefore cannot073

take advantage of the world knowledge of large-074

scale pre-trained models. Third, retrieval mod-075

els may struggle with complex knowledge that re-076

quires the integration of information from multiple077

sources or modalities.078

In this work, we propose the Parametric Knowl-079

edge Guiding (PKG) framework, which enables080

LLMs to access relevant information without mod-081

ifying their parameters, by incorporating a train-082

able background knowledge generation module,083

as illustrated in Figure 1. Unlike retrieval-based084

methods, our PKG module utilizes open-source and085

free-to-use “white-box" language models, LLaMa-086

7B (Touvron et al., 2023), which encode implicit087

world knowledge from large-scale pre-training.088

The framework consists of two steps. First, we train089

the PKG module with the specific task or domain090

knowledge via instruction fine-tuning (Ouyang091

et al., 2022) to capture the necessary expertise. Sec-092

ond, for a given input, the PKG module generates093

the related knowledge, fed as extra context to the094

background-augmented prompting for LLMs. By095

supplying the necessary knowledge, our framework096

can enhance the performance of LLMs on domain097

knowledge-intensive tasks.098

Our experiments demonstrate that the proposed099

PKG framework enhances the performance of100

“black-box" LLMs on various downstream tasks101

which require domain-specific background knowl-102

edge, including factual knowledge (FM2 (Eisen-103

schlos et al., 2021), +7.9%), tabular knowl-104

edge (NQ-Table (Herzig et al., 2021), +11.9%),105

medical knowledge (MedMC-QA (Pal et al.,106

2022), +3.0%), and multimodal knowledge (Sci-107

enceQA (Lu et al., 2022), +8.1%).108

We summarize our contributions as follows:109

• We propose a novel Parametric Knowledge110

Guiding (PKG) framework that integrates a111

background knowledge generation module to112

enhance the performance of LLMs on domain113

knowledge-intensive tasks.114

• We introduce a knowledge-guiding process 115

by first training the parametric modules with 116

specific tasks or domain knowledge and then 117

generating related knowledge as the extra con- 118

text in the background-augmented prompting. 119

• We conduct extensive experiments on various 120

downstream tasks to evaluate the effectiveness 121

of our proposed PKG framework. The experi- 122

ments demonstrate that our PKG framework 123

can improve the capability of LLMs on do- 124

main knowledge-intensive tasks. 125

2 Related Work 126

Large Language Models. LLMs, such as 127

GPT3 (Brown et al., 2020), Codex (Chen et al., 128

2021), PaLM (Chowdhery et al., 2022), and 129

GPT4 (OpenAI, 2023b), have gained widespread 130

attention due to their remarkable language under- 131

standing and generation capabilities (Wei et al., 132

2022c; Shi et al., 2022). However, their perfor- 133

mance can be limited when it comes to domain- 134

specific tasks, where they may lack exposure to 135

specialized knowledge and vocabulary (Chalkidis, 136

2023; Kasai et al., 2023; West, 2023). More- 137

over, while some SOTA LLMs such as Instruct- 138

GPT3.5 and ChatGPT (Ouyang et al., 2022) ex- 139

ist, they are available only as “black box" APIs 140

due to commercial considerations. This limits re- 141

searchers and developers with limited resources, 142

who may not be able to access or modify the mod- 143

els’ parameters. While open-source LLMs such 144

as OPT-175B (Zhang et al., 2022) and BLOOM- 145

176B (Scao et al., 2022) are available, they lag 146

significantly behind SOTA LLMs on most tasks. 147

Additionally, running and fine-tuning these open 148

LLMs locally requires significant computational 149

resources. 150

Augmented Large Language Models. ALLMs 151

are a recent popular topic in NLP that aim to en- 152

hance the context processing ability of LLMs by in- 153

corporating external modules (Mialon et al., 2023; 154

Wu et al., 2023; Shen et al., 2023; Lu et al., 2023; 155

Huang et al., 2023). One approach to achieving 156

this goal is through the use of retrieval-augmented 157

large language models (RLLMs)(Guu et al., 2020; 158

Izacard et al., 2022b; Ram et al., 2023; Shi et al., 159

2023). RLLMs leverage external knowledge by 160

retrieving relevant documents or passages from 161

knowledge sources using retrieval-based methods 162

such as BM25(Robertson and Zaragoza, 2009) and 163
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Filming for the movie Gandhi in India was delayed
due to political unrest. At a time of deep political
unrest, economic dislocation and nuclear anxiety,
seeing "Gandhi" is an experience that will change
many minds and hearts. ... Then prime minister
Indira Gandhi declared a state of emergency in India
and shooting would be impossible.

Task/Domain Raw Data

Below is an instruction that describes a task, paired with an input
that provides further context.
Write a response that appropriately completes the request.
### Instruction:
Generate a background document from Wikipedia to support or
refute the statement.
### Input:
Filming for the movie Gandhi in India ...
### Response:
Then prime minister ...

Data
Reformulation

Task/Domain Instruction Data

Goodbye, Mr. Chips' story
happens in Canada.

Who has climbed mount
everest the number of times?

Goodbye, Mr. Chips is a 1932 British
drama film about a teacher at an

English boarding school, based on the
1930 novel of the same name by

James Hilton.

Table
Knowledge

Guider

A patient suddenly pulls out
the endotracheal tube. What

is the next step of
management?

Medical
Knowledge

Guider

Assess the patient, give bag and mask
ventilation and look for spontaneous

breathing. The first step ...

Multimodal
Knowledge

Guider

Oceans are huge bodies of salt water.
The world has five oceans. All of the

oceans are connected, making...

Fact
Knowledge

Guider

Which ocean is
highlighted?

Fact Checking

Open-Domain QA over Tables

Medical Domain QA

Multimodal Science QA

Background Document

Raw PKG
Module

Instruction
Fine-Tuning

Black-Box LLMs

Ans

Background-Augmented Prompting

Figure 2: An introduction to the PKG Framework Pipeline: Raw Data Reformulation, PKG Instruction Fine-Tuning
and Augmentation of “Black Box" LLMs with Domain-Specific PKG Modules.

DPR (Karpukhin et al., 2020). These retrieved164

passages are then used as additional contexts to165

improve the LLMs’ performance on the task at166

hand. Although RLLMs have shown promise in167

enhancing LLMs’ performance, they have certain168

limitations. For instance, they rely heavily on the169

dual-stream dense retriever, which leads to shallow170

interaction between the query and the candidate171

information. Furthermore, they may struggle with172

complex queries that require integrating informa-173

tion from multiple sources or modalities.174

Instruction Fine-Tuning. IFT is a technique in175

NLP that aims to align language models with spe-176

cific user intents (Ouyang et al., 2022). While many177

LLMs are trained on large datasets of internet data178

to predict the next word, they may not be tailored to179

the specific language tasks that users require, mean-180

ing that these models are not inherently aligned181

with their users’ needs. Recent research (Wei et al.,182

2022a; Sanh et al., 2022; Xu et al., 2022; Xie et al.,183

2022; Xu et al., 2023a; Luo et al., 2023b,a) has184

highlighted the potential of IFT as a key technique185

for improving the usability of LLMs. Our proposed186

approach, PKG, follows the same principle of align-187

ing the basic module with task-specific knowledge188

to enhance its performance.189

3 Parametric Knowledge Guiding for190

LLMs191

In this section, we present our PKG framework to192

guide the reasoning process of LLMs on domain-193

specific tasks, as shown in Figure 2. These tasks194

differ from general tasks such as document summa-195

rization due to their reliance on specific background196

knowledge. However, this knowledge may be ab-197

sent or incomplete in the LLMs’ training data. Fur- 198

thermore, continuous pre-training of LLMs with 199

domain knowledge poses challenges: (1) limited 200

transparency of accessing current SOTA LLMs 201

solely through APIs, and (2) the potentially high 202

fine-tuning cost associated with APIs usage. To 203

tackle these issues, we adhere to the generate-then- 204

read paradigm (Yu et al., 2023) and leverage an of- 205

fline PKG module to generate relevant background 206

knowledge. Our method is first formulated in § 3.1. 207

Next, we describe the background knowledge learn- 208

ing of our PKG modules in § 3.2. Finally, we intro- 209

duce background-augmented prompting for LLMs 210

in § 3.3. 211

3.1 Formulation 212

Given a question/input Q associated with some 213

contexts, LLMs take the input and generate a 214

response by maximum a posteriori estimation 215

(MAP): 216

Â := argmaxAP (A|Q,MLLM), (1) 217

where MLLM represents the parameters of the 218

LLMs. However, for tasks that require background 219

knowledge beyond what is contained in the in- 220

put, such as knowledge-intensive tasks, relying 221

solely on LLMs may not be effective. This is 222

because there may be a significant amount of ad- 223

ditional domain-specific knowledge that remains 224

unexploited. 225

To improve performance, we first introduce an 226

auxiliary PKG module MPKG to learn specific 227

background knowledge (§3.2). Next, we estimate 228

the input-related background knowledge K using 229

MAP estimation: 230

K̂ := argmaxKP (K|Q,MPKG). (2) 231
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Finally, the background knowledge K enriches232

the input by incorporating background-augmented233

prompting for LLMs (§ 3.3) in the form:234

P (A|Q) := P (A|K,Q,MLLM)P (K|Q,MPKG).
(3)235

3.2 Background Knowledge Learning236

Given a target task or domain, our PKG framework237

utilizes an open-source language model to learn the238

relevant knowledge. Figure 2 presents an example239

of the fact-checking task. This process is divided240

into two steps. First, we collect raw data about the241

target task/domain, which serves as our background242

knowledge. Second, we transform the data into243

a set of (instruction, input, output) triples. The244

instruction serves as a prompt for the input and245

guides the module to learn the expected knowledge.246

Next, this set of triples is adopted to tune247

our basic PKG module with instruction fine-248

tuning (Ouyang et al., 2022), which optimizes its249

ability to provide relevant and effective background250

knowledge to the LLMs. This two-step process251

can be completed fully offline, without requiring252

us to provide our data to tune the LLMs. Once253

trained with the task background knowledge, the254

PKG module learns to generate domain-specific255

knowledge to assist the LLMs during runtime.256

The instruction data format of the fact-checking257

task is:258

Instruction Format Example

Below is an instruction that describes a task,
paired with an input that provides further
context. Write a response that appropriately
completes the request.

### Instruction: {instruction}
### Input: {input sentence}
### Response: {background}

259

The {input sentence} is a sentence within260

the specified task. The {background} is the261

background knowledge that the model gener-262

ates based on the given {instruction} and263

{input sentence}. The basic PKG module is264

trained in a standard supervised way with an auto-265

regressive manner, where the model generates the266

{background} given the previous context. More267

instruction data formats for different tasks are pre-268

sented in Appendix F.269

3.3 Background-Augmented Prompting 270

Instead of directly requesting the LLMs to gener- 271

ate the answer or response for the input question 272

or sentence via APIs, we first instruct the PKG 273

module to generate the background knowledge. 274

In the second step, we utilize the generated back- 275

ground in combination with the input question to 276

derive the final answer from the LLMs. This is 277

similar to the "zero-shot" open-domain question- 278

answering setting that has been widely explored in 279

prior research (Brown et al., 2020; Lazaridou et al., 280

2022; Yu et al., 2023). The background-augmented 281

prompt of the fact-checking task is: 282

Background-Augmented Prompt Example

{background}
Claim: {input sentence}
Is the claim true or false?

283

Finally, the augmented prompt is fed into the 284

LLMs to generate an answer. More prompts for 285

different tasks are presented in Appendix G. 286

4 Experiment 287

In this section, we evaluate our proposed PKG 288

framework across four distinct types of knowledge: 289

factual, tabular, medical, and multimodal. Factual 290

knowledge entails the model’s ability to access ac- 291

curate information, serving as a foundational type 292

of knowledge crucial for numerous NLP applica- 293

tions (§ 4.2). Tabular knowledge necessitates the 294

model’s capability to access structured knowledge 295

in the form of tables, which is relatively scarce in 296

the training data of LLMs (§ 4.3). Medical knowl- 297

edge, being highly specialized, exhibits limited 298

exposure within the general data (§ 4.4). Lastly, 299

multimodal knowledge poses a challenge as most 300

LLMs are unable to process non-language infor- 301

mation, highlighting the significance of assistance 302

from PKG modules (§ 4.5). 303

The experimental results depicted in Tables 1 304

and 2 demonstrate substantial enhancements at- 305

tained through our PKG framework compared to 306

the baseline systems. These results offer com- 307

pelling evidence supporting the generalizability 308

and effectiveness of our approach. 309

4.1 Models Steup 310

Black-Box LLMs. We adopt one of the SOTA 311

LLM InstructGPT3.5 (Ouyang et al., 2022) as 312

our target "black box" general LLMs, using the 313
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Models FM2 NQ-Table MedMC-QA

Direct generation without guiding.
InstructGPT3.5 (Ouyang et al., 2022) 59.4 16.9 44.4

Generation with retrieval guiding.
BM25 + InstructGPT3.5 (Karpukhin et al., 2020) 65.2 17.1 -
Contriever + InstructGPT3.5 (Izacard et al., 2022a) 66.0 24.5 -
⋄REPLUG + InstructGPT3.5 (Shi et al., 2023) 65.9 24.3 -

Generation with self-guiding.
†CoT + InstructGPT3.5 (Kojima et al., 2022) 60.4 21.4 41.5
‡GenRead + InstructGPT3.5 (Yu et al., 2023) 65.5 23.5 44.4

PKG + InstructGPT3.5 (Ours) 67.3 28.8 47.4

Table 1: Evaluating on three different tasks, requiring factual (FM2), tabular (NQ-Table), and medical (MedMC-QA)
knowledge. ⋄: we fine-tune the dense retrieval models with the task data. †: we use InstructGPT3.5 to generate the
chain-of-thoughts as the background knowledge. ‡: we use InstructGPT3.5 to generate the background documents.

text-davinic-002 version. With up to 175B pa-314

rameters, this model is one of the largest LLMs315

and is pre-trained on a vast amount of internet data,316

which exhibits great language understanding and317

generation ability. However, this model can only318

be accessed through an API, which limits users’319

interaction.320

Basic PKG Module. Our knowledge guiding321

module employs the open-source and popular foun-322

dation model LLaMa-7B (Touvron et al., 2023).323

It has been pre-trained on massive amounts of324

text data and possesses extensive world knowledge.325

Though its performance in many tasks may be infe-326

rior to the InstructGPTs, it can be locally fine-tuned327

and customized (Taori et al., 2023; Xu et al., 2023b;328

Peng et al., 2023b; Geng et al., 2023), making it329

an effective starting point for developing a task-330

specific PKG module.331

Baselines. Our work includes three different332

types of baselines: (1) Direct generation with-333

out guiding: We do not provide any background334

knowledge for a given task and ask the Instruct-335

GPT to generate the answer or response directly336

in a zero-shot manner, following the approach of337

prior works (Brown et al., 2020; Ouyang et al.,338

2022). (2) Generation with retrieval guiding:339

We follow the retrieve-then-read paradigm (Chen340

et al., 2017; Yang et al., 2019; Karpukhin et al.,341

2020) to retrieve related knowledge from exter-342

nal knowledge sources using retrieval models343

such as BM25 (Robertson and Zaragoza, 2009),344

DPR (Karpukhin et al., 2020), and Contriever (Izac-345

ard et al., 2022a). We fine-tune the DPR on spe-346

cific tasks following the REPLUG (Shi et al., 2023) 347

method. InstructGPTs then generate responses 348

based on the combination of the question and re- 349

trieved background documents. (3) Generation 350

with self-guiding: we adopt the InstructGPTs to 351

generate the related background knowledge by 352

themselves with two different methods. The first 353

method, CoT (Kojima et al., 2022), adopts the 354

prompt "Let’s think step-by-step" to generate the 355

chain-of-thought as the background knowledge. 356

The second method, GenRead (Yu et al., 2023), 357

directly requires the InstructGPTs to provide task- 358

specific knowledge with the prompt "Please pro- 359

vide the background document from [domain] to 360

[task]." 361

4.2 Factual Knowledge 362

Datasets and Implementation Details. We eval- 363

uate our approach on the FM2 dataset (Eisensch- 364

los et al., 2021), which is a benchmark for fact- 365

checking. In this task, given a factual claim, our 366

models are required to determine whether it is true 367

or false. We use the claim in the training set and the 368

corresponding evidence as factual knowledge. Ad- 369

ditionally, we sample 100k passages from English 370

Wikipedia, each consisting of up to 256 tokens. We 371

treat the first sentence as the input and the remain- 372

ing sentences as background knowledge. Accuracy 373

is adopted as the evaluation metric. More details 374

can be found in Appendix A and B. 375

Results. As shown in Table 1, our PKG outper- 376

forms all the baseline systems for fact-checking. In 377

comparison to direct generation, the results reveal 378
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Models NAT SOC LAN TXT IMG NO G1-6 G7-12 Avg

Base on gpt-3.5-turbo.
†ChatGPT 78.82 70.98 83.18 77.37 67.92 86.13 80.72 74.03 78.31
†Chameleon 81.62 70.64 84.00 79.77 70.80 86.62 81.86 76.53 79.93

Base on text-davinic-002.
InstructGPT3.5 72.96 62.88 76.09 70.77 62.77 77.84 75.04 65.59 71.66
+CoT 71.94 61.19 74.00 69.50 61.18 75.75 72.61 65.92 70.22
+GenRead 72.91 64.68 76.36 72.14 63.31 76.66 74.96 66.91 72.08
+PKG (Ours) 79.35 82.90 81.91 79.86 74.32 83.41 80.80 80.69 80.76

Table 2: Evaluating on the ScienceQA, requiring multimodal science knowledge. †: results from (Lu et al., 2023).
gpt-3.5-turbo is much more capable than text-davinic-002.

that it is necessary to provide extra background379

knowledge for InstructGPTs with retrieval-based380

or generation-based methods. Specifically, our381

PKG outperforms InstructGPT3.5 by 7.9% (67.9%382

vs. 59.4%), and outperforms REPLUG, a retrieval-383

based method, by 1.4% (67.3% vs. 65.9%). It is384

noteworthy that our generation-based method does385

not necessitate an additional knowledge database386

as the retrieval-based methods. Additionally, our387

PKG performs better than the self-guiding method388

GenRead by 1.8% (67.3% vs. 65.5%), indicating389

that our PKG can provide more useful information390

than the InstructGPTs themselves.391

4.3 Tabular Knowledge392

Datasets and Implementation Details. We eval-393

uate the effectiveness of our approach on the NQ-394

Table dataset (Herzig et al., 2021), which serves395

as a benchmark for open-domain question answer-396

ing over tables. The dataset consists of questions397

whose answers can be found in a Wikipedia ta-398

ble. We adopted the question in the training set399

as input and the corresponding flattened table as400

background knowledge. Our PKG was trained to401

follow instructions and generate the relevant table.402

Exact matching is adopted as the evaluation metric.403

More details can be found in Appendix A and B.404

Results. Table 1 demonstrates the superior per-405

formance of our PKG framework over all baseline406

systems on the tabular knowledge-related task. No-407

tably, our PKG outperforms InstructGPT3.5 by a408

substantial margin of 11.9% (28.8% vs. 16.9%),409

and outperforms REPLUG, the retrieval-based410

method, by 4.5% (28.8% vs. 24.3%). Furthermore,411

our PKG significantly outperforms the self-guiding412

method GenRead by 5.3% (28.8% vs. 23.5%).413

These results demonstrate the efficacy and supe-414

riority of our approach in leveraging parametric 415

knowledge to augment InstructGPTs for tabular 416

knowledge-related tasks. 417

4.4 Medical Knowledge 418

Datasets and Implementation Details. We eval- 419

uate the effectiveness of our approach on the 420

MedMC-QA dataset (Pal et al., 2022), which serves 421

as a benchmark for multi-subject multi-choice med- 422

ical question answering. Each question requires the 423

use of relevant medical information as background 424

knowledge to provide the correct answer. We use 425

the questions in the training set as input and the 426

corresponding medical explanation as background 427

knowledge. Our PKG is trained to follow the in- 428

struction and generate the relevant medical back- 429

ground. Accuracy is the evaluation metric. Unlike 430

the previous tasks with all Wikipedia passages as 431

the knowledge database, we do not have access to 432

an external medical knowledge database, and thus 433

we do not evaluate the performance of retrieval- 434

based methods on this task. More details can be 435

found in Appendix A and B. 436

Results. Our PKG framework also outperforms 437

all baseline systems on this medical knowledge- 438

related task, as shown in Table 1. Specifically, our 439

PKG outperforms InstructGPT3.5 by 3.0% (47.4% 440

vs. 44.4%). It is worth noting that the baseline 441

self-guiding methods, CoT and GenRead, do not 442

improve the performance of InstructGPTs. This 443

may be due to the fact that InstructGPTs lack suffi- 444

cient medical information to effectively solve this 445

task. 446

4.5 Multimodal Knowledge 447

Datasets and Implementation Details. Our ap- 448

proach is evaluated on the ScienceQA dataset (Lu 449
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(a) Accuracy on FM2. (b) Exact Matching on NQ-Table.

(c) Accuracy on MedMC-QA. (d) Average Accuracy on ScienceQA

Figure 3: Comparing our PKGs framework with the direct generation on various types of InstructGPT. The number
indicates the number of parameters in the InstructGPT. 0.3B: text-ada-001, 1.3B: text-babbage-001, 6.7B: text-curie-
001, 175B: text-davinci-002.

et al., 2022), which presents a challenging mul-450

timodal multiple-choice question-answering task451

covering diverse science topics. Each question re-452

quires leveraging relevant scientific background453

knowledge to provide the correct answer. We use454

the training set’s questions as input and their corre-455

sponding science lecture as background knowledge.456

To handle the images information, we augment our457

basic PKG module with the CLIP-ViT (Radford458

et al., 2021) to extract visual features, which are459

then fused with text features using a simple one-460

head cross-attention mechanism in each layer of461

LLaMa:462

H := Htxt +Wo(
softmax

(
(WqHtxt)(WkHimg)T

)
(WvHimg)

)
,

(4)

463

where Wo,q,k,v are the linear projection, Htxt,img464

are the hidden states of texts and images. We adopt465

accuracy as the evaluation metric. More details can466

be found in Appendix A and B.467

Similarly, this task is also difficult to obtain an468

external multimodal science knowledge database,469

retrieval-based methods are not considered. To470

facilitate a fair comparison of our methods, we in-471

clude two additional baseline systems (Lu et al.,472

2023) based on the gpt-3.5-turbo model. The473

first baseline is ChatGPT direct generation, and474

the second is the Chameleon model, which uti-475

lizes several external tools, such as searching,476

Size FM2 NQ-Table MedMC-QA SciQA

7B 67.3 28.8 47.4 80.8

2.7B 59.6 17.9 34.4 79.5
1.3B 58.2 16.5 33.9 77.0
0.3B 56.4 14.6 31.7 68.7

Table 3: Comparing various sizes of language models
as the basic PKG modules.

OCR, and captioning. According to OpenAI, 477

the gpt-3.5-turbo model is more capable than 478

text-davinic-002 (OpenAI, 2023c). 479

Results. Table 2 shows that our PKG framework 480

achieves a significant improvement in the perfor- 481

mance of InstructGPTs on the multimodal scien- 482

tific knowledge-related task. Specifically, the av- 483

erage accuracy is increased by 9.1% (80.76% vs. 484

71.66%), demonstrating the effectiveness of our 485

approach. In contrast, other guiding methods, CoT 486

(-1.44%) and GenRead (+0.42%), hard to improve 487

the performance of InstructGPTs. Moreover, our 488

PKG framework outperforms the gpt-3.5-turbo 489

based models on average by 2.45% (80.76% vs. 490

78.31%), despite using weaker InstructGPTs. 491

4.6 Analysis 492

Scale of LLMs. Figure 3 presents the impact of 493

our PKG framework on several "black-box" LMs, 494

including text-ada-001, text-babbage-001, 495

text-curie-001, and text-davinci-002. The 496
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Input (FM2) The Natural is a book about Roy Hobbs a natural southpaw boxer who goes on to win
the heavyweight title from Boom Boom Mancini.

PKG Guiding This is a story about a baseball player, Roy Hobbs, who is shot by a woman, Harriet
Bird, and then recovers to become a great player.

Input (NQ-Table) Batman The Enemy Within episode 5 release date

PKG Guiding

Batman: The Enemy Within
Ep Title Directed by Release date
1 "The Enigma" Kent Mudle August 8, 2017
2 "The Pact" Matthew Leach October 3, 2017
3 "Fractured Mask" Sean Manning November 21, 2017
4 "What Ails You" Chris Rieser January 23, 2018
5 "Same Stitch" Kent Mudle March 27, 2018

Input (MedMC-QA) Calcium ions triggers muscle contraction by binding to: Options: (A) Actin (B) Myosin
(C) Troponin (D) Tropomyosin

PKG Guiding Troponin is a complex of three proteins that are attached to actin. Calcium ions bind
to troponin-C, which then causes the troponin-I and troponin-T to shift and allow the
tropomyosin to move off of the active site of the myosin so that the myosin head can
then bind to actin and cause contraction.

Table 4: Examples of background documents generated by our PKGs to guide different tasks. Clues to answering
the input are highlighted in blue within the documents.

results suggest that the effectiveness of our ap-497

proach is correlated with the size of the LMs, with498

larger LMs benefiting more from our PKGs than499

smaller ones. Specifically, in Figure 3b, the small500

LMs show negligible exact matching scores on501

the tabular task, with or without the background502

knowledge from our PKGs, while the LLMs ex-503

hibit significantly better performance. In Figure 3c,504

the 0.3B and 1.3B LMs perform similarly on the505

medical domain task, while the 6.7B LM shows506

improved performance with the additional knowl-507

edge. This difference can be attributed to the rela-508

tively weaker language understanding capabilities509

of smaller LMs, which struggle to reason over con-510

texts and generate the correct responses even with511

relevant knowledge from our PKGs. These obser-512

vations align with the emergent abilities of LLMs,513

as discussed in (Wei et al., 2022b). Therefore, the514

scale of LLMs is a critical factor for achieving bet-515

ter performance.516

Scale of PKGs. We conducted an investigation517

of various sizes of language models as basic PKG518

modules in Table 3. Since LLaMa-7B is the small-519

est model in the LLaMa family, we conducted ex-520

periments on the OPT family (Zhang et al., 2022),521

another open-source large-scale language model522

with a similar structure to LLaMa. Our observa-523

tions reveal that larger basic PKGs tend to exhibit524

superior performance. For example, increasing the525

number of parameters from 1.3B to 2.7B leads to526

performance improvements of 1.4% on FM2, 1.4%527

on NQ-Table, 0.5% on MedMC-QA, and 2.5% on 528

ScienceQA, which is consistent with the scaling 529

law (Kaplan et al., 2020). 530

Examples of Generated Background Documents. 531

Table 4 presents examples of background docu- 532

ments generated by our PKGs to assist LLMs in 533

different tasks. For the factual task, our PKG can 534

supply input-related factual information to support 535

or refute the input, such as the example of Roy 536

Hobbs being a baseball player and not a boxer. For 537

the tabular task, our PKG can offer an input-related 538

background table, like the episode table of Batman. 539

For the medical task, our PKG can provide relevant 540

medical knowledge, such as the background of cal- 541

cium ions. Since the space is not enough, examples 542

for the multimodal tasks and additional examples 543

can be found in Appendix D. 544

5 Conclusion 545

In this work, we propose the novel Parametric 546

Knowledge Guiding (PKG) framework to en- 547

hance the performance of “black-box" LLMs on 548

domain-specific tasks by equipping them with a 549

knowledge-guiding module. Our approach allows 550

for access to relevant knowledge at runtime without 551

altering the “black-box" LLM’s parameters. The 552

extensive experiments demonstrate the effective- 553

ness of our PKG framework for various domain 554

knowledge-intensive tasks. 555
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Limitations556

Although our PKGs have shown strong perfor-557

mance on the presented datasets, they may still558

suffer from hallucination errors, leading to the pro-559

vision of incorrect background knowledge. We560

provide examples of such errors in Appendix E.561

Combining our approach with retrieval methods562

to enhance generative faithfulness is a promising563

direction for future research.564

References565

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie566
Subbiah, Jared Kaplan, Prafulla Dhariwal, Arvind567
Neelakantan, Pranav Shyam, Girish Sastry, Amanda568
Askell, Sandhini Agarwal, Ariel Herbert-Voss,569
Gretchen Krueger, Tom Henighan, Rewon Child,570
Aditya Ramesh, Daniel M. Ziegler, Jeffrey Wu,571
Clemens Winter, Christopher Hesse, Mark Chen, Eric572
Sigler, Mateusz Litwin, Scott Gray, Benjamin Chess,573
Jack Clark, Christopher Berner, Sam McCandlish,574
Alec Radford, Ilya Sutskever, and Dario Amodei.575
2020. Language models are few-shot learners. CoRR,576
abs/2005.14165.577

Ilias Chalkidis. 2023. Chatgpt may pass the bar exam578
soon, but has a long way to go for the lexglue bench-579
mark.580

Danqi Chen, Adam Fisch, Jason Weston, and Antoine581
Bordes. 2017. Reading wikipedia to answer open-582
domain questions. In Proceedings of the 55th Annual583
Meeting of the Association for Computational Lin-584
guistics, ACL 2017, Vancouver, Canada, July 30 -585
August 4, Volume 1: Long Papers, pages 1870–1879.586
Association for Computational Linguistics.587

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming Yuan,588
Henrique Pondé de Oliveira Pinto, Jared Kaplan,589
Harrison Edwards, Yuri Burda, Nicholas Joseph,590
Greg Brockman, Alex Ray, Raul Puri, Gretchen591
Krueger, Michael Petrov, Heidy Khlaaf, Girish Sas-592
try, Pamela Mishkin, Brooke Chan, Scott Gray,593
Nick Ryder, Mikhail Pavlov, Alethea Power, Lukasz594
Kaiser, Mohammad Bavarian, Clemens Winter,595
Philippe Tillet, Felipe Petroski Such, Dave Cum-596
mings, Matthias Plappert, Fotios Chantzis, Eliza-597
beth Barnes, Ariel Herbert-Voss, William Hebgen598
Guss, Alex Nichol, Alex Paino, Nikolas Tezak, Jie599
Tang, Igor Babuschkin, Suchir Balaji, Shantanu Jain,600
William Saunders, Christopher Hesse, Andrew N.601
Carr, Jan Leike, Joshua Achiam, Vedant Misra, Evan602
Morikawa, Alec Radford, Matthew Knight, Miles603
Brundage, Mira Murati, Katie Mayer, Peter Welinder,604
Bob McGrew, Dario Amodei, Sam McCandlish, Ilya605
Sutskever, and Wojciech Zaremba. 2021. Evaluat-606
ing large language models trained on code. CoRR,607
abs/2107.03374.608

Aakanksha Chowdhery, Sharan Narang, Jacob Devlin,609
Maarten Bosma, Gaurav Mishra, Adam Roberts,610

Paul Barham, Hyung Won Chung, Charles Sutton, 611
Sebastian Gehrmann, Parker Schuh, Kensen Shi, 612
Sasha Tsvyashchenko, Joshua Maynez, Abhishek 613
Rao, Parker Barnes, Yi Tay, Noam Shazeer, Vin- 614
odkumar Prabhakaran, Emily Reif, Nan Du, Ben 615
Hutchinson, Reiner Pope, James Bradbury, Jacob 616
Austin, Michael Isard, Guy Gur-Ari, Pengcheng Yin, 617
Toju Duke, Anselm Levskaya, Sanjay Ghemawat, 618
Sunipa Dev, Henryk Michalewski, Xavier Garcia, 619
Vedant Misra, Kevin Robinson, Liam Fedus, Denny 620
Zhou, Daphne Ippolito, David Luan, Hyeontaek Lim, 621
Barret Zoph, Alexander Spiridonov, Ryan Sepassi, 622
David Dohan, Shivani Agrawal, Mark Omernick, An- 623
drew M. Dai, Thanumalayan Sankaranarayana Pil- 624
lai, Marie Pellat, Aitor Lewkowycz, Erica Moreira, 625
Rewon Child, Oleksandr Polozov, Katherine Lee, 626
Zongwei Zhou, Xuezhi Wang, Brennan Saeta, Mark 627
Diaz, Orhan Firat, Michele Catasta, Jason Wei, Kathy 628
Meier-Hellstern, Douglas Eck, Jeff Dean, Slav Petrov, 629
and Noah Fiedel. 2022. Palm: Scaling language mod- 630
eling with pathways. CoRR, abs/2204.02311. 631

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and 632
Kristina Toutanova. 2019. BERT: pre-training of 633
deep bidirectional transformers for language under- 634
standing. In Proceedings of the 2019 Conference of 635
the North American Chapter of the Association for 636
Computational Linguistics: Human Language Tech- 637
nologies, NAACL-HLT 2019, Minneapolis, MN, USA, 638
June 2-7, 2019, Volume 1 (Long and Short Papers), 639
pages 4171–4186. Association for Computational 640
Linguistics. 641

Julian Eisenschlos, Bhuwan Dhingra, Jannis Bulian, 642
Benjamin Börschinger, and Jordan L. Boyd-Graber. 643
2021. Fool me twice: Entailment from wikipedia 644
gamification. In Proceedings of the 2021 Conference 645
of the North American Chapter of the Association 646
for Computational Linguistics: Human Language 647
Technologies, NAACL-HLT 2021, Online, June 6-11, 648
2021, pages 352–365. Association for Computational 649
Linguistics. 650

Yunfan Gao, Tao Sheng, Youlin Xiang, Yun Xiong, 651
Haofen Wang, and Jiawei Zhang. 2023. Chat-rec: 652
Towards interactive and explainable llms-augmented 653
recommender system. CoRR, abs/2303.14524. 654

Xinyang Geng, Arnav Gudibande, Hao Liu, Eric Wal- 655
lace, Pieter Abbeel, Sergey Levine, and Dawn Song. 656
2023. Koala: A dialogue model for academic re- 657
search. Blog post. 658

Kelvin Guu, Kenton Lee, Zora Tung, Panupong Pasupat, 659
and Ming-Wei Chang. 2020. Retrieval augmented 660
language model pre-training. In Proceedings of the 661
37th International Conference on Machine Learning, 662
ICML 2020, 13-18 July 2020, Virtual Event, volume 663
119 of Proceedings of Machine Learning Research, 664
pages 3929–3938. PMLR. 665

Jonathan Herzig, Thomas Müller, Syrine Krichene, and 666
Julian Eisenschlos. 2021. Open domain question 667
answering over tables via dense retrieval. In Proceed- 668
ings of the 2021 Conference of the North American 669

9

http://arxiv.org/abs/2005.14165
http://arxiv.org/abs/2304.12202
http://arxiv.org/abs/2304.12202
http://arxiv.org/abs/2304.12202
http://arxiv.org/abs/2304.12202
http://arxiv.org/abs/2304.12202
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/P17-1171
https://doi.org/10.18653/v1/P17-1171
http://arxiv.org/abs/2107.03374
http://arxiv.org/abs/2107.03374
http://arxiv.org/abs/2107.03374
https://doi.org/10.48550/arXiv.2204.02311
https://doi.org/10.48550/arXiv.2204.02311
https://doi.org/10.48550/arXiv.2204.02311
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/n19-1423
https://doi.org/10.18653/v1/2021.naacl-main.32
https://doi.org/10.18653/v1/2021.naacl-main.32
https://doi.org/10.18653/v1/2021.naacl-main.32
https://doi.org/10.48550/arXiv.2303.14524
https://doi.org/10.48550/arXiv.2303.14524
https://doi.org/10.48550/arXiv.2303.14524
https://doi.org/10.48550/arXiv.2303.14524
https://doi.org/10.48550/arXiv.2303.14524
https://bair.berkeley.edu/blog/2023/04/03/koala/
https://bair.berkeley.edu/blog/2023/04/03/koala/
https://bair.berkeley.edu/blog/2023/04/03/koala/
http://proceedings.mlr.press/v119/guu20a.html
http://proceedings.mlr.press/v119/guu20a.html
http://proceedings.mlr.press/v119/guu20a.html
https://doi.org/10.18653/v1/2021.naacl-main.43
https://doi.org/10.18653/v1/2021.naacl-main.43
https://doi.org/10.18653/v1/2021.naacl-main.43


Chapter of the Association for Computational Lin-670
guistics: Human Language Technologies, NAACL-671
HLT 2021, Online, June 6-11, 2021, pages 512–519.672
Association for Computational Linguistics.673

Rongjie Huang, Mingze Li, Dongchao Yang, Jia-674
tong Shi, Xuankai Chang, Zhenhui Ye, Yuning Wu,675
Zhiqing Hong, Jiawei Huang, Jinglin Liu, Yi Ren,676
Zhou Zhao, and Shinji Watanabe. 2023. Audiogpt:677
Understanding and generating speech, music, sound,678
and talking head. CoRR, abs/2304.12995.679

Gautier Izacard, Mathilde Caron, Lucas Hosseini, Se-680
bastian Riedel, Piotr Bojanowski, Armand Joulin,681
and Edouard Grave. 2022a. Unsupervised dense in-682
formation retrieval with contrastive learning. Trans.683
Mach. Learn. Res., 2022.684

Gautier Izacard, Patrick S. H. Lewis, Maria Lomeli,685
Lucas Hosseini, Fabio Petroni, Timo Schick, Jane686
Dwivedi-Yu, Armand Joulin, Sebastian Riedel, and687
Edouard Grave. 2022b. Few-shot learning with688
retrieval augmented language models. CoRR,689
abs/2208.03299.690

Wenxiang Jiao, Wenxuan Wang, Jen-tse Huang, Xing691
Wang, and Zhaopeng Tu. 2023. Is chatgpt A692
good translator? A preliminary study. CoRR,693
abs/2301.08745.694

Jared Kaplan, Sam McCandlish, Tom Henighan, Tom B.695
Brown, Benjamin Chess, Rewon Child, Scott Gray,696
Alec Radford, Jeffrey Wu, and Dario Amodei. 2020.697
Scaling laws for neural language models. CoRR,698
abs/2001.08361.699

Vladimir Karpukhin, Barlas Oguz, Sewon Min, Patrick700
S. H. Lewis, Ledell Wu, Sergey Edunov, Danqi Chen,701
and Wen-tau Yih. 2020. Dense passage retrieval for702
open-domain question answering. In Proceedings of703
the 2020 Conference on Empirical Methods in Nat-704
ural Language Processing, EMNLP 2020, Online,705
November 16-20, 2020, pages 6769–6781. Associa-706
tion for Computational Linguistics.707

Jungo Kasai, Yuhei Kasai, Keisuke Sakaguchi, Yutaro708
Yamada, and Dragomir Radev. 2023. Evaluating709
GPT-4 and chatgpt on japanese medical licensing710
examinations. CoRR, abs/2303.18027.711

Takeshi Kojima, Shixiang Shane Gu, Machel Reid, Yu-712
taka Matsuo, and Yusuke Iwasawa. 2022. Large lan-713
guage models are zero-shot reasoners. In Advances714
in Neural Information Processing Systems.715

Angeliki Lazaridou, Elena Gribovskaya, Wojciech716
Stokowiec, and Nikolai Grigorev. 2022. Internet-717
augmented language models through few-shot718
prompting for open-domain question answering.719
CoRR, abs/2203.05115.720

Jerry Liu. 2022. LlamaIndex.721

Pan Lu, Swaroop Mishra, Tony Xia, Liang Qiu, Kai-722
Wei Chang, Song-Chun Zhu, Oyvind Tafjord, Peter723
Clark, and Ashwin Kalyan. 2022. Learn to explain:724

Multimodal reasoning via thought chains for science 725
question answering. CoRR, abs/2209.09513. 726

Pan Lu, Baolin Peng, Hao Cheng, Michel Galley, Kai- 727
Wei Chang, Ying Nian Wu, Song-Chun Zhu, and Jian- 728
feng Gao. 2023. Chameleon: Plug-and-play compo- 729
sitional reasoning with large language models. CoRR, 730
abs/2304.09842. 731

Haipeng Luo, Qingfeng Sun, Can Xu, Pu Zhao, Jian- 732
guang Lou, Chongyang Tao, Xiubo Geng, Qingwei 733
Lin, Shifeng Chen, and Dongmei Zhang. 2023a. Wiz- 734
ardmath: Empowering mathematical reasoning for 735
large language models via reinforced evol-instruct. 736
CoRR, abs/2308.09583. 737

Ziyang Luo, Can Xu, Pu Zhao, Qingfeng Sun, Xiubo 738
Geng, Wenxiang Hu, Chongyang Tao, Jing Ma, Qing- 739
wei Lin, and Daxin Jiang. 2023b. Wizardcoder: 740
Empowering code large language models with evol- 741
instruct. CoRR, abs/2306.08568. 742

Grégoire Mialon, Roberto Dessì, Maria Lomeli, Christo- 743
foros Nalmpantis, Ramakanth Pasunuru, Roberta 744
Raileanu, Baptiste Rozière, Timo Schick, Jane 745
Dwivedi-Yu, Asli Celikyilmaz, Edouard Grave, Yann 746
LeCun, and Thomas Scialom. 2023. Augmented 747
language models: a survey. CoRR, abs/2302.07842. 748

Microsoft. 2023. New bing. Webpage. Accessed on 749
May 8, 2023. 750

Castro Nascimento, Cayque Monteiro, Pimentel, and 751
André Silva. 2023. Do large language models un- 752
derstand chemistry? a conversation with chatgpt. 753
Journal of Chemical Information and Modeling, 754
63(6):1649–1655. PMID: 36926868. 755

OpenAI. 2023a. Chatgpt plugins. Webpage. Accessed 756
on May 8, 2023. 757

OpenAI. 2023b. GPT-4 technical report. CoRR, 758
abs/2303.08774. 759

OpenAI. 2023c. Models overview. Webpage. Accessed 760
on May 8, 2023. 761

Long Ouyang, Jeff Wu, Xu Jiang, Diogo Almeida, Car- 762
roll L. Wainwright, Pamela Mishkin, Chong Zhang, 763
Sandhini Agarwal, Katarina Slama, Alex Ray, John 764
Schulman, Jacob Hilton, Fraser Kelton, Luke Miller, 765
Maddie Simens, Amanda Askell, Peter Welinder, 766
Paul F. Christiano, Jan Leike, and Ryan Lowe. 2022. 767
Training language models to follow instructions with 768
human feedback. CoRR, abs/2203.02155. 769

Ankit Pal, Logesh Kumar Umapathi, and Malaikan- 770
nan Sankarasubbu. 2022. Medmcqa: A large-scale 771
multi-subject multi-choice dataset for medical do- 772
main question answering. In Conference on Health, 773
Inference, and Learning, CHIL 2022, 7-8 April 2022, 774
Virtual Event, volume 174 of Proceedings of Machine 775
Learning Research, pages 248–260. PMLR. 776

10

https://doi.org/10.48550/arXiv.2304.12995
https://doi.org/10.48550/arXiv.2304.12995
https://doi.org/10.48550/arXiv.2304.12995
https://doi.org/10.48550/arXiv.2304.12995
https://doi.org/10.48550/arXiv.2304.12995
https://openreview.net/forum?id=jKN1pXi7b0
https://openreview.net/forum?id=jKN1pXi7b0
https://openreview.net/forum?id=jKN1pXi7b0
https://doi.org/10.48550/arXiv.2208.03299
https://doi.org/10.48550/arXiv.2208.03299
https://doi.org/10.48550/arXiv.2208.03299
https://doi.org/10.48550/arXiv.2301.08745
https://doi.org/10.48550/arXiv.2301.08745
https://doi.org/10.48550/arXiv.2301.08745
http://arxiv.org/abs/2001.08361
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.18653/v1/2020.emnlp-main.550
https://doi.org/10.48550/arXiv.2303.18027
https://doi.org/10.48550/arXiv.2303.18027
https://doi.org/10.48550/arXiv.2303.18027
https://doi.org/10.48550/arXiv.2303.18027
https://doi.org/10.48550/arXiv.2303.18027
https://openreview.net/forum?id=e2TBb5y0yFf
https://openreview.net/forum?id=e2TBb5y0yFf
https://openreview.net/forum?id=e2TBb5y0yFf
https://doi.org/10.48550/arXiv.2203.05115
https://doi.org/10.48550/arXiv.2203.05115
https://doi.org/10.48550/arXiv.2203.05115
https://doi.org/10.48550/arXiv.2203.05115
https://doi.org/10.48550/arXiv.2203.05115
https://doi.org/10.5281/zenodo.1234
https://doi.org/10.48550/arXiv.2209.09513
https://doi.org/10.48550/arXiv.2209.09513
https://doi.org/10.48550/arXiv.2209.09513
https://doi.org/10.48550/arXiv.2209.09513
https://doi.org/10.48550/arXiv.2209.09513
https://doi.org/10.48550/arXiv.2304.09842
https://doi.org/10.48550/arXiv.2304.09842
https://doi.org/10.48550/arXiv.2304.09842
https://doi.org/10.48550/arXiv.2308.09583
https://doi.org/10.48550/arXiv.2308.09583
https://doi.org/10.48550/arXiv.2308.09583
https://doi.org/10.48550/arXiv.2308.09583
https://doi.org/10.48550/arXiv.2308.09583
https://doi.org/10.48550/arXiv.2306.08568
https://doi.org/10.48550/arXiv.2306.08568
https://doi.org/10.48550/arXiv.2306.08568
https://doi.org/10.48550/arXiv.2306.08568
https://doi.org/10.48550/arXiv.2306.08568
https://doi.org/10.48550/arXiv.2302.07842
https://doi.org/10.48550/arXiv.2302.07842
https://doi.org/10.48550/arXiv.2302.07842
https://www.bing.com/new
https://doi.org/10.1021/acs.jcim.3c00285
https://doi.org/10.1021/acs.jcim.3c00285
https://doi.org/10.1021/acs.jcim.3c00285
https://openai.com/blog/chatgpt-plugins
https://doi.org/10.48550/arXiv.2303.08774
https://platform.openai.com/docs/models/overview
https://doi.org/10.48550/arXiv.2203.02155
https://doi.org/10.48550/arXiv.2203.02155
https://doi.org/10.48550/arXiv.2203.02155
https://proceedings.mlr.press/v174/pal22a.html
https://proceedings.mlr.press/v174/pal22a.html
https://proceedings.mlr.press/v174/pal22a.html
https://proceedings.mlr.press/v174/pal22a.html
https://proceedings.mlr.press/v174/pal22a.html


Baolin Peng, Michel Galley, Pengcheng He, Hao Cheng,777
Yujia Xie, Yu Hu, Qiuyuan Huang, Lars Liden, Zhou778
Yu, Weizhu Chen, and Jianfeng Gao. 2023a. Check779
your facts and try again: Improving large language780
models with external knowledge and automated feed-781
back. CoRR, abs/2302.12813.782

Baolin Peng, Chunyuan Li, Pengcheng He, Michel Gal-783
ley, and Jianfeng Gao. 2023b. Instruction tuning with784
GPT-4. CoRR, abs/2304.03277.785

Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya786
Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sas-787
try, Amanda Askell, Pamela Mishkin, Jack Clark,788
Gretchen Krueger, and Ilya Sutskever. 2021. Learn-789
ing transferable visual models from natural language790
supervision. In Proceedings of the 38th International791
Conference on Machine Learning, ICML 2021, 18-24792
July 2021, Virtual Event, volume 139 of Proceedings793
of Machine Learning Research, pages 8748–8763.794
PMLR.795

Ori Ram, Yoav Levine, Itay Dalmedigos, Dor Muhlgay,796
Amnon Shashua, Kevin Leyton-Brown, and Yoav797
Shoham. 2023. In-context retrieval-augmented lan-798
guage models. CoRR, abs/2302.00083.799

Stephen E. Robertson and Hugo Zaragoza. 2009. The800
probabilistic relevance framework: BM25 and be-801
yond. Found. Trends Inf. Retr., 3(4):333–389.802

Victor Sanh, Albert Webson, Colin Raffel, Stephen H.803
Bach, Lintang Sutawika, Zaid Alyafeai, Antoine804
Chaffin, Arnaud Stiegler, Arun Raja, Manan Dey,805
M Saiful Bari, Canwen Xu, Urmish Thakker,806
Shanya Sharma Sharma, Eliza Szczechla, Taewoon807
Kim, Gunjan Chhablani, Nihal V. Nayak, Debajyoti808
Datta, Jonathan Chang, Mike Tian-Jian Jiang, Han809
Wang, Matteo Manica, Sheng Shen, Zheng Xin Yong,810
Harshit Pandey, Rachel Bawden, Thomas Wang, Tr-811
ishala Neeraj, Jos Rozen, Abheesht Sharma, An-812
drea Santilli, Thibault Févry, Jason Alan Fries, Ryan813
Teehan, Teven Le Scao, Stella Biderman, Leo Gao,814
Thomas Wolf, and Alexander M. Rush. 2022. Multi-815
task prompted training enables zero-shot task gener-816
alization. In The Tenth International Conference on817
Learning Representations, ICLR 2022, Virtual Event,818
April 25-29, 2022. OpenReview.net.819

Teven Le Scao, Angela Fan, Christopher Akiki, El-820
lie Pavlick, Suzana Ilic, Daniel Hesslow, Roman821
Castagné, Alexandra Sasha Luccioni, François Yvon,822
Matthias Gallé, Jonathan Tow, Alexander M. Rush,823
Stella Biderman, Albert Webson, Pawan Sasanka Am-824
manamanchi, Thomas Wang, Benoît Sagot, Niklas825
Muennighoff, Albert Villanova del Moral, Olatunji826
Ruwase, Rachel Bawden, Stas Bekman, Angelina827
McMillan-Major, Iz Beltagy, Huu Nguyen, Lucile828
Saulnier, Samson Tan, Pedro Ortiz Suarez, Vic-829
tor Sanh, Hugo Laurençon, Yacine Jernite, Julien830
Launay, Margaret Mitchell, Colin Raffel, Aaron831
Gokaslan, Adi Simhi, Aitor Soroa, Alham Fikri832
Aji, Amit Alfassy, Anna Rogers, Ariel Kreisberg833
Nitzav, Canwen Xu, Chenghao Mou, Chris Emezue,834
Christopher Klamm, Colin Leong, Daniel van Strien,835

David Ifeoluwa Adelani, and et al. 2022. BLOOM: 836
A 176b-parameter open-access multilingual language 837
model. CoRR, abs/2211.05100. 838

Yongliang Shen, Kaitao Song, Xu Tan, Dongsheng Li, 839
Weiming Lu, and Yueting Zhuang. 2023. Hugging- 840
gpt: Solving AI tasks with chatgpt and its friends in 841
huggingface. CoRR, abs/2303.17580. 842

Freda Shi, Mirac Suzgun, Markus Freitag, Xuezhi 843
Wang, Suraj Srivats, Soroush Vosoughi, Hyung Won 844
Chung, Yi Tay, Sebastian Ruder, Denny Zhou, Di- 845
panjan Das, and Jason Wei. 2022. Language models 846
are multilingual chain-of-thought reasoners. CoRR, 847
abs/2210.03057. 848

Weijia Shi, Sewon Min, Michihiro Yasunaga, Minjoon 849
Seo, Rich James, Mike Lewis, Luke Zettlemoyer, and 850
Wen-tau Yih. 2023. REPLUG: retrieval-augmented 851
black-box language models. CoRR, abs/2301.12652. 852

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann 853
Dubois, Xuechen Li, Carlos Guestrin, Percy Liang, 854
and Tatsunori B. Hashimoto. 2023. Stanford alpaca: 855
An instruction-following llama model. https:// 856
github.com/tatsu-lab/stanford_alpaca. 857

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier 858
Martinet, Marie-Anne Lachaux, Timothée Lacroix, 859
Baptiste Rozière, Naman Goyal, Eric Hambro, Faisal 860
Azhar, Aurélien Rodriguez, Armand Joulin, Edouard 861
Grave, and Guillaume Lample. 2023. Llama: Open 862
and efficient foundation language models. CoRR, 863
abs/2302.13971. 864

Jason Wei, Maarten Bosma, Vincent Y. Zhao, Kelvin 865
Guu, Adams Wei Yu, Brian Lester, Nan Du, An- 866
drew M. Dai, and Quoc V. Le. 2022a. Finetuned 867
language models are zero-shot learners. In The Tenth 868
International Conference on Learning Representa- 869
tions, ICLR 2022, Virtual Event, April 25-29, 2022. 870
OpenReview.net. 871

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, 872
Barret Zoph, Sebastian Borgeaud, Dani Yogatama, 873
Maarten Bosma, Denny Zhou, Donald Metzler, Ed H. 874
Chi, Tatsunori Hashimoto, Oriol Vinyals, Percy 875
Liang, Jeff Dean, and William Fedus. 2022b. Emer- 876
gent abilities of large language models. CoRR, 877
abs/2206.07682. 878

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten 879
Bosma, Brian Ichter, Fei Xia, Ed H. Chi, Quoc V. Le, 880
and Denny Zhou. 2022c. Chain-of-thought prompt- 881
ing elicits reasoning in large language models. In 882
NeurIPS. 883

Colin G. West. 2023. AI and the FCI: can chatgpt 884
project an understanding of introductory physics? 885
CoRR, abs/2303.01067. 886

Chenfei Wu, Shengming Yin, Weizhen Qi, Xiaodong 887
Wang, Zecheng Tang, and Nan Duan. 2023. Visual 888
chatgpt: Talking, drawing and editing with visual 889
foundation models. CoRR, abs/2303.04671. 890

11

https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2302.12813
https://doi.org/10.48550/arXiv.2304.03277
https://doi.org/10.48550/arXiv.2304.03277
https://doi.org/10.48550/arXiv.2304.03277
http://proceedings.mlr.press/v139/radford21a.html
http://proceedings.mlr.press/v139/radford21a.html
http://proceedings.mlr.press/v139/radford21a.html
http://proceedings.mlr.press/v139/radford21a.html
http://proceedings.mlr.press/v139/radford21a.html
https://doi.org/10.48550/arXiv.2302.00083
https://doi.org/10.48550/arXiv.2302.00083
https://doi.org/10.48550/arXiv.2302.00083
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://doi.org/10.1561/1500000019
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://openreview.net/forum?id=9Vrb9D0WI4
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2211.05100
https://doi.org/10.48550/arXiv.2303.17580
https://doi.org/10.48550/arXiv.2303.17580
https://doi.org/10.48550/arXiv.2303.17580
https://doi.org/10.48550/arXiv.2303.17580
https://doi.org/10.48550/arXiv.2303.17580
https://doi.org/10.48550/arXiv.2210.03057
https://doi.org/10.48550/arXiv.2210.03057
https://doi.org/10.48550/arXiv.2210.03057
https://doi.org/10.48550/arXiv.2301.12652
https://doi.org/10.48550/arXiv.2301.12652
https://doi.org/10.48550/arXiv.2301.12652
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
https://doi.org/10.48550/arXiv.2302.13971
https://doi.org/10.48550/arXiv.2302.13971
https://doi.org/10.48550/arXiv.2302.13971
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=gEZrGCozdqR
https://openreview.net/forum?id=gEZrGCozdqR
https://doi.org/10.48550/arXiv.2206.07682
https://doi.org/10.48550/arXiv.2206.07682
https://doi.org/10.48550/arXiv.2206.07682
http://papers.nips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html
http://papers.nips.cc/paper_files/paper/2022/hash/9d5609613524ecf4f15af0f7b31abca4-Abstract-Conference.html
https://doi.org/10.48550/arXiv.2303.01067
https://doi.org/10.48550/arXiv.2303.01067
https://doi.org/10.48550/arXiv.2303.01067
https://doi.org/10.48550/arXiv.2303.04671
https://doi.org/10.48550/arXiv.2303.04671
https://doi.org/10.48550/arXiv.2303.04671
https://doi.org/10.48550/arXiv.2303.04671
https://doi.org/10.48550/arXiv.2303.04671


Tianbao Xie, Chen Henry Wu, Peng Shi, Ruiqi Zhong,891
Torsten Scholak, Michihiro Yasunaga, Chien-Sheng892
Wu, Ming Zhong, Pengcheng Yin, Sida I. Wang, Vic-893
tor Zhong, Bailin Wang, Chengzu Li, Connor Boyle,894
Ansong Ni, Ziyu Yao, Dragomir Radev, Caiming895
Xiong, Lingpeng Kong, Rui Zhang, Noah A. Smith,896
Luke Zettlemoyer, and Tao Yu. 2022. Unifiedskg:897
Unifying and multi-tasking structured knowledge898
grounding with text-to-text language models. In Pro-899
ceedings of the 2022 Conference on Empirical Meth-900
ods in Natural Language Processing, EMNLP 2022,901
Abu Dhabi, United Arab Emirates, December 7-11,902
2022, pages 602–631. Association for Computational903
Linguistics.904

Can Xu, Qingfeng Sun, Kai Zheng, Xiubo Geng,905
Pu Zhao, Jiazhan Feng, Chongyang Tao, and Daxin906
Jiang. 2023a. Wizardlm: Empowering large lan-907
guage models to follow complex instructions. CoRR,908
abs/2304.12244.909

Can Xu, Qingfeng Sun, Kai Zheng, Xiubo Geng,910
Pu Zhao, Jiazhan Feng, Chongyang Tao, and Daxin911
Jiang. 2023b. Wizardlm: Empowering large lan-912
guage models to follow complex instructions.913

Hanwei Xu, Yujun Chen, Yulun Du, Nan Shao, Yang-914
gang Wang, Haiyu Li, and Zhilin Yang. 2022. Ze-915
roprompt: Scaling prompt-based pretraining to 1,916
000 tasks improves zero-shot generalization. In Find-917
ings of the Association for Computational Linguistics:918
EMNLP 2022, Abu Dhabi, United Arab Emirates, De-919
cember 7-11, 2022, pages 4235–4252. Association920
for Computational Linguistics.921

Wei Yang, Yuqing Xie, Aileen Lin, Xingyu Li, Luchen922
Tan, Kun Xiong, Ming Li, and Jimmy Lin. 2019.923
End-to-end open-domain question answering with924
bertserini. In Proceedings of the 2019 Conference925
of the North American Chapter of the Association926
for Computational Linguistics: Human Language927
Technologies, NAACL-HLT 2019, Minneapolis, MN,928
USA, June 2-7, 2019, Demonstrations, pages 72–77.929
Association for Computational Linguistics.930

Xianjun Yang, Yan Li, Xinlu Zhang, Haifeng Chen, and931
Wei Cheng. 2023. Exploring the limits of chatgpt932
for query or aspect-based text summarization. CoRR,933
abs/2302.08081.934

Wenhao Yu, Dan Iter, Shuohang Wang, Yichong Xu,935
Mingxuan Ju, Soumya Sanyal, Chenguang Zhu,936
Michael Zeng, and Meng Jiang. 2023. Generate937
rather than retrieve: Large language models are938
strong context generators. In The Eleventh Inter-939
national Conference on Learning Representations.940

Susan Zhang, Stephen Roller, Naman Goyal, Mikel941
Artetxe, Moya Chen, Shuohui Chen, Christopher942
Dewan, Mona T. Diab, Xian Li, Xi Victoria Lin,943
Todor Mihaylov, Myle Ott, Sam Shleifer, Kurt Shus-944
ter, Daniel Simig, Punit Singh Koura, Anjali Srid-945
har, Tianlu Wang, and Luke Zettlemoyer. 2022.946
OPT: open pre-trained transformer language mod-947
els. CoRR, abs/2205.01068.948

A Datasets and Splits 949

Our experiments include four different benchmarks 950

to evaluate our PKG framework: 951

• Fool Me Twice (FM2) (Eisenschlos et al., 952

2021) is a fact-checking task, which contains 953

a set of claims with evidence that were origi- 954

nally scarped from Wikipedia. 955

• Natural Questions Over Tables (NQ- 956

Table) (Herzig et al., 2021) is an open- 957

domain question-answering task over table 958

knowledge, which is mined from real Google 959

search queries, and the answers are spans in 960

Wikipedia tables identified by human annota- 961

tors. 962

• Multi-Subject Multi-Choice Dataset for 963

Medical domain (MedMC-QA) (Pal et al., 964

2022) is a medical question-answering task, 965

which contains a set of real-world medical 966

entrance exam questions and answers. 967

• Multimodal Reasoning for Science Ques- 968

tion Answering (ScienceQA) (Lu et al., 969

2022) is a multimodal reasoning task, which 970

consists of multimodal multiple-choice ques- 971

tions with a diverse set of science topics. 972

In Table 5, we show the dataset splits and statistics. 973

B Implementation Details 974

We employ LLaMa-7B (Touvron et al., 2023) as 975

the backbone models for implementing the PKG 976

modules. The AdamW optimizer is used, with 10% 977

warmup steps. Training of the PKG modules is 978

performed on 8 V100 GPUs. The vision encoder 979

for ScienceQA is CLIP-ViT-B/32, whose param- 980

eters are not updated during training. In our ex- 981

periments, we extensively utilize the open-source 982

code LLaMa-X.1 For more specific implementation 983

details, please refer to Table 6. 984

We implement other baseline methods based on 985

the following repositories: 986

• BM25 + GPT3.5: https://github.com/ 987

castorini/pyserini 988

• REPLUG + GPT3.5: https://github.com/ 989

facebookresearch/DPR/tree/main 990

• CoT + GPT3.5: https://github.com/ 991

kojima-takeshi188/zero_shot_cot 992

1https://github.com/AetherCortex/Llama-X
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Datasets Domain Train Valid Test Test labels

FM2 (Eisenschlos et al., 2021) Factual 10,419 1,169 1,380 Public
NQ-Table (Herzig et al., 2021) Tabular 9,594 1,068 959 Public
MedMC-QA (Pal et al., 2022) Medical 160,869 4,183 6,150 Private
ScienceQA (Lu et al., 2022) Multimodal 12,726 4,241 4,241 Public

Table 5: Datasets splits and statistics. For MedMC-QA, labels in the test are hidden, so the model performance is
evaluated on the validation set.

Settings FM2 NQ-Table MedMC-QA ScienceQA

Peak learning rate 2e-5 2e-5 2e-5 2e-5
β1, β2 [0.9,0.999] [0.9,0.999] [0.9,0.999] [0.9,0.999]
ϵ 1e-8 1e-8 1e-8 1e-8
Weight decay 0 0 0 0
Total batch size 64 32 32 32
Total training epochs 3 10 3 5
Warmup Schedule cosine cosine cosine cosine
Warmup ratio 0.1 0.1 0.1 0.1
Precision fp16 fp16 fp16 fp16

Table 6: Hyperparameters settings of our PKG modules on different tasks.

• GenRead + GPT3.5: https://github.com/993

wyu97/GenRead994

C All Results of Figure 3 in the Main995

Paper996

In Figure 3 of the main paper, we compare our997

PKGs framework with the direct generation on998

various types of LMs. We include all results in999

Table 7.1000

D Case Studies1001

Additional examples of background documents1002

generated by our baseline methods (CoT and Gen-1003

Read) and PKGs for different tasks are presented in1004

Table 8, Table 9, Table 10, and Table 11. These ex-1005

amples highlight how our PKGs can provide valu-1006

able information to assist LLMs in answering spe-1007

cific questions. Furthermore, Table 12 compares1008

our PKGs with retrieval-based methods, demon-1009

strating that the retrieval methods are unable to1010

offer relevant background documents to address1011

the given question effectively.1012

E Errors1013

Table 13 showcases examples of hallucination er-1014

rors generated by our PKGs. Similar to other1015

LLMs, our PKGs may introduce fabricated back-1016

ground knowledge in certain instances.1017

F Instruction Formats 1018

- FM2: 1019

Below is an instruction that describes a task, paired with 1020

an input that provides further context. 1021

Write a response that appropriately completes the request. 1022

### Instruction: 1023

Generate a background document from Wikipedia to support or 1024

refute the statement. 1025

### Input: 1026

Statement: xxx 1027

### Response: 1028

<background fact> 1029

1030

- NQ-Table: 1031

Below is an instruction that describes a task, paired with 1032

an input that provides further context. 1033

Write a response that appropriately completes the request. 1034

### Instruction: 1035

Generate a background table from Wikipedia to answer the given 1036

question. 1037

### Input: 1038

Question: xxx 1039

### Response: 1040

<background table> 1041

1042

- MedMC-QA 1043

Below is an instruction that describes a task, paired with 1044

an input that provides further context. 1045
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Methods FM2 NQ-Table MedMC-QA ScienceQA

PKG-Davinci 67.3 28.8 47.4 80.76
PKG-Curie 52.0 0.1 23.8 32.87
PKG-Babbage 45.4 0.1 20.0 35.77
PKG-Ada 38.0 0.0 20.6 29.76

Direct-Davinci 59.4 16.9 44.4 71.66
Direct-Curie 50.8 0.0 20.3 36.76
Direct-Babbage 39.5 0.0 20.6 41.08
Direct-Ada 42.6 0.0 20.3 26.79

Table 7: All experiments results of Figure 3 for different sizes of LMs in the main paper.

Write a response that appropriately completes the request.1046

### Instruction:1047

Generate a background document from the medical domain to1048

answer the given question.1049

### Input:1050

Question: xxx1051

### Response:1052

<background medical knowledge>1053

1054

- ScienceQA: We follow the "QCM-LE" format1055

in MM-CoT (?), where "Q" is the question, "C" is1056

the context, "M" is the choices, "L" is the lecture1057

and "E" is the explanation. Please refer to the paper1058

of MM-CoT for more details.1059

G Background-Augmented Prompts1060

- FM2:1061

<background>1062

1063

claim: <query>1064

1065

Is the claim true or false?1066

1067

- NQ-Table:1068

Refer to the background below and answer the following1069

question with just a few words. The answer should be less than1070

5 words.1071

1072

Background: <background>1073

1074

Question: <question>1075

1076

Answer:1077

1078

- MedMC-QA:1079

Refer to the medical background below and answer the1080

following question.1081

1082

Background: <background> 1083

1084

Question: <question> 1085

Options: <options> 1086

1087

Please only choose the answer from options. The answer 1088

is: 1089

1090

- ScienceQA: 1091

Question: <question> 1092

BECAUSE: <background> 1093

Options: <options> 1094

Please only choose the answer from options. The answer is: 1095

14



Input (FM2) The Natural is a book about Roy Hobbs a natural southpaw boxer
who goes on to win the heavyweight title from Boom Boom
Mancini.

CoT Guiding The first part of the claim is that The Natural is a book. This is true
- The Natural is a novel written by Bernard Malamud. The second
part of the claim is that the book is about Roy Hobbs, a natural
southpaw boxer. This is also true - the novel follows the character
of Roy Hobbs, a talented young baseball player who is drafted
by a major league team. The third part of the claim is that Hobbs
goes on to win the heavyweight title from Boom Boom Mancini.
This is false - in the novel, Hobbs does not win the heavyweight
title from Boom Boom Mancini.

GenRead Guiding The Natural is a 1984 American sports drama film based on
Bernard Malamud’s 1952 baseball novel of the same name, di-
rected by Barry Levinson and starring Robert Redford, Glenn
Close, and Robert Duvall. The film, like the book, recounts the
experiences of Roy Hobbs, an extraordinarily talented left-handed
pitcher, who becomes a late-blooming professional baseball player
with the New York Knights.

PKG Guiding This is a story about a baseball player, Roy Hobbs, who is shot
by a woman, Harriet Bird, and then recovers to become a great
player.

Input (FM2) Goodbye, Mr. Chips’ story happens in Canada.

CoT Guiding First, let’s recall what the story is about. The story is about a
schoolteacher, Mr. Chips, who spends his entire life teaching
at a boys’ boarding school in England. Now, let’s think about
whether the story could have taken place in Canada. Could a
schoolteacher in Canada spend his entire life teaching at a boys’
boarding school? It’s possible, but it seems unlikely. Could a
schoolteacher in Canada spend his entire life teaching at any kind
of school? Yes, that’s possible. Therefore, the claim that the story
happens in Canada is false.

GenRead Guiding Goodbye, Mr. Chips is a novel by James Hilton, first published in
1934. The novel tells the story of a schoolteacher, Mr. Chipping,
who is nicknamed "Chips". The novel was Hilton’s best-selling
book of all time, and was adapted into two films and a television
series. The novel is set in the fictional public school of Brookfield,
in the English county of Leicestershire. However, in the film
adaptations, the school is moved to the Canadian Rockies.

PKG Guiding Goodbye, Mr. Chips is a 1934 British drama film based on the
1934 novel of the same name by James Hilton, which tells the
story of a school headmaster at an English boys’ school from 1870
to 1935.

Table 8: Examples of background documents generated by our baseline methods and PKGs for FM2. Clues to
answering the input are highlighted in blue within the documents. The information that will disrupt LLMs is
highlighted in red.
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Input (NQ-Table) Batman The Enemy Within episode 5 release date

CoT Guiding 1. When is episode 5 of Batman the enemy released? 2. What is the release
date of episode 5 of Batman the enemy? The release date of episode 5 of
Batman the enemy is October 10, 2016.

GenRead Guiding "Batman: The Enemy Within" is an episodic point-and-click graphic adven-
ture video game developed and published by Telltale Games and distributed
by Warner Bros. Interactive Entertainment under its DC Entertainment
label. The game is a sequel to 2016’s "Batman: The Telltale Series", and
was released for Microsoft Windows, macOS, PlayStation 4, Xbox One,
Android, and iOS. The first episode was released on August 8, 2017, with
the fifth and final episode released on March 27, 2018.

PKG Guiding

Batman: The Enemy Within
Ep Title Directed by Release date
1 "The Enigma" Kent Mudle August 8, 2017
2 "The Pact" Matthew Leach October 3, 2017
3 "Fractured Mask" Sean Manning November 21, 2017
4 "What Ails You" Chris Rieser January 23, 2018
5 "Same Stitch" Kent Mudle March 27, 2018

Input (NQ-Table) the old man and the sea page count

CoT Guiding The old man is fishing and he catches a big fish. He struggles to bring the
fish in, and finally does. Now, he has to get the fish home. So, he ties it to
his boat and starts rowing. The old man is rowing for a long time and finally
makes it back to shore. He drags the fish up onto the beach and starts to cut
it open. Now, we’re at the part where the old man is cutting open the fish.
He’s cut open the belly and is starting to pull out the guts. He’s got a knife
in one hand and is pulling out the guts with the other. The old man is still
cutting open the fish. He’s almost done now. He’s got the knife in one hand
and the guts in the other. He’s about to pull out the last of the guts when he
suddenly feels something tugging on his line. The old man has been pulled
out to sea by the big fish! He’s struggling to get back to shore, but the fish
is too strong. The old man is fighting for his life now. The old man is still
struggling to get back to shore. He’s getting tired now, and the fish is still
pulling him out to sea. The old man knows he’s going to die soon. The old
man finally dies and is pulled out to sea by the big fish.

GenRead Guiding The Old Man and the Sea is a novel by Ernest Hemingway that was first
published in 1952. The novel tells the story of an aging Cuban fisherman
who struggles to catch a giant marlin. The Old Man and the Sea was
published in 1952 in Life magazine. The novel was adapted into a 1958 film
of the same name, starring Spencer Tracy. The Old Man and the Sea won
the Pulitzer Prize for Fiction in 1953.

PKG Guiding
The Old Man and the Sea

Author Language Genre Pages
Ernest Hemingway English Literary Fiction 127

Table 9: Examples of background documents generated by our baseline methods and PKGs for NQ-Table. Clues
to answering the input are highlighted in blue within the documents. The information that will disrupt LLMs is
highlighted in red.
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Input (MedMC-
QA)

Calcium ions triggers muscle contraction by binding to: Options:
(A) Actin (B) Myosin (C) Troponin (D) Tropomyosin (Correct
Answer: C)

CoT Guiding First, we need to understand what a muscle contraction is. A
muscle contraction is when the muscle fibers in the muscle shorten.
This is caused by the sliding of the actin and myosin filaments
past each other. Next, we need to understand what role calcium
ions play in muscle contraction. Calcium ions are needed for the
muscle contraction to occur because they are needed to trigger the
release of the myosin head from the actin filament. So, the answer
is (C) Troponin.

GenRead Guiding Calcium ions play an important role in muscle contraction. When
calcium ions bind to troponin, they cause a conformational change
in the protein that allows myosin and actin to interact. This interac-
tion between myosin and actin is what causes muscle contraction.

PKG Guiding Troponin is a complex of three proteins that are attached to actin.
Calcium ions bind to troponin-C, which then causes the troponin-I
and troponin-T to shift and allow the tropomyosin to move off of
the active site of the myosin so that the myosin head can then bind
to actin and cause contraction.

Input (MedMC-
QA)

Which of the following statements is true regarding medical
aboion? Options: (A) Ultrasound should be done in all cases
(B) If the patient has an IUCD in-situ, it doesn’t need to be re-
moved (C) Can only be done up to 72 days (D) Only a person
ceified under MTP act can perform medical termination of preg-
nancy (Correct Answer: D)

CoT Guiding First, we need to understand what medical abortion is. Medical
abortion is the use of medication to end a pregnancy. Next, we
need to consider the options given. Option A is not necessarily
true - ultrasound may not be needed in all cases, but it can be
helpful in determining how far along the pregnancy is. Option B
is also not necessarily true - in some cases, the IUCD (intrauterine
contraceptive device) may need to be removed before the medical
abortion can be performed. Option C is generally true - medical
abortions can usually be performed up to 72 days after the last
menstrual period. Option D is also generally true - only a certified
healthcare provider can perform a medical abortion.

GenRead Guiding Medical abortion is a safe and effective way to end a pregnancy. It
can be done up to 72 days after the first day of the last menstrual
period. A medical abortion can be done with pills or with a shot.

PKG Guiding Medical aboion can be done up to 9 weeks and 6 days. Ultrasound
is not required for medical aboion. If the patient has an IUCD
in-situ, it should be removed. Only a person ceified under MTP
act can perform medical termination of pregnancy.

Table 10: Examples of background documents generated by our baseline methods and PKGs for MedMC-QA. Clues
to answering the input are highlighted in blue within the documents. The information that will disrupt LLMs is
highlighted in red.
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Input (ScienceQA) Which animal’s neck is also adapted for hunting prey while keep-
ing the rest of its body still? Context: Saddle-billed storks live
near wetlands and lakes. They eat mostly fish. The ’s neck helps it
grab fish while keeping the rest of its body still. If the stork had to
move its body, it might scare the fish away. Figure: saddle-billed
stork. A black and white bird is standing in the grass. Options:
(A) northern pintail (B) black-headed heron (Correct Answer: B)

CoT Guiding Option A is incorrect because northern pintails are ducks and do
not have necks adapted for hunting prey. Option B is correct
because black-headed herons are wading birds that use their long
necks to help them catch fish.

GenRead Guiding The answer to the question is option (B), the painted stork. The
painted stork’s neck is adapted for hunting prey while keeping the
rest of its body still, which helps it grab fish while minimizing
movement that could scare the fish away.

PKG Guiding Look at the picture of the saddle-billed stork. The saddle-billed
stork has a long neck. Its neck is adapted for hunting prey while
keeping the rest of its body still. Now look at each animal. Figure
out which animal has a similar adaptation. The black-headed
heron has a long neck. Its neck is adapted for hunting prey while
keeping the rest of its body still. The northern pintail has a short
neck. Its neck is not adapted for hunting prey while keeping the
rest of its body still.

Input (ScienceQA) Which month is the wettest on average in Christchurch? Con-
text: Use the graph to answer the question below. A series of
photographs showing a variety of colorful objects. Options: (A)
April (B) December (C) May (Correct Answer: C)

CoT Guiding The wettest month on average in Christchurch is December.

GenRead Guiding The graph shows that December is the wettest month on average
in Christchurch.

PKG Guiding Scientists record data from places around the world. Precipitation,
or rain and snow, is one type of climate data. A bar graph can
be used to show the average amount of precipitation each month.
Months with taller bars have more precipitation on average. To
describe the average precipitation trends in Christchurch, look at
the graph. Choice "Apr" is incorrect. Choice "May" is incorrect.
Choice "Dec" is incorrect. May has an average monthly precip-
itation of about 70 millimeters. This is higher than in any other
month. So, May is the wettest month on average.

Table 11: Examples of background documents generated by our baseline methods and PKGs for ScienceQA. Clues
to answering the input are highlighted in blue within the documents. The information that will disrupt LLMs is
highlighted in red.
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Input (NQ-Table) Batman The Enemy Within episode 5 release date

BM25 Retrieved is either visited by Bruce or decides to become the hero’s archenemy. How-
ever, if he was a criminal, he is shown playing with a doll version of Bruce,
which he promises to see again. All episodes below were released for Win-
dows, macOS, PlayStation, Xbox One, and mobile platforms on the dates
given. The Nintendo Switch version was released as a single package on
October 2, 2018. "Batman: The Enemy Within" was considered to be an
improvement over its predecessor, earning praise for its story, choices, action
sequences, and portrayal of the Batman mythos. However, the presence of
technical issues, and

REPLUG Re-
trieved

Babylon 5: The Legend of the Rangers Babylon 5: The Legend of the
Rangers (subtitled: To Live and Die in Starlight) is the fifth telefilm set in
the "Babylon 5" universe (not including the pilot,). Originally airing January
19, 2002 on the Sci Fi Channel, it was written by J. Michael Straczynski and
directed by Mike Vejar. Though shot as a pilot for a possible new series, it
aired opposite NFL playoffs and the subsequent poor ratings led to it not
being picked up. As the Shadow War ended, hundreds of civilizations were
devastated. It is up to the

PKG Guiding

Batman: The Enemy Within
Ep Title Directed by Release date
1 "The Enigma" Kent Mudle August 8, 2017
2 "The Pact" Matthew Leach October 3, 2017
3 "Fractured Mask" Sean Manning November 21, 2017
4 "What Ails You" Chris Rieser January 23, 2018
5 "Same Stitch" Kent Mudle March 27, 2018

Input (NQ-Table) the old man and the sea page count

BM25 Retrieved by Magneto’s Sentinels for plotting against Magneto. In "JLA/Avengers",
Count Nefaria is seen in #4 among the other villains enthralled by Krona to
defend his stronghold. He is shown fighting Superman in a panel spreading
across two-pages. In the pages of "Old Man Logan", the elderly Logan
awoke on Earth-616 and had a flashback to where Count Nefaria, Red Skull,
Baron Blood, Spiral, and Whirlwind were standing over the dead bodies of
the superheroes the day when the villains rose and the heroes fell. Count
Nefaria appears in the "What If?" story "What If the X-Men Died on their
First

REPLUG Re-
trieved

The Old Man and the Sea The Old Man and the Sea is a short novel written
by the American author Ernest Hemingway in 1951 in Cuba, and published
in 1952. It was the last major work of fiction by Hemingway that was
published during his lifetime. One of his most famous works, it tells the
story of Santiago, an aging Cuban fisherman who struggles with a giant
marlin far out in the Gulf Stream off the coast of Cuba. In 1953, "The Old
Man and the Sea" was awarded the Pulitzer Prize for Fiction, and it was
cited by

PKG Guiding
The Old Man and the Sea

Author Language Genre Pages
Ernest Hemingway English Literary Fiction 127

Table 12: Examples of background documents generated by our baseline methods and PKGs for NQ-Table. Clues
to answering the input are highlighted in blue within the documents.
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Input (FM2) Hadrian started building a wall that he was never able to complete.
(Correct Answer: True)

PKG Guiding Either Hadrian or his successor Antoninus Pius started the wall’s
construction.

Input (NQ-Table) who won game 4 of the 2000 nba finals (Correct Answer: Lakers)

PKG Guiding

2000 NBA Finals
Game Home Team Result Road Team

Game 1 Los Angeles Lakers 116-86 Portland Trail Blazers
Game 2 Los Angeles Lakers 100-86 Portland Trail Blazers
Game 3 Portland Trail Blazers 86-80 Los Angeles Lakers
Game 4 Portland Trail Blazers 89-78 Los Angeles Lakers

Input (MedMC-
QA)

Reciprocal arm taper in Options: (A) 1 dimension (B) 2 dimension
(C) 3 dimension (D) Not tapered (Correct Answer: A)

PKG Guiding Reciprocal arm taper is seen in 3 dimension.

Input (ScienceQA) Which ocean is highlighted? Context: A painting of a penguin on
a blue background. Options: (A) the Atlantic Ocean (B) the Indian
Ocean (C) the Southern Ocean (D) the Arctic Ocean (Correct
Answer: C)

PKG Guiding Oceans are huge bodies of salt water. The world has five oceans.
All of the oceans are connected, making one world ocean. This is
the Pacific Ocean.

Table 13: Examples of hallucination errors. red: indicates the errors.
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