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Abstract

Estimating data distributions using parametric families is crucial in many learning setups,
serving both as a standalone problem and an intermediate objective for downstream tasks.
Mixture models, in particular, have attracted significant attention due to their practical
effectiveness and comprehensive theoretical foundations. A persisting challenge is model
misspecification, which occurs when the model to be fitted has more mixture components
than those in the data distribution. In this paper, we develop a theoretical understanding of
the Expectation-Maximization (EM) algorithm’s behavior in the context of targeted model
misspecification for overspecified two-component Mixed Linear Regression (2MLR) with
unknown d-dimensional regression parameters and mixing weights. In Theorem 5.1 at the
population level, with an unbalanced initial guess for mixing weights, we establish linear
convergence of regression parameters in O(log(1/¢)) steps. Conversely, with a balanced
initial guess for mixing weights, we observe sublinear convergence in O(e~?2) steps to achieve
the e-accuracy at Euclidean distance. In Theorem 6.1 at the finite-sample level, for mixtures
with sufficiently unbalanced fixed mixing weights, we demonstrate a statistical accuracy of
O((d/n)'/?), whereas for those with sufficiently balanced fixed mixing weights, the accuracy
is O((d/n)'/*) given n data samples. Furthermore, we underscore the connection between
our population level and finite-sample level results: by setting the desired final accuracy
€ in Theorem 5.1 to match that in Theorem 6.1 at the finite-sample level, namely letting
e = O((d/n)'/?) for sufficiently unbalanced fixed mixing weights and ¢ = O((d/n)'/4)
for sufficiently balanced fixed mixing weights, we intuitively derive iteration complexity
bounds O(log(1/¢)) = O(log(n/d)) and O(e~2) = O((n/d)*/?) at the finite-sample level for
sufficiently unbalanced and balanced initial mixing weights, respectively. We further extend
our analysis in the overspecified setting to the finite low SNR regime, providing approximate
dynamic equations that characterize the EM algorithm’s behavior in this challenging case.
Our new findings not only expand the scope of theoretical convergence but also improve
the bounds for statistical error, time complexity, and sample complexity, and rigorously
characterize the evolution of EM estimates.

1 Introduction

Mixtures of parameterized models are powerful tools to model intricate relationships in practical scenarios,
such as Mixed Linear Regression (MLR) and Gaussian Mixture Models (GMM) (Beale & Little, 1975). Tt is
common for the number of mixture components in the fitted model to differ from that of the data distribution,
which can substantially slow down parameter estimation convergence rates. We specifically focus on the
overspecified setting, where the number of mixture components in the fitted model exceeds that of the data
distribution. Expectation Maximization (EM) algorithm (Dempster et al., 1977; Wu, 1983; De Veaux, 1989;
Jordan & Xu, 1995; Wedel & DeSarbo, 1995) is notable for its computational efficiency and ease of practical
implementation, overcoming the intractable problem of non-convexity and the presence of numerous spurious
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local maxima in Maximum Likelihood Estimation (MLE) (Qian et al., 2022). It proceeds through two steps:
in the E-step, it computes the expected log-likelihood using the current parameter estimate; subsequently,
the M-step updates the parameters to maximize the expected log-likelihood computed in the E-step. These
iterative steps serve to maximize the lower bound on MLE until convergence. The goal of this paper is to
gain a comprehensive understanding of EM updates for overspecified mixture models.

1.1 Related Work

It has been shown that EM achieves global convergence for GMM with k& = 2 components (2GMM) (Klusowski
& Brinda, 2016; Xu et al., 2016; Daskalakis et al., 2017; Ndaoud, 2018; Zhao et al., 2020; Wu & Zhou, 2021).
Studies (Balakrishnan et al., 2017; Klusowski & Brinda, 2016; Kwon et al., 2019; 2022) have confirmed that
EM for two-component mixed linear regression (2MLR) converges from a random initialization with high
probability. GMMs with k£ > 3 components frequently lead to EM with random initialization being trapped
in local minima with high probability, while local maxima can demonstrate notably inferior likelihood than
any global maximum (Jin et al., 2016). For mixture models with multiple components, such as Gaussian
Mixture Models (GMM), it is well known that the negative log-likelihood—used as the objective function
in the EM algorithm—can exhibit several spurious local minima that are not globally optimal, even when
the mixture components are well separated (Chen et al., 2024b). Consequently, proper initialization of the
parameters is crucial, as assumed in the analysis of mixtures of many linear regressions (Kwon & Caramanis,
2020). A convergence analysis for EM in MLR with multiple components has been presented (Kwon &
Caramanis, 2020), but it requires careful initialization and strong separation for regression parameters. Even
for the case of 2GMM, most work requires good initialization and strong separation for regression parameters.
For instance, Wu & Zhou (2021) analyzed the convergence rates of 2GMM with fixed balanced mixing
weights given a specific initialization and strong separation for location parameters. Alternatively, specific
initialization needs to trend toward the ground truth in cases of weak separation or no separation (Weinberger
& Bresler, 2022). There is a lack of understanding of the EM update rules in mixture models given weak
separation or no separation of the ground truth parameters.

When ground truth parameters of some components in mixture models have no separation, this means we are
using a model with more components to fit a ground truth data distribution with fewer components, which
is called the overspecified setting. In particular, the 2GMM /2MLR model is considered overspecified when
there is no separation between the true regression parameters or location parameters of its two components.
Moreover, it has been observed that the convergence of EM can be prohibitively slow when dealing with
poorly separated mixtures (Redner & Walker, 1984), while achieving rapid linear convergence or superlinear
convergence in cases with strong separation (Kwon et al., 2021; Ghosh & Kannan, 2020). The convergence
rate of regression parameters using EM for 2GMM in the overspecified setting, assuming known mixing
weights, is analyzed in Dwivedi et al. (2020b); Dhawan et al. (2023). Kwon et al. (2019; 2021) derived iteration
complexity and statistical accuracy for the known-weight case across all SNR regimes—but their results
in the low-SNR setting apply only when mixing weights are known to be balanced. Kwon & Caramanis
(2020) analyzed EM for MLR with more than two components under restrictive conditions—such as requiring
initializations very near the ground truth and well-separated regression parameters—which do not cover
cases of overspecification where the ground truth parameters coincide. Nevertheless, there is a lack of prior
research formally analyzing the evolution of EM updates for 2MLR with unknown regression parameters and
mixing weights in the overspecified setting, with most prior research primarily concentrating on scenarios
with known mixing weights. The behavior of EM updates in overspecified settings is not fully understood
when dealing with unknown mixing weights, whether they are balanced or unbalanced. In this paper, we
address this gap by conducting a detailed analysis of the EM updates for overspecified 2MLR, based on the
expressions of integrals with Bessel functions given in (Luo & Hashemi, 2024). Even though Luo & Hashemi
(2024) provided closed-form EM update rules (using Bessel functions) for 2MLR across all SNR regimes, but
they focus primarily on the high-SNR case and do not discuss convergence guarantees or the dynamics in the
overspecified setting and the low-SNR regime. The statistical rates for parameter estimation of a class of
overspecified finite mixture models have been studied in several studies (Chen, 1995; Ho & Nguyen, 2016;
Heinrich & Kahn, 2018; Doss et al., 2020; Manole & Ho, 2020; 2022; Ho et al., 2022b; Nguyen et al., 2023a).
The optimal minimax rates for 2MLR with known balanced mixing weights have been determined in Kwon
et al. (2021), while those for 2GMM with known mixing weights have been established in Dwivedi et al.
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(2020b) using the scheme outlined by Balakrishnan et al. (2017). However, the statistical error for 2MLR
with unknown mixing weights remains unclear. We develop new techniques to sharpen the analysis for this
statistical error.

1.2 Technical Overview

In this paper, we present a comprehensive study of overspecified mixture models. The paper is organized as
follows. In section 2, we state the setting of two-component mixed linear regression (2MLR), overspecification,
and the EM update rules, and introduce Bessel functions for the analysis of EM updates. In section 3, we
provide two motivating examples (haplotype assembly and phase retrieval) of the 2MLR model to justify the
practical implications. In section 4, we characterize the population EM update rules with expectations under
the density involving Bessel functions (equation 10), show their nonincreasing property and boundedness
(Facts 4.2, 4.3), and provide their approximate dynamic equations (Proposition 4.4) for the evolution of
regression parameters and mixing weights. In section 5, we establish the guarantees of convergence rate
for population EM (Theorem 5.1) with balanced and unbalanced initial guesses for mixing weights, and
establish theoretical bounds for sublinear convergence (Proposition 5.3) with balanced initial guesses and the
contraction factor of linear convergence (Proposition 5.4) with unbalanced initial guesses. In section 6, we
present the tight bounds for sample complexity, time complexity, and final accuracy for finite-sample EM
(Theorem 6.1) by coupling the analysis of population EM and finite-sample EM and establishing statistical
errors (Propositions 6.3, 6.4) in the overspecified setting. In section 7, we discuss the differences between
results of 2MLR and 2GMM, extend our analysis from the overspecified setting to the low-SNR regime, and
examine the challenges of analyzing overspecified mixture models with multiple components. In section 8, we
validate our theoretical findings with numerical experiments. Detailed derivations and proof techniques are
provided in the Appendices. In summary, our contributions include:

o We derive the approximate dynamic equations for the regression parameters and mixing weights in
Proposition 4.4 based on the population EM update rules to disentangle the relationships between
regression parameters and mixing weights by establishing novel inequalities and identities for EM
update rules (see equation 10 and Appendices A, H), aiding in the investigation of EM evolution in
the overspecified setting and the low-SNR regime.

o Linear convergence of regression parameters with a rate of O(log(1/¢)) is achieved with an unbalanced
initial guess for mixing weights. In contrast, sublinear convergence at a rate of O(e~?2) is confirmed
with a balanced initial guess by replacing annulus-based localization in Dwivedi et al. (2020b)
with a “variable separation” method upon the discretized differential inequality (see the proofs of
Proposition 5.3 and Theorem 6.1 in Appendices D, G respectively), ensuring e-accuracy in Euclidean
distance, as shown in Theorem 5.1 and Proposition 5.3.

e We address the gap for sufficiently balanced mixtures, where the imbalance of the initial guess for
mixing weights is less than or of the same order of magnitude as (d/n)/* in Theorem 6.1, improving
bounds on statistical error, time complexity, and sample complexity in 2MLR by establishing the
concentration inequality based on modified log-Sobolev inequality (see Section 5.3 modified logarithmic
Sobolev inequalities in Ledoux (2001)) and bounds for the statistics (see Appendices E, F). Our new
techniques advance the results beyond those for 2GMM (Dwivedi et al., 2020b).

By adopting the above novel techniques, we rigorously characterize the evolution of EM estimates for both
regression parameters and mixing weights of overspecified MLR models by providing approximate dynamic
equations (Proposition 4.4) for EM update rules and establishing convergence guarantees (Theorems 5.1, 6.1)
for final accuracy, time complexity, and sample complexity at population and finite-sample levels, respectively.

2 Problem Setup

In this paper, we investigate the symmetric two-component mixed linear regression (2MLR) model given by:

y=(=1)"0" 2) +e, (1)
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where £ denotes the additive Gaussian noise, s = (z,y) € R% x R represents the covariate-response observation,
z € {1,2} is the latent variable, i.e., the label of the data, with probabilities P[z = 1] = 7*(1) and
P[z = 2] = 7*(2). The ground truth values for the regression parameters and the mixing weights are expressed
by 0* and ©* = (7*(1),7*(2)), respectively. 6 and 7 = (7(1),7(2)) denote the estimated values for the
regression parameters and mixing weights in the fitted 2MLR model, respectively.

Consider the 2MLR model in equation 1. Let n denote the number of samples S := {(z;,y;)}?; used for
each EM update, and let {z;}7_; be the values of the latent variable for these samples. Furthermore, o?
denotes the noise variance, 6 := 0/0 and 6* := 0* /o are the normalized parameters, and 7 := ||0*||/o is
the signal-to-noise ratio (SNR), while p := (6*,6)/(||0*] - ||0]|) is the cosine angle between the ground truth
and the estimated regression parameters. In this paper, we focus on the case of overspecification, namely
0 =0 = (0,0,---,0) € R? where the ground truth regression parameters are zero, and there is no separation
between two mixtures. We note that the 2MLR and 2GMM models are standard models for establishing
theoretical understanding of methods for mixture models, see, e.g., the recent works (Dwivedi et al., 2020b;
Weinberger & Bresler, 2022; Dhawan et al., 2023; Luo & Hashemi, 2024; Reisizadeh et al., 2024). Thus, we
adopt the 2MLR model and its standard assumptions in this paper to develop a finer understanding of the
misspecification phenomenon (see also Section 2.2.2, page 6 of Balakrishnan et al. (2017); page 1 of Klusowski
& Brinda (2016); page 4 of Reisizadeh et al. (2024); and page 3 of Luo & Hashemi (2024)).

Bessel Function. Ky(z), for all z > 0, is the modified Bessel function of the second kind with parameter 0,
defined by the integral representation Ko(z) := fooo exp(—x cosh t) d¢t which is also the solution f = Ky(z) to
the modified Bessel equation $2?127£ +23L —22f = 0. The approximations for Ko(z) are: Ko(z) ~ In 2 — for
x — 04, where v = 0.577 is Euler’s constant, and Ko(z) ~ /9% exp(—z) for  — +0c0. (see equation 10.32.9
for the integral representation, equation 10.25.1 for the modified Bessel equation, and equations 10.25.2,
10.25.3, and 10.31.2 for approximations in Chapter 10 of Olver et al. (2010)). An important fact is that for
the product of two independent standard Gaussian random variables Z; ~ A(0,1) and Zy ~ N(0,1), it has
the probability density fx involving the Bessel function Ky, X := 71 X Zy ~ fx(z) = M (see page 50,
Section 4.4 Bessel Function Distributions, Chapter 12 Continuous Distributions (General) of Johnson et al.
(1970)).

Notations. The notations Q(-), O(-) and O(:) share the standard definitions of asymptotic notations:
f=9Q(g) means g = O(f) for f,g, namely |f(z)| > C x |g(x)]| for some constant C' > 0 and all z sufficiently
large (see page 528 of Lehman (2017)). f = ©(g) means f = O(g) and g = O(f). We also write f < g if
f=0(g),and f =2 gif f=Q(g),and f <xgif f =0O(g). aVband aAb refer to the least upper bound
max(a,b) and the greatest lower bound min(a, b) of a, b, respectively.

2.1 EM Updates

The EM algorithm estimates the regression parameters and the mixing weights from observations. Balakrishnan
et al. (2017) gave the population EM update rule of regression parameters for 2MLR given the known balanced

mixing weights 7 = 7* = (%, %) as follows:

M(G) = ]Eswp(s|0*,7r*) tanh (y(m,0>> Yy

2
o

For the more general case of unknown mixing weights m, we introduce the variable v to characterize the

imbalance tanh v = w(1) — m(2) of the mixing weights 7 = (7 (1), 7(2)), namely

. nr(1) —Inw(2) 2)

2 )
and the population EM update rule for regression parameters # becomes
y(z,
M(8,v) := Eyup(s|p=,») tanh < <02 ) + 1/> Yy, (3)
while the population EM update rule for the imbalance tanh(v) is given by
y(x, 0
N(0,v) := Egp(s|g*,x) tanh ( <02 ) + 1/> . (4)
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The corresponding finite-sample EM update rules with n observations are given by

~1
1O 1O (i 1< (2
M, (0,v) = (n ZZUNCZT) (n Ztanh (W + V) ymci) . Np(0,v) = -~ Ztanh <yl<§;’9> + u) .
i=1 i=1

i=1

To further simplify the analysis of the finite-sample EM update rules, we introduce the following easy EM
update rule for regression parameters:

, 1< (s, 0
MY (0,v) = - Ztanh (y<j2> + 1/) Yils. (6)

i=1

The derivation of the EM update rules for the 2GMM model is on pages 46 of Weinberger & Bresler (2022),
and the rigorous derivation of 2MLR for the population and finite-sample EM update rules (equations 3, 4, 5)
can be found in Appendix B of Luo & Hashemi (2024).

2.2 Auxiliary Quantities

The superscript ¢ stands for the ¢-th EM iteration. For instance, #* and «* denote the t-th iteration of
regression parameters and mixing weights. For the ease of theoretical analysis, we denote

92&
al = u, B :=tanh(v') = (1) — 7*(2), (7)
o
to be the ¢, norm of the normalized regression parameters 6'/c, and |8 = ||7* — |1 = [7'(1) — 1/2| +

|7t(2) — 1/2| represents the ¢; distance between the mixing weight 7' and the balanced mixing weights
(1/2,1/2), namely the imbalance in mixtures, to further simplify the discussions on the convergence of EM
iterations. Here, 1 = (1,1) is the vector of all ones. To further simplify the analysis, we introduce these two
functions m(«, v) and n(a, v) of a = ||0]|/o and v = (In7(1) —Iln7(2))/2 by defining them as the expectations

under the density X ~ fx(z) = M involving the Bessel function Ky,
m(a,v) = E[tanh(aX 4+ v)X], n(o,v) = E[tanh(aX + v)]. (8)

In particular, we write mo(a) = m(a,0) = Eftanh(aX)X] for the case of tanhv = (1) — 7(2) = 0.

3 Motivating Examples

As motivating examples, we highlight the tasks of haplotype assembly in bioinformatics and genomics (Cai
et al., 2016) and phase retrieval, which arises in numerous fields including acoustics, optics, and quantum
information (Candes et al., 2015), and also learning overparameterization models and Mixture of Experts
(MoE) models, to justify the practical implications of our work.

3.1 Haplotype Assembly

Haplotypes are sequences of chromosomal variations in an individual’s genome that are crucial for determining
the individual’s disease susceptibility. Haplotype assembly involves reconstructing these sequences from a
mixture of sequenced chromosome fragments. Notably, humans have two haplotypes, i.e., they are diploid
organisms (see Cai et al. (2016) for a clear mathematical formulation of the problem). For diploids, the primary
challenge is to reconstruct two distinct haplotypes (binary sequences of single nucleotide polymorphisms—
SNPs) from short, noisy sequencing reads. Each read corresponds to a local window of the genome but
originates from one of the two chromosomes. The ambiguity in the haplotype origin of each read can be
modeled as a mixture of two linear regression models with symmetric parameters, aligning with the model
discussed in our work. Following Cai et al. (2016), let * € {—1,+1}¢ represent one haplotype, and the other
haplotype is its negative, —0*. The binary variable z; € {—1,+1} indicates the haplotype origin of the i-th
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read, where the probability of the read originating from 6* is P[z; = +1] = 7*(1), and the probability of
it originating from —6* is P[z; = —1] = 7*(2). Furthermore, the j-th entry, ;[j] for j € [d], of the noise
vector ¢€; follows a distribution defined by a fixed error probability p.: specifically, the noise causes an error
(a flip) with probability p., meaning P(g;[j] = —22;0*[j]) = pe, and the noise is zero (correct reading) with
probability 1 — p., meaning P(¢;[j] = 0) = 1 — p.. Given this framework, the read signal y; can be modeled
by the following two-mixture model: y; = z;0* + ;. The primary goal is to estimate the unknown ground
truth parameters, which are the mixing probabilities 7* = (7*(1), 7*(2)) and the haplotype 6*, using the
dataset of read signals {y;}" ;. It should be noted that while this is also a two-mixture model, it features a
distinct formulation and noise structure.

3.2 Phase Retrieval

Regarding the application of the phase retrieval problem, as noted in Section 3 of Klusowski et al. (2019)
and discussed in Section 3.5 of Chen et al. (2015), there is an established connection between the symmetric
2MLR and the phase retrieval problem. Specifically, by squaring the response variable y; and subtracting the

variance o2, we obtain:

vi = yi — 0% = (2,09 + & (9)
This formulation is essentially the phase retrieval model with a heteroskedastic error term §; :=
2(—1)* "+ (z;,0%)e; + (2 — 02), which has zero mean, i.e., E[¢;] = 0. Therefore, by leveraging our re-

sults on symmetric 2MLR, we can directly establish convergence guarantees for the corresponding phase
retrieval problem. For phase retrieval problems, several theoretical guarantees for the parameter estimate 0
have been established. Regarding the convex formulation (Chen et al., 2015), for n 2 d samples, the relative
error bound is ||§ — 6*|| /o < \/d/nlog* n + min(\/d/n/n, (d/n)1/4) log* n, where 1) = ||#*|| /o represents the
signal-to-noise ratio, as shown on page 10 of Chen et al. (2015). In the case of agnostic estimation (Neykov
et al., 2016), for n > d2log d samples, the error bound of the estimate 6 satisfies [|0 —0*|/||0*|| < v/(dlogd)/n
under the constraint [|0]| = [|0*]|, as established on pages 3 and 9 of Neykov et al. (2016). For the EM
algorithm when the sample size n is sufficiently greater than the dimension d (n 2 d), the relative error
bound for the estimated vector 8 depends on the initialization of the mixing weight 7°. With unbalanced
initialization of mixing weights ||7° — 3|1 > (d/n)'/4, the relative error is bounded by 16 — 6% /o < \/d/n.
Conversely, with balanced initialization of mixing weights [|7° — 1|1 < (d/n)'/4, the relative error bound is
less favorable, given by [|0 — 0% /o < (d/n)Y/* (see Theorem 6.1). Regarding sample complexity, our results
require n 2> d samples, matching the sample complexity requirement established in Chen et al. (2015) and
improving upon the n > d?log d requirement in Neykov et al. (2016). In terms of error rates, with balanced
initialization, our rate (d/n)'/* matches the second term in Chen et al. (2015), demonstrating that the EM
algorithm achieves a better rate when SNR 7 is sufficiently small. With unbalanced initialization, our rate
\/d/n matches the leading term +/d/nlog*n in Chen et al. (2015) and improves upon the +/dlogd/n rate
in Neykov et al. (2016) by removing the logarithmic factor when SNR 7 =< 1. These theoretical comparisons
demonstrate that our EM-based approach achieves competitive or improved error rates compared to existing
phase retrieval methods, while providing explicit characterization of the initialization-dependent convergence
behavior.

3.3 Overparametrization Models

For the general setting of overparameterization models, our theoretical results provide one of the fundamental
examples. In our theoretical results of the EM algorithm for the 2MLR model, we exhibit linear convergence
with an unbalanced guess of mixing weights, while showing sublinear convergence (af < 1/+/t) with a balanced
guess of mixing weights (see Theorems 5.1, 6.1), which is consistent with the convergence rate of O(1/+/t) for
the overparameterized Gaussian mixture model (Xu et al., 2024). Interestingly, for the problem of low-rank
matrix factorization (Xiong et al., 2023) in the overparameterization regime, an exponentially faster linear
convergence rate is achieved using gradient descent with an asymmetric parameterization, while gradient
descent with symmetric parameterization exhibits a sublinear rate of 1/t2. This suggests that imbalance
accelerates the convergence rate. Overparameterization also has an impact on the convergence rate of
gradient descent for learning a single neuron in neural networks (Xu & Du, 2023). The method exhibits linear
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convergence in the exact-parameterization regime, but shows a sublinear convergence rate of 1/t3 in the
overparameterization regime. Therefore, overparameterization can exponentially slow down the convergence
rate of Gradient Descent (GD).

3.4 Mixture of Experts

While the EM algorithm has been shown to be a powerful tool for learning Mixture of Experts (MoE)
models (Fruytier et al., 2025), establishing the convergence rates of the Maximum Likelihood Estimator
(MLE) for these complex mixture models under exact-specified and over-specified settings remains a significant
open challenge (Ho et al., 2022a; Nguyen et al., 2023b; 2024). In this context, our theoretical analysis of the
EM algorithm for the 2MLR model serves as a fundamental example. By establishing rigorous guarantees
in this setting, our work provides the necessary theoretical groundwork to deepen the understanding of
convergence behaviors in more complex architectures, such as MoE and deep mixture models.

4 Population EM Updates

In this section, we characterize the population EM update rules by using expectations (equation 10) under
the density involving Bessel function Ky. We show an alternative approach to derive Identity 4.1 (Corollary
3.2 of Luo & Hashemi (2024)) that leverages the key fact that the product X = Z; Z5 of two independent
standard Gaussians follows X ~ w, from which we can derive the expectations (equation 10). We further
show the nonincreasing property and boundedness (Facts 4.2, 4.3) of the expectations of EM update rules
and provide approximate dynamic equations (Proposition 4.4) for the evolution of regression parameters and

mixing weights.

Identity 4.1. (Corollary 3.2 in Luo & Hashemi (2024): EM Updates for Overspecified 2MLR) Suppose a
2MLR model is fitted to the overspecified model with no separation, where 0* = 0. The EM update rules at the
population level for 0 .= 0" /o = M(6'~1,v*71) /o and tanh(v?) := 7' (1) — 7(2) = N(6*~1,v'~1) are then as
follows.

_ . _
ot = Hgoll . %fR tanh(||0' Y|z — v~ Y2 Ko(|z|)da,

tanh(v*) = L [0 tanh(v*~! — ||6'1||z) Ko (|2])dz,

where 0 := 0°/o.

Remark. Identity 4.1 (see our derivation in Appendix B, Subsection B.1) completely characterizes the
evolution of EM updates by using Bessel functions. Note that the proposition unveils that the EM update for
regression parameters at the population level must be in the same direction as the previous EM iteration (as
further corroborated numerically in Fig. 1a). The numerical experiments in Fig. la of EM updates validate
the theoretical results. Hence, we only need to focus on the reduction of length in terms of the regression
parameters; therefore, we introduce the £5 norm of the normalized regression parameters a! := ||6%|| /o and the
imbalance of mixing weights 3¢ := tanh(v') to facilitate the analysis in the following context. Furthermore,
the population EM update rules for af, 3* can be expressed as expectations with respect to a symmetric

random variable X, whose probability density involves the Bessel function Ky, namely X ~ %, given by

o =m(at, V') = Eftanh(a! X + ") X], BT =n(al, ') = Eftanh(a’ X + 1)) (10)

Fact 4.2. (Monotonicity of Expectations) Let m(c,v) := E[tanh(aX 4+ v)X] and n(«a,v) := E[tanh(aX + v)]

Ko(|z])

be the expectations with respect to X ~ . Then they satisfy the monotonicity properties:

(monotonicity of m(a,v)): m(a,v) is a nonincreasing function of v > 0 for fized o > 0, and a nondecreasing
function of a > 0 for fized v > 0, namely:

0 =m(a,00) <m(a,v) <m(a,v) <m(a,0) <a for0<v<v a>0,

2
0=m(0,v) <m(a,v) <m(a',v) <m(oo,v) == for 0 <a<a,v>0.
7r
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[0,1], respectively in the overspecified setting 6* = 0. 0.31, and a?® < 0.1 after 1, 3, and 20 EM iterations.

Figure 1: Left: EM trajectories are nearly perfect rays from the origin to the initial point, which aligns with
the theoretical results in Identity 4.1. Right: In the worst case, we show that o’ > 0.1 for all ¢t < 9 (see
remark on the proof of Fact 5.2 in Appendix D, Subsection D.2) by using the theoretical matching lower
bound for the worst case in Proposition 5.3. Also, we demonstrate that o < 0.1 for all £ > 36 (Fact 5.2) by
applying the theoretical upper bound in Proposition 5.3. As a?° ~ 0.1 by numerical evaluations, and 20 > 9
and 20 < 36, the theoretical results are consistent with the numerical results shown in the figure.

(monotonicity of n(a,v)): n(a,v) is a nonincreasing function of a > 0 for fized v > 0, and a nondecreasing
function of v > 0 for fixed o > 0, namely:

0 =n(oo,v) < n(a/,v) < n(a,v) <n(0,v) = tanh(v) for 0 < a <a',v >0,
0 =n(a,0) <n(a,v) <n(a,V) <n(a,0) =1 for 0 <v<v a>0.

Remark. m(a,v) is an even function of v and n(a, v) is an odd function of v. Moreover, by using the Fact 4.2
together with equation 10, we can establish the bounded and nonincreasing properties of {af}2° ., {|8%}52,-
Fact 4.3. (Nonincreasing and Bounded) Let o' := ||0t||/oc = || M (0!~ v'71)||/o and Bt := tanh(v!) =
N(O=L =YY for all t € Z, be the t-th iteration of the EM update rules |M(0,v)||/o and N(0,v) at the
population level, then B - B° >0, ot < 2/m, and {a'}3°, and {|5|}$2, are non-increasing.

Remark. In Fact 4.3 (see proof in Appendix B, Subsection B.2), the nonincreasing property of ||t| and
|7t — %H1 at the population level indicates that the estimates of regression parameters gradually approach
the ground truth 6* = 0, while the estimates for mixing weights shift from “unbalanced” to “balanced”. For
the case of 70 = (1/2,1/2), we always have 8! = 8° = ||x° — %Hl = 0 by using the nonincreasing property
of {|3t]}52,. Additionally, the bounded ||0||/o ensures that EM iterations remain within a bounded region,
regardless of the initial distance from the ground truth 6* = 0.

Proposition 4.4. (Approzimate Dynamic Equations) Let of = ||0t]| /o = ||M (0=, v'71)| /o and Bt =
tanh(v') = N (61, v'=1) for allt € Z, be the t-th iteration of the EM update rules ||M(0,v)||/o and N(6,v)
at the population level, then the series approzimations for EM update rules are

ot = a1 [B) + O([a'P),
6t+1 _ ﬂt(l o atat+1) + O([at]4).

Remark. Proposition 4.4 (see proof in Appendix B, Subsection B.3) characterizes the evolution of EM updates
by introducing approximate dynamic equations when the regression parameters are small enough. When o is
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(at — at*1)/at vs. [Bt]? (Bt—Bt+1)/Bt vs. atat*?
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Figure 2: Top: Relation of the (af —a'*1)/al and [8!]? given af = 0.1 and A* € {0.1,0.2,---,0.9,1}. Bottom:
Relation of the (8! — 8t*1)/Bt and ala!™! given o = 0.1 and ' € {0.1,0.2,---,0.9,1}. The difference
between (af —a!™t)/al and [3']? is bounded by (1 —[3%]?)O([a!]?), and the difference between (3! — 3t+1)/3
and a’a!*t?! is bounded by (1 — [8!]?)O([a!]*) (see remark on the proof of Proposition 4.4 in Appendix B,
Subsection B.3).

sufficiently small, the higher order terms for o™t and B! are (1 — [5!]2)O([a!]?) and B(1 — [8Y]?)O([a!]*)
respectively (see the remark on the proof of Proposition 4.4 in Appendix B, Subsection B.3). We illustrate
our findings by comparing the EM updates at the population level with our approximate dynamics, as shown
in Fig. 2.

Further, we precisely outline the evolution of EM estimates for both regression parameters and mixing weights
as opposed to just the former as done in Dwivedi et al. (2020b). Using the techniques from pages 30-33
of Dwivedi et al. (2020a), we can only establish a rough upper bound for the update |3t+!] := |7tT1(1)—nt1(2)],
which represents the imbalance of mixing weights. However, to fully understand the evolution of EM iterations,
it is crucial to establish a lower bound for |3!*1|. We achieve this by bounding expectations involving the
Bessel function Ky (see Lemma A.7 and Lemma C.2). By applying this lower bound for the imbalance |3,
we further establish Theorem 5.1, which characterizes the convergence rate at the population level.

In the special case of balanced mixing weights, namely 8? = tanh v = 0 then 1 — [3!]? = 1, we have g1 = 3¢
by using Fact 4.3, the lower/upper bounds for a'*! when ! is sufficiently small by introducing [a!]? term:

S[Qt]f}

t t13 t+1 t
—3[al]? < <aqt— 2ol
@ '] <o <a T+ 8l

(11)

where the upper bound af —3[a!]3/(148[al]) still holds when 3t # 0 (see remark on the proof of Proposition 4.4
in Appendix B, Subsection B.3), and we further establish Proposition 5.3 by using the above bounds for a‘**.

5 Population Level Analysis

In this section, we give an analysis of population EM and establish convergence rate guarantees for population
EM (Theorem 5.1) with balanced and unbalanced initial guesses for mixing weights. We show theoretical
bounds for sublinear convergence (Proposition 5.3) with balanced initial guesses and the contraction factor
of linear convergence (Proposition 5.4) with unbalanced initial guesses, by bounding the expectations
(equation 10) under the density involving Bessel functions for EM updates in the overspecified setting.

Main theorem 5.1. (Convergence Rate at Population Level) Suppose a 2MLR model is fitted to the
overspecified model with no separation 6* = 0, then for any € € (0,2/7]:

(unbalanced) if m° # (%, 1), population EM takes at most T = O (log 1) iterations to achieve |07 /o < e,

(balanced) if 70 = (%, 1), population EM takes at most T = O(e~?2) iterations to achieve |07 /o < .
Remark. In Theorem 5.1 (see proof in Appendix D, Subsection D.4), with an unbalanced initial guess
for mixing weights, that is 8° # 0, we further show the linear convergence and the upper bound for the

contraction factor a'™!/at, therefore EM updates achieve the e-accuracy in O(log(1/e)) steps. Even in the
1
worst case (the initial guess for mixing weights is balanced, 3% = 0), we still show that o = O(t~2) holds
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Figure 3: Comparison of convergence behavior and EM trajectories at population level.

(Proposition 5.3), and it takes at most O(e~?2) iterations to achieve e-accuracy in fo norm. We validate the
sublinear convergence rate with numerical results, see Fig. 4a. Compared to O(e~2log(1/€)) steps taken to
achieve the e-accuracy for 2GMM with known balanced mixing weights 7 = (3, 1) (Equation (15), page 16
in Dwivedi et al. (2020b)), we give a better estimation O(e~?) for steps in 2MLR.

Intuitive Explanation of Theorem 5.1. For GMM/MLR models, running the EM algorithm is equivalent
to performing a step of Gradient Descent on the negative log-likelihood (Kwon et al., 2024). When an
unbalanced estimate of mixing weights is given, the negative log-likelihood retains its dominant quadratic
term, [a]?. This quadratic form ensures that the EM algorithm behaves like a Gradient Descent step on a
strongly convex function, suggesting a fast, linear convergence rate for af. In contrast, when a balanced
estimate of mixing weights is given, the [a]? term in the negative population log-likelihood cancels out
(page 22 of Luo & Hashemi (2024) and Lemma A.3). Specifically, the likelihood term can be expanded
as [a]?/2 — E[lncosh(aX)] = [a]?/2 — E[(aX)?/2 — (aX)*/12 +...] ~ 3][a]*/4. The EM algorithm, being
equivalent to Gradient Descent, then follows a path approximated by a!*! ~ af — V(3[af]*/4) = o — 3[a]3,
leading to a much slower, sublinear convergence rate where o is proportional to 1/v/%.

Proof Sketch. of Theorem 5.1. By invoking Fact 5.2 of initialization at population level, it is guaranteed
that a0 = ||67°|| /o < 0.1 after running population EM for at most Ty = O(1) iterations. By applying the
nonincreasing property of {a!}2°,, we show that o’ < a0 < 0.1 for t > Ty

For the case of 70 = (1/2,1/2), by applying the sublinear convergence guarantee in Proposition 5.3 and
selecting t = ©(e~2), the normalized regression parameters a7 = O(t=1/2 A aT0) = O(t~1/2) < ¢ achieve
g-accuracy within ¢ + Ty = O(e~2) + O(1) = O(e?2) iterations.

For the case of 70 # (1/2,1/2), namely 8° # 0, by using the bound for the contraction factor a!T1+7o /qt+To
in Proposition 5.4 repeatedly, then a!T70 /a0 < o!*+70/0.1 < 10(1 — ¢[8>]?)! for some ¢ > 0. Then by
selecting t = O(log(1/€)/(—log(1 — ¢[3°°]?)) = O(log(1/e)), it is sufficient to show that a!t70 < e.

Fact 5.2. (Initialization at Population Level) Let ot := ||0t]|/o = |M(6*~1,vt=1)||/o and B := tanh(v?) =
N9, 1Y) for all t € Zy be the t-th iteration of the EM update rules ||M(0,v)| /o and N(0,v) at the
population level. If we run EM at the population level for at most Ty = 36 iterations, then a™® < 0.1.

Remark. By using such nonincreasing and bounded property in Fact 4.3 and applying the EM update rules
in Identity 4.1, we show that the regression parameters will converge to a small region ||| /o < 0.31 within

10
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only three iterations of EM updates. Then by invoking the following upper bound in Proposition 5.3, it takes
at most 33 iterations for the value to drop below 0.1. Thus, Fact 5.2 is established (see proof in Appendix D,
Subsection D.2). Similarly, we can show that in the worst case of sublinear convergence with balanced initial
guess 70 = (3, 1) and o = ||6°| /o — oo, we have a® = [|0?||/o ~ 0.31 and o' > 0.1 for all t < 9 by using
the matching lower bound in Proposition 5.3, which also matches the numerical results in Fig. 1b.

Proposition 5.3. (Sublinear Convergence Rate) Let o' = ||0t| /o = [|[M(6*~1,v'=1)|| /o and B¢ := tanh(v?) =

N(O=L =1 for all t € Z, be the t-th iteration of the EM update rules |M(0,v)||/o and N(0,v) at the
population level. Suppose that a® € (0,0.31), then

1
at < > vVt € ZZO;
\6t+ {8+ 5} -8
when the initial guess of mizing weights is balanced ° = (3,1), namely B° = tanh1® = ||7° — L||; = 0, then
. 1
a > Vit € Zzo.
V6t +22In(1.26 +1) + ()2
a' vs. upper bounds m a' vs. lower bounds 4\/m
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(a) Upper bound illustration for sublinear convergence (b) Lower bound illustration for sublinear convergence
with balanced initial mixing weights. with balanced initial mixing weights.
Figure 4: Sublinear convergence rate bounds for o! := ||#*||/o as shown in Proposition 5.3, with different
initial values a® = 0.02, 0.05, 0.1 and balanced initial guess 8° := [|7° — L||; = 0 over 200 EM iterations.

Remark. The above Proposition 5.3 (see proof in Appendix D, Subsection D.1) highlights that at the
population level, when the initial guess of the mixing weights is balanced, the EM updates exhibit an excessively
slow convergence rate. To establish the above tight bounds, we present much tighter lower and upper bounds
for o™t with the same coefficients of [a!]® in equation 11 (see remark on Proposition 4.4)). Furthermore, we
developed a technique of “variable separation” by interpreting the upper bound af*t! < ot — 3[at]3/(1 + 8at)
in equation 11 as the discretized version of a differential inequality daw < —3[a]3dt. Consequently, we derived
the simple upper bound for a? in Proposition 5.3 by solving the discretized version of the differential inequality.
For sufficiently small af, we could further establish a tighter upper bound a/™! < af — 3[a?]?/(1 + 10[a!]?),
and the “variable separation” technique could be applied to derive the other upper bound for a! by
introducing Lambert W function (see Section 4.13 Lambert W-Function in Olver et al. (2010)), namely

at < 1/\/675 + (J5)? — 10In(6[a]2t — 10[a°]? In(10[a®]?) + 1) (see remark on the proof of Proposition 5.3 in
Appendix D, Subsection D.1). As o approaches 0, the logarithmic term in the above upper bound for !

becomes negligible, and the upper bound can be approximated by 1//6t + (%)2 Our lower /upper bounds
for a! are tight given the balanced initial guess 7° = (%, 1), since ¢ > In(ct + ¢’) for some constants c,c’ > 0.

11
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Proposition 5.4. (Contraction Factor for Linear Convergence) Let of = ||0t]|/o = [|[M (0", v'=1)||/o and
Bt = tanh(vt) = N(0'=1, 0471 for allt € Z be the t-th iteration of the EM update rules |[M(0,v)||/o and
N(0,v) at the population level. Then 3% := lim;_, o, B exists and

(i) if B° =0, then 3>~ =0,
(ii) if B° > 0, then 0 < B> < Bt < 39,
(iii) if B° <0, then 0 > 3% > gt > 9.

Suppose that ot € (0,0.1), then
it

4 0012
= <1 = [B%]°.
Remark. Proposition 5.4 (see proof in Appendix D, Subsection D.3) provides the upper bound for the
contraction factor a'*1 /ot of linear convergence when af = ||6*|| /o is small enough, which is strictly less than
1 when the initial guess of mixing weights 70 # ( %, %) This upper bound for contraction factor is obtained
by establishing the bounds (see Subsection A.3 and Appendix C) for expectations in Identity 4.1, thereby
attl/at <1—(5/3)[a!]? — (4/5)[B]? < 1—(4/5)[B>]?. Furthermore, we can provide the lower /upper bounds
for 4> by showing that —[a’]?/(300[8°]?°) < In|3>°| —In|3°] < —[a®]?/4 when a° < 0.1,|8°] < \/2/5 (see
proof of Proposition 5.4 and its remark in Appendix D, Subsection D.3). Also, we can show the lower bound
for the contraction factor a'*!/a’ > 1 - 3[a’]? — [']> > 1 — ©(3) — [8°]* by using Proposition 5.3 and
Fact 4.3 when o < 0.1 is sufficiently small (see Appendix C for the derivation of the first inequality). Since
altt/at is lower bounded and upper bounded by some constants which are in the range of (0,1) when ¢ is
sufficiently large, a! converges linearly when the initial guess 7° # (%7 %) is unbalanced (namely 5% # 0).
6 Finite-Sample Level Analysis

In this section, we give a finite-sample analysis and present tight bounds for sample complexity, time
complexity, and final accuracy (Theorem 6.1) by coupling the analysis of population EM and finite-sample
EM and establishing statistical errors (Propositions 6.3, 6.4) in the overspecified setting,.

Main theorem 6.1. (Convergence Rate at Finite-Sample Level for Fized Mizing Weights)

Suppose a 2MLR model is fitted to the overspecified model with no separation 6* = 0, given mixing
weights 7t = 7% and n = Q (d \% log% V log® %) samples:

dVlog %

~ n

1
(sufficiently unbalanced) if Hﬂ'o—%Hl > [ ]4, finite-sample EM takes at most T =

n

1
o (H 0— %Hl_Qlog m) iterations to achieve |07 /o = O <||7T0 - %Hl_l [%} 2),

L1 1
(sufficiently balanced) if H7ro = %Hl hS {%} ", finite-sample EM takes at most T = O (|:d\/l7c7;g1:| 2)
5

1
iterations to achieve 07|/ = O ([dvlzg‘li} 4) , with probability at least 1 — T(6 + ¢').

Remark. Theorem 6.1 (see proof in Appendix G, Subsection G.2) provides the final statistical errors, time
complexity, and sample complexity in the specific setting of fixed mixing weights. There is a tight connection
between Theorem 6.1 at the finite-sample level and Theorem 5.1 at the population level. In particular, by
setting the final accuracy € in Theorem 5.1 for regression parameters to be O((d/n)'/?) for the “sufficiently
unbalanced” case, we intuitively obtain the required iteration complexity 7' = O(log *) = O(log 2) for the
“sufficiently unbalanced” case, which is consistent with the iteration complexity O(log %) in Theorem 6.1 at
the finite-sample level. Moreover, by setting the final accuracy € in Theorem 5.1 for regression parameters to
be O((d/n)'/*) for the “sufficiently balanced” case, we intuitively obtain the required iteration complexity
T = O(e7%) = O((n/d)/?) for the “sufficiently balanced” case, which is consistent with the time complexity
O((n/d)'/?) in Theorem 6.1 at the finite-sample level. This main theorem addresses all regimes where the
mixing weights remain fixed, 7t = 7°. In contrast, Theorems 1 and 3 in Dwivedi et al. (2020b) cover only

12
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Figure 5: Theorem 6.1 provides bounds on time complexity and statistical accuracy for fixed mixing weights

7t = 70 in both sufficiently unbalanced and balanced cases.

the cases of sufficiently unbalanced Gaussian mixtures, where ||7° — £ ||; > O((d/n)'/*) and the special case
0 = (%, %), while our main theorem covers all regimes of mixing weights, including the “sufficiently balanced”
case [|7° — 1||; < O((d/n)'/*), which is handled by introducing our proof technique of “variable separation”.
In addition to developing new proof techniques, we improve the bounds in Theorem 3 of Dwivedi et al. (2020Db)

1_
dVlog %\/log log 6%

€ 1_o./
for statistical accuracy O <[ } ! >, time complexity O ((%) a2 log & log 5), and sample

n

complexity Q(d Vlog 1 Vloglog 1) for € € (0,1/4) in the case of balanced mixing weights 7° = (3,1). The
previous bounds diverged as ¢/ — 0 whereas our time and sample complexity remain stable.

Intuitive Explanation of Theorem 6.1. The final statistical accuracy of the MLE estimate is governed
by the invertibility of the Fisher Information matrix, which is the second-order derivative of the negative
population log-likelihood. With an unbalanced estimate of mixing weights, the negative log-likelihood
maintains the [a]? = [|0||?/0? term, which ensures the Fisher Information matrix (w.r.t. the regression
parameters) is invertible. As a well-established result (Van der Vaart, 2000), this invertibility guarantees that
the MLE estimate achieves the standard parametric rate of order n~/2, and therefore the final accuracy of
the EM algorithm is also proportional to n~'/2. However, when a balanced estimate is given, the critical
term [a]? vanishes, causing the Fisher Information matrix to be singular. This singularity slows down the
standard parametric rate of final accuracy (Dwivedi et al., 2020b), resulting in a converged o that exhibits
a rate proportional to n~1/4.

Proof Sketch. of Theorem 6.1. Initially, Fact 6.2 ensures that after at most Ty = O(1) finite-sample
EM iterations, we have a® = [|§7°|| /o < 0.1 with high probability. Therefore, without loss of generality, we
assume o < 0.1, 3% > 0. For simplicity, we denote finite-sample and population updates for the norm of
normalized regression parameters as at, at, respectively.

We upper bound the (t + 1)-th finite-sample EM iteration a!™! using the triangle inequality o!t! <
lattt — @t | 4+ @ttt The first term represents the statistical error |att! — att!| = (Bt + at)O((d/n)'/?) (see
Proposition 6.4), while the second term a' is the population EM update, which is bounded by the upper

bounds provided in Appendix C.

For the case where 5t = 80 > O((d/n)'/*), by selecting sufficiently large sample size n and simplifying the
expression, we derive the recurrence relation ot! — ©((d/n)'/*/3°) < (1 — ¢[8°]?)(at — ©((d/n)*/*/B%))
for some ¢ > 0. Using the approximation 1 — ¢[3°]? < exp(—c[3°]?), we can express the above relation

13
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recursively, leading to: o — ©((d/n)'/*/B8%) = O(exp(—c[8°])?T)). By choosing T = ©(log(n/d)/[8°]?), we
achieve e-accuracy for the normalized regression parameters, yielding: o’ < ©((d/n)'/*/3°).

In the case where 8° = 8¢ < ©((d/n)/*), we similarly derive a recurrence relation by selecting sufficiently
large sample size n and simplifying the expression, a!t! < ot — c[a!]? for some ¢ > 0 when ot > O((d/n)Y/4).
This relation can be viewed as the discretized version of the ordinary differential inequality: da < —ca3dt.
By applying the method of “variable separation” to this discretized version, we obtain of < @(t‘l/ 2) when
ol > O((d/n)'/*). To achieve a” < O((d/n)'/*), we select T = O((d/n)'/*)=2 = O((n/d)'/?).

Fact 6.2. (Initialization at Finite-Sample Level) Let o = ||0t|/oc = | M,(0",v7Y)| /o and Bt =
tanh(vt) = N, (001, v'=Y) for all t € Z be the t-th iteration of the EM update rules |[M,(0,v)|/c and
N, (0,v) at the finite-sample level. If we run EM at the finite-sample level for at most Ty = O(1) iterations
with n = Q (n V log %) samples, then ™0 < 0.1 with probability at least 1 — 6.

Remark. Fact 6.2 (see proof in Appendix G, Subsection G.1) is established in a similar way as Fact 5.2
at the population level, but requires selecting a sufficiently large number of samples n = Q(d V log %) to
guarantee that the statistical error is small enough.

Proposition 6.3. (Statistical Error of Mizing Weights) Let N(0,v) and N, (0,v) be the EM update rules for
mizing weights tanh(v) := 7(1) — w(2) at the population level and finite-sample level with n samples, and

n 2 log s, 6 €(0,1), then
]V log 3
[N, (0,v) N(G,V)—mln{1+y|,l O n

with probability at least 1 — §.

Remark. Proposition 6.3 (see proof in Appendix F, Subsection F.1) is proved by applying the elementary
inequality for tanh and the concentration inequality, which is based on modified log-Sobolev inequality
in Ledoux (2001) (see Appendix E, Subsection E.1 and Subsection E.2).

Proposition 6.4. (Statistical Error of Regression Parameters) Let M (0,v) and M, (0,v) be the EM update
rules for regression parameters 0 at the population and finite-sample levels with n samples, and if n 2 dVlog %,
0 € (0,1), then with probability at least 1 — 0,

dVlogi
1M, (0, v) — M(0,v)|| /o = O \/Tga 7
n

and if n = dV log% V log? %, 8" € (0,1), then with probability at least 1 — (§ + &),

dVlog
130 (8,v) = M (6, v)l|/o = {tanh [v| + ||0]]/o}O | 4/ T‘S

Remark. Proposition 6.4 (see proof in Appendix F, Subsection F.4) demonstrates our sample complexity
n=Q(dVlog %)7 whereas Lemma 1 of Dwivedi et al. (2020b) presents a sample complexity n = (dlog %)
The difference lies in the techniques used: their multiplicative log factor is derived through the standard
symmetrization technique with Rademacher variables and the application of the Ledoux-Talagrand contraction
inequality (see the proof of Lemma 1 on page 44 of Dwivedi et al. (2020b) and Appendix E of Kwon et al.
(2021) for Lemma 11). In contrast, we obtain our additive log factor by applying the rotational invariance
of Gaussians and expressing the /o norm of the orthogonal error as the geometric mean of two Chi-square
distributions (see Appendix E, Subsection E.3).

7 Discussions on Extensions
In this section, we discuss the differences between results of 2MLR and 2GMM, extend our analysis from the

overspecified setting to the low-SNR regime, and examine the challenges of analyzing overspecified mixture
models with multiple components.
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7.1 Convergence and Sample Complexity: 2MLR vs 2GMM

In the overspecified setting (signal-to-noise-ratio (SNR) n := ||#*|| /o — 0), the population EM update rules for
2MLR are as follows (see equation 10) for the normalized regression parameters o’ = ||0*||/o and imbalance
of mixing weights ' = tanh(v') = 7*(1) — *(2):

Ko(|z|)

o't = Eftanh(a' X 4+ ) X], B = Eftanh(a'X + 1')] where X ~
T

In contrast, for 2GMM, the population EM update rules are (see page 6 of Weinberger & Bresler (2022)):
ot = E[tanh(a'Z +v')Z], BT = Eftanh(a'Z 4+ v")] where Z ~ N(0,1)

Here, Ky denotes the modified Bessel function of the second kind, the density function of X has exponential
tail since Ko(x) = /3% exp(—z) for  — oo, and Z follows a standard normal distribution, which is sub-
Gaussian (Wainwright, 2019). At the population level, we still can establish the sublinear convergence rates
of a* = O(1/+/t) with balanced initial mixing weights (8° = 0), and linear convergence rates with unbalanced
initial mixing weights (8° # 0) for both 2MLR and 2GMM by bounding the above expectations.

However, at the finite-sample level, convergence guarantees differ between 2MLR and 2GMM. For 2MLR,
Theorem 6.1 indicates that a sample size n = Q(d V log® %) is sufficient to ensure convergence. In contrast,
for 2GMM, we can show that a smaller sample size n = Q(d V log %) is required to achieve the same
probability 1 —T'¢ over T iterations. Intuitively, the difference arises because, for finite n, the sample averages
LS tanh(aZ; +v)Z;, L 3" | tanh(aZ; + v) converge to their expectation more rapidly when {Z;}7_, are
sub-Gaussian (in 2GMM) compared to when they have an exponential tail in probability (in 2MLR). This
faster convergence in the sub-Gaussian case allows for reliable parameter estimation with fewer samples.

7.2 Extended Analysis in Low SNR Regime

To further extend our analysis from the limiting case of 1 := ||#*||/o = 0 to the case of finite low SNR (n < 1)
of Mixed Linear Regressions (MLR), we can still obtain the recurrence relations of of, 3t as follows:

o't = E[tanh(a' X 4 ") X] + np*p'E[tanh (' X + v) X?] + O(n?),

12

BT = E[tanh(a' X 4 v")] + 78 p'E[tanh (! X + %) X] + O(n?), (12)
where $* = tanh(v*) is the imbalance of mixing weights of the ground truth, and p* = (6*,60%)/(||0*] - ||6*|])
is the cosine angle between the ground truth and the estimated regression parameters at ¢-th iteration.

While equation 10 gives the EM update rules of of, 3 in the overspecified setting of 7 = 0, we can also obtain
the EM update rules of af, % in the low SNR regime (equation 12) with the help of introducing 7, p* by using
the perturbation method as discussed in Appendix H. The differences between the EM update rules of of, 5
in the finite low SNR regime 1 < 1 and the EM update rules of of, 8¢ in the overspecified setting n = 0 come
from the presence of 7, p* in the EM update rules. In the overspecified setting, the EM update rules of o, 3t
are given by equation 10 with 7 = 0 and are independent of p’, where the cosine angle p' = p° remains the
same as the initial value p° as shown in Identity 4.1 and Figure la. But in the finite low SNR regime n < 1,
the EM update rules of of, 3t are given by equation 12 with n and p’, where the cosine angle p' is updated by
the EM update rules of p? as follows when 7 is sufficiently small (see details in Appendix H, Subsection H.3):

Pt = pt 4+ (1= [p']?) -nB* (E[tanh(a’ X +')] — o' E[tanh® (o' X + ') X]) /E[tanh(a! X + ') X]+ O(n?). (13)

Remark. The equation 12 and equation 13 (see proof in Appendix H, Subsection H.3) are proved by
using the perturbation method as discussed in Appendix H, Subsection H.2. Moreover, the expectations
E[tanh(afX + v*) X?], E[tanh(a’X + ') X], E[tanh(a’ X + v*)] and E[tanh?(a!X + v*)X] in equation 12 and
equation 13 can be approximated by series expansions of o around of = 0 as in Appendix H, Subsection H.1.
The remainder terms of O(n?) in equation 12 and equation 13 hide the effect of af, 3%, p* in the EM update
rules. Consequently, by substituting the series expansions of the expectations into equation 12 and equation 13,
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we can obtain the following approximate dynamic equations of af, 8%, p* in the finite low SNR regime:

at+l ot (1 — [B1?) p' Bt (1 = 9[a/]*(1 - [B']))
L = 81— [aP(1 = [8]%) | +nB* x plat(1 =167 |+ O([a']P) + O@P).  (14)
P! 3 (1= (o) G ey

In particular, when n = 0, we have p'T! = p* by Identity 4.1, and the above approximate dynamic equations
reduce to the approximate dynamic equations of af, 8¢ in the overspecified setting, which aligns with our
previous results obtained in Proposition 4.4. Also, a finer analysis shows that |pf| = 1 implies |p'*!| = 1
even when 7 # 0 (see the remark of Appendix H, Subsection H.3), therefore the EM iterations of regression
parameters have the same direction as the ground truth if the initial value of the regression parameters is in
the same direction as the ground truth.

7.3 Generalizing to Multiple Components

As shown in the numerical experiments of Dwivedi et al. (2020b), the EM algorithm for overspecified Gaussian
mixtures with multiple components can also exhibit the slow convergence of final accuracy in terms of sample
size n. The order of the final accuracy O((d/n)'/*) demonstrates slower convergence in the sufficiently
balanced case compared to the final accuracy O((d/n)'/?) in the sufficiently unbalanced case for 2MLR and
2GMM in the overspecified setting, which is not merely a coincidence, but a general phenomenon. However, it
remains an open problem to establish the convergence guarantees for the final accuracy, time complexity and
sample complexity for overspecified mixture models with multiple components. As for a general overspecified
model with multiple components, it is necessary to carefully examine the many-to-one correspondence between
the components of the fitted model and those of the ground truth (see page 6 of Qian et al. (2022)). Therefore,
the assumption of well-separated regression parameters and the requirement for a good initialization of the
mixing weights, as in existing works such as Kwon & Caramanis (2020), no longer hold. This requires a
more careful analysis and development of more advanced techniques for the analysis of overspecified mixture
models with multiple components.

8 Experiments

In this section, we validate our theoretical findings in the previous sections with numerical experiments. The
code for our numerical experiments is available at https://github.com/dassein/em_overspecified_mlr.

Trajectory of EM Iterations. We sample 2,000 independent and identically distributed (i.i.d.) two-
dimensional covariates and additive noises from Gaussian distributions and set the true regression parameters
0* = 0. In Fig. 1a, all the iterations are nearly perfect rays from the origin to the initial point, which aligns
with Identity 4.1.

Dynamics of the EM iteration. In the overspecified setting, we show that the approximate dynamic
equations (af — altl)/at ~ [B!]? and (Bt — Bi+1) /Bt ~ alal™! when the regression parameters are small
enough in Proposition 4.4. We demonstrate the linear correlations in Fig. 2, therefore, our experiments
validate Proposition 4.4. For the experimental settings, we specify af = 0.1 and consider different values of
Bt €{0.1,0.2,---,0.9,1}.

Convergence Rate in Regression Parameters. Fig. 3a presents the fast convergence with unbalanced
initial guess and the slow convergence with balanced initial guess, which is in agreement with our theoretical
results in Theorem 5.1.

Sublinear Convergence Rate with Balanced Initial Guess. Fig. 4a and Fig. 4b exhibit the slow
sublinear convergence rate given the balanced initial guess, which aligns with our sublinear theoretical bounds.
Hence, our experimental results validate our analysis in Proposition 5.3.

Initialization Phase in the Worst Case. In Fig. 1b, we show the iterations of o in the worst case with
balanced initial mixing weights 70 = (%, %), ie., 80 =tanh 10 = % — % = 0, and infinite initial regression
parameters a® = ||6°|| /o — oo. In the worst case, we show that o' > 0.1 for all ¢ < 9 by using the theoretical
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matching lower bound for the worst case in Proposition 5.3. Also, we demonstrate that ! < 0.1 for all t > 36
(Fact 5.2) by applying the theoretical upper bound in Proposition 5.3. As a?® a2 0.1 by numerical evaluations,
and 20 > 9 and 20 < 36, the theoretical results from Proposition 5.3 and Fact 5.2 are consistent with the
numerical results shown in Fig. 1b.

Converged Mixing Weights and Initial Guesses. In Proposition 5.4, we prove that converged mixing
weights 47" are nonzero for a nonzero initial guess 3° # 0, and provide a lower bound for 7. We observe
the correlation between the converged 87 and varying 8° uniformly sampled from [0.01,0.99], with o €
{0.1,0.3,0.5}. These theoretical findings are supported by numerical results in Fig. 3b.

9 Conclusions

In this paper, we thoroughly investigated the EM’s behavior in overspecified two-component Mixed Linear
Regression (2MLR) models. We rigorously characterized the EM estimates for both regression parameters
and mixing weights by providing the approximate dynamic equations (Proposition 4.4) for the evolution
of EM estimates and establishing the convergence guarantees (Theorems 5.1, 6.1) for the final accuracy,
time complexity, and sample complexity at population and finite-sample levels, respectively. Notably, with
an unbalanced initial guess for mixing weights, we showed linear convergence of regression parameters in
O(log(1/e)) steps. Conversely, with a balanced initial guess, sublinear convergence occurs in O(e~2) steps to
achieve e-accuracy. For mixtures with sufficiently imbalanced fixed mixing weights ||7* — ||, > O((d/n)'/4),
we establish statistical accuracy O((d/n)/?), whereas for those with sufficiently balanced fixed mixing weights
[t — L]y < O((d/n)/*), the accuracy is O((d/n)'/*). Additionally, our novel analysis sharpens bounds
for statistical error, time complexity, and sample complexity needed to achieve a final statistical accuracy
of O((d/n)"/*) with fixed sufficiently balanced mixing weights. Furthermore, we discussed the differences
between results of 2MLR and 2GMM, and extended our analysis from the overspecified setting to the finite
low SNR regime.

Building upon the analysis and established connections between the diffusion model objective and the classic
EM algorithm in GMM (Shah et al., 2023), we foresee extending this analysis from GMM to MLR and
establishing the time and sample complexities involved in learning the diffusion model objective, as discussed
in recent works (Chen et al., 2024a; Gatmiry et al., 2024). The practical applications (haplotype assembly (Cai
et al., 2016; Sankararaman et al., 2020) and phase retrieval (Klusowski et al., 2019; Chen et al., 2015)) of
mixture models such as MLR and GMM can spur significant interest within the statistics community toward
establishing rigorous theoretical foundations for generative diffusion models.
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We organize the Appendices as follows:

Appendix A, we prepare lemmas for identities of hyperbolic functions, inequalities of tanh and simple
expectations under the density involving Ky, and lower/upper bounds for expectations with tanh
under the density involving Kj.

Appendix B, we provide proofs for EM update rules M (6,v), N(0,v) at the population level, the
nonincreasing property of [|6%[|,[|x* — £|l; and boundness of ||#*||, and the approximate dynamic
equations of | M (0%, v")||/o, N(6,v") when ||0]| /o is small.

Appendix C, we present lemmas on the evolution of a! := ||0||/o, Bt = 7(1) — 7*(2) in population
EM, providing lower/upper bounds for a!*1/(af(1 — [3!]?)), ™! /at and BiH1/p3E.

Appendix D, we provide proofs for convergence rates of regression parameters ||0|| at the population
level. For ¥ = (4, 1), we show sublinear convergence rate with time complexity O(¢~2) to achieve
e-accuracy. while for 70 # (%, %), we demonstrate linear convergence rate with time conplexity
O(log %) We also establish the existence of 3%° = lim;_,o, 8¢ and give an upper bound with 5> for

the contraction factor of linear convergence.

Appendix E, we develop lemmas to bound errors at the finite-sample level by establishing tighter
concentration inequalities using the modified log-Sobolev inequality, bounding statistics, and deriving
inequalities for tanh.

Appendix F, we establish bounds for the projected error and statistical error in regression parameters
for both easy EM and standard finite-sample EM, as well as for the statistical error in mixing weights.

Appendix G, we provide proofs for convergence rates at finite-sample level. For mixtures with
sufficiently imbalanced fixed mixing weights |7t — |1 > O((d/n)'/*), the statistical accuracy

is O((d/n)1/?), whereas for those with sufficiently balanced fixed mixing weights |7t — 11 <
O((d/n)**), the accuracy is O((d/n)'/*).

Appendix H, we extend our analysis to the finite low SNR regime (n = ||6*||/o < 1), and provide the
approximate dynamic equations for EM iterations of of, 3t and the cosine angle p* := (6%, 0*) /||0|(|0*]|
in low SNR regime.
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A Lemmas in Proofs for Results of Population EM Updates
A.1 Identities of hyperbolic functions and expectations under the density involving K
Lemma A.1. (Identities of Hyperbolic Functions in Polyanin & Manzhirov (2008))

tanh(a + b) — tanh(—a+b)  [1 — tanh®(b)] tanh(a) tanh(a +b) + tanh(—a+b)  tanh(b)[1 — tanh®(a)]
2 1+ tanh?(b) tanh?(a)’ 2 1 — tanh?(b) tanh?(a)”

Proof. The first identity is proved by using the identities of Hyperbolic Functions in Supplement 1, Page 698
of Polyanin & Manzhirov (2008). The second one is proved by letting a < b,b < a in the first one. O

Lemma A.2. Let m(«,v) := E[tanh(aX 4+ v)X], n(a, v) := E[tanh(aX +v)] be the expectations with respect
to X ~ fx(z) = Ko(|z|)/7, a random variable with probability density involving the Bessel function Ky, and

_ 9n(a,v)

B := tanh(v), then m(a,v) = =5 and

tanh(a X)X
1 — A2 tanh®(aX) ]’

1 — tanh?(aX)
1 — A2 tanh?(aX)

m(a,v) = (1 - HE n(a,v) = SE

Proof. By applying Leibniz integral rule or invoking the dominated convergence theorem to exchange the

order of taking limit and taking the expectations (see Theorem 1.5.8, page 24 of Durrett (2019)), we obtain

the relation m(o,v) = W. Since X ~ fx(z) = M is a symmetric random variable, we have:

E[f(X)] = E[f(=X)] = E[[f(X) + f(=X)]Lx>0] = %E[[f(X) + f(=X)]].

By substituting f(X) with tanh(aX + v),tanh(aX 4 v)X, and applying the above proven identities of
hyperbolic functions, these two identities are proved. O

Lemma A.3. (Expectations in Gradshteyn & Ryzhik (2014)) For a € [0,1),n € Z,, and a random variable
X ~ %, then we have:

Elexp(—alX|)] = %ﬁ Elcosh(aX)] = ﬁ B[X[)= 2, E[X*"=[@n -1,

where (2n — 1)1 =1x3x5---x (2n —1).
Proof. We prove the first and second identities by taking the limit ¥ — 0 in the third formula in table 6.611

with modified Bessel function K, Section 6.61 Combinations of Bessel functions and exponentials, Page 703
of Gradshteyn & Ryzhik (2014), and invoking cosh(ax) = (exp(az) + exp(—azx))/2.

We prove the third and fourth identities by letting v = 0 in the 16th formula in table 6.561, Section 6.56-6.58
Combinations of Bessel functions and powers, Page 685 of Gradshteyn & Ryzhik (2014), and invoking
L(n+3)=ym2"(2n -1 O
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A.2 Inequalities of tanh and simple expectations under the density involving K

Lemma A.4. For t € R>, we have:

t t3
t— 3 < tanh(t) <t- 0 exp(—t)
t? — §t4 < tanh®(t) <t - §t4 exp(—t)
t3— > < tanh®(t) <3 — 5 exp(—t)
th— %tfﬁ < tanh?(t) <t'— gtﬁ exp(—t)

Proof. By using Taylor expansion with remainder (see 5.15 Theorem, pages 110-111 of Rudin (1976))
for tanh(t), tanh?(¢), tanh®(¢), tanh*(#) and dropping out the non-negative remainder, we obtain the lower
bounds for tanh(t), tanh?(t), tanh®(t), tanh*(¢). The upper bounds for tanh(t), tanh?(t), tanh®(t), tanh*(t)
are established by introducing the exponential decay in the terms of t3,t%,¢%,t5 respectively, where the
analysis on the monotonicity of the gaps between the upper bounds and tanh(t), tanh?(¢), tanh?®(¢), tanh® (¢)
ensures the correctness of the upper bounds when ¢ is small, and the fact that tanh(t) is bounded but the
upper bounds are unbounded as ¢ increases ensures the correctness when t is large. O

Lemma A.5. For any v,t € R, we have:

1
1 4 tanh?(v) tanh?(t) < < 1+ tanh?(v) sinh?(t)

~ 1 —tanh®(v)tanh?(¢)

Proof. By substituting tanh?(v) tanh?(t) —  into 1+ < L, we otain the lower bound for m

By substituting tanh?(v) — 7,sinh?(t) — z into 1 < 1+(7‘—r2)% =(1-rz)A+rz),vr € 0,1,z € Rxo,

we establish the upper bound for m O
Lemma A.6. For a € [0,0.31), and a random variable X ~ w, we have:
S < & Blexp(—alX])] = E[X* exp(—al X))
1+8 — do# *P B P
225 ds
= < —F —alX])] = E[X°© —alX
T 160 = da [exp(—alX[)] = E[X” exp(—a|X])]
1807 & posh(2aX)] — E[X?) = E[X?(cosh(2aX) — 1)
1-Ba2 =~ d(2a) -

Proof. By Leibniz integral rule or the dominated convergence theorem to exchange the order of taking limit
and taking expectations (see Theorem 1.5.8, page 24 of Durrett (2019)), we obtain the relations between the
right-hand side expectations and the simple expectations as shown above. Therefore, we obtain the closed
form expressions for expectations on the right-hand side by taking derivatives of the closed-form expressions
of simple expectations, which are given in Lemma of Subsection A.1. Consequently, we directly give the
lower /upper bounds of rational functions on the left-hand side for these closed form expressions based on
their Padé approximants, verified by analyzing the monotonicity, convexity of the gaps between the rational
functions and the closed form expressions, and evaluating values at the boundaries of the interval of a. [

A.3 Lower/Upper bounds for expectations with tanh under the density involving K

Lemma A.7. Let n(a,v) := E[tanh(aX + v)] be the expectation with respect to a random variable with
density X ~ Ko(|z|)/7, suppose « € [0,0.31) and 5 := tanh(v) > 0, then
6 300
31— a2(1— 2 401 _ g2 _ 32 6 32
5{ R O ek I e e T

n(a,v) < B~{1—0z2(1—,6’2)—|—a4(1—ﬁ2)><6}

%

n(a,v)
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Proof. We obtain the following lower /upper bounds for n(«,v) by applying the Lemmas of indentities in
Subsection A.1 and invoking the Lemmas of inequalities in Subsection A.2.

B 1 — tanh?(aX)
no,v) = PE {1 -2 tanhQ(aX)}
> BE[(1 — tanh?(aX)){1 + 2 tanh?(aX)}] = SE[1 — (1 — £?) tanh?(aX) — (2 tanh4(aX)]
> 5{1- (- P | (@X)? - S(ax)! exp(-alX])] - #E |(@X)! - J(ax) exp(-alx))| |
300
> ﬂ{l(lﬂz){cﬁa‘lxl_’_sa}62{a4x9a6x1+160j}
n(e,v) < PBE[(1 - tanh®(aX)){1 + 5?sinh’(aX)}] = BE[1 — (1 — #?) tanh®(aX)]
< B {1 - (1-B*E {(aX)Q - g(aX)‘*] } =B{1-(1-p5%[a®—a’x6]}

O

Lemma A.8. Let m(«,v) := E[tanh(aX 4 v)X] be the expecatation with respect to a random variable with
density X ~ Ko(|z|)/7, suppose « € [0,0.31) and S := tanh(v) > 0, then

m(a,v) > afl—p%) -{1-a®[3-p5%x9] —a’p® x 225}

2 2 2 9 402 %

m(a,v)

IN

1+ 8«

Proof. We obtain the following lower/upper bounds for m(«,v) by applying Lemmas of indentities in

Subsection A.1, invoking Lemmas of inequalities in Subsection A.2 and noting that sinh?(t) = % > t2.

tanh(a X)X ]
1 — A2 tanh®(aX)

m(a,v) = (1—ﬂ2)E[

> (1 - B°)E [tanh(aX)X{1 4 3* tanh2(aX)}] = (1 — B*)E [|X|tanh(a|X|) + 5| X| tanh3(a|X|)]
> (1= {E |1 ((falx) - 3(alx)*) | + 8% [1X] (@1x)° - 1)) |
= (1-8){a—a®x3+p*0a®x9—a’ x225)}
m(a,v) < (1-p*E [tanh(a|X|)|X[{1 + £%sinh®(aX)}]
< (1= | ((alX]) ~ el X )P exp(-alX] ) 1XI(1 + 5 s ()|
< (1= e | 1X1 ((alX]) - 5alx)* exp(-alx]))]

(cosh(2r| X|) — 1)
2

2 3 3 2 3 9 5 %
= 1— — -
( B){a X Tisa TP (a 1o Bz X1+16a>}

+ (1= )58 [1Xlx) - 311 exp(-alx))

O

Lemma A.9. Let my(a) := E[tanh(aX)X] be the expectation with respect to a random variable with
density X ~ Ky(|z|)/7, suppose « € [0,0.31), then

3a3
— 305 < < o —
a—3a’ < mgla) <a T+ 80

Proof. By letting 8 := tanh(r) = 0 in the previous Lemma, the lower/upper bounds for mg(«) are obtained.
O
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B Proofs for Results of Population EM Updates

B.1 Proof for EM Update Rules

Theorem B.1. (Identity 4.1 in Section 4: EM Updates for Overspecified 2MLR) Suppose a 2MLR model is
fitted to the overspecified model with no separation, where 6* = 0. The EM update rules at the population
level for 0! := ' /o = M(0'~1,v*"1) /o and tanh(v?) := 7t(1) — 7%(2) = N(6*~!,v'~1) are then as follows.

_ 90 1 _
- L.f/tanh(uet*lnz—utfl)xKo(|x|)dx,
6% 7 Jr
1 _
tanh(v!) = f/tanh(ytfl—\|9t*1||x)K0(|x|)dx,
T JRr

where 0° := 0°/c.

Proof. In the overspecified setting, namely 6* = 0, the expectation in the EM update rules (equation 3,
equation 4) becomes

Esmp(s10,7%) = Eorn(0,10) Eylznas (N (2,07),02) 475 ()N (= (2,0),02) = Bann(0,12) Ey~nr(0,02)-

We decompose z = fl\gzijl\ +zt, and # ~ N(0,1), 2% € span(6*~1)+ with E[z1] = 0. Since 7,21,y :=
y/o = e/o are independent of each other, we obtain

x, 92671
0" = Euun(o,1)Ey~n(0,02) tanh <y<02> + V”) yx
0 [ RS g
= GW]EiNN(O,l)]EﬂNN(O,l) tanh yxr - T +v yx
' e
tanh(v') = Ezon0,1)Egon(o,1) tanh { 7 - . +v
It is well known that the Normal Product Distribution is z := yx ~ M, see also Page 50, Section 4.4
Bessel Function Distributions, Chapter 12 Continuous Distributions (General) of Johnson et al. (1970) for
more information.
o' o' [l "
; = mEZNK(JrzD tanh <Z . T +v ) z
otfl
tanh(v!) = E__xqep tanh <z . u + ytl)
= o
The above two equations immediately give the EM update rules and equation 10 is proved. Let z :=
—z~ @, consider the direction %, note that tanh (v*=' + ||6*~![| 2) — tanh (v'=1 — [|0'"!| z) > O for
16| # 0,2 > 0.

— © 0 —
/Rtanh (|6 || = - vz Ko(|z])de = [/0 + /OJ tanh ([|0"" ||z — v'7") 2 - Ko(|z|)dz
= /0 (tanh (v*~' + [|0" || 2) — tanh (v* 7' = [|6" || 2)) 2 - Ko(|z|)dz > 0

Hence, we conclude that ng\l = % =...= ”28”, thereby the proof is complete. O
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B.2 Proof for Nonincreasing Property

Theorem B.2. (Fact 4.2 in Section 4: Monotonicity of Expectations) Let m(«,v) := E[tanh(aX + v)X]

and n(«,v) := Eftanh(aX + v)] be the expectations with respect to X ~ Kolzl)  Then they satisfy the

monotonicity properties:

(monotonicity of m(«,v)): m(a,v) is a nonincreasing function of v > 0 for fixed a > 0, and a nondecreasing
function of o > 0 for fixed v > 0, namely:

0=m(a,00) <m(a, ) <m(a,v) <m(a,0) <afor0<v <V, a>0,

2
0=m(0,v) <m(a,v) <m(a’,v) <moo,v) == for 0 <a<a,v>0.
7r

(monotonicity of n(a,v)): n(w,v) is a nonincreasing function of a > 0 for fixed v > 0, and a nondecreasing
function of v > 0 for fixed a > 0, namely:

0 = n(oo,v) < n(a/,v) < n(a,v) <n(0,r) = tanh(v) for 0 < a < a',v >0,
0 =n(a,0) < nla,v) <n(a,v) <nla,o0)=1for 0<v <, a>0.

Proof. By using the identities of hyperbolic functions and expectations in Subsection A.1, and noting that
2

71:22, ﬁ are nonincreasing and nondecreasing respectively in ¢ € [0,1] for r € [0,1] and rt # 1, we have

V) for0<a<d,0<v <V

m(a,v) <m(a,v), m(a,v)>m(
> n(a, V') for0<a<o,0<v <V

(

m «Q
n(a,v) < nl@,v), nla,v) > n(a

Moreover, we can invoke the dominated convergence theorem to exchange the order of taking limit and
2
taking the expectations (see Theorem 1.5.8, page 24 of Durrett (2019)), since 24— < 1, —%— < 1 are

1 Y 1—r222 — 1

bounded in « € [0, 1] and therefore integrable. Note that E[| X|] = 2, X ~ % in Subsection A.1, we have
2
m(oo,v) = lim Eftanh(aX + v)X] = E[ lim tanh(aX + v)X] = E[|X|] =
a—o0 a—00
n(a,00) = lim E[tanh(aX 4 v)] = E[ lim tanh(aX +v)] =E[1] =1
v—00 v—oo
Similarly, we have
m(a,00) = lim Eftanh(aX + v)X] = E| li_>m tanh(aX +v)X| =E[X] =0
V—00 v o0
n(oco,v) = lim Eftanh(aX +v)] = E[ lim tanh(aX + v)] = E[sgn(X)] =0
a—0o0 a— 00

Also, we have m(0,v) = tanh(v)E[X] = 0,n(0,v) = E[tanh(v)] = tanh(v), n(«, 0) = E[tanh(aX)] = 0 and
m(a,0) = Eftanh(aX)X] < E[aX?] = aE[X?] =a, Ya>0.

Therefore, we have completed the proof by combining the above results. O

Theorem B.3. (Fact 4.3 in Section 4: Nonincreasing and Bounded)

Let of := ||0t||/o = |[M ('L, vt Y)|| /o and B := tanh(v!) = N(#'=1, vt~ for all t € Z, be the t-th
iteration of the EM update rules || M (6,v)|/o and N (6, v) at the population level, then 8¢-3° > 0, ! < 2/7,
and {a'}9°, and {|8%[}5°, are non-increasing.
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Proof. Note that X ~ M is a symmetric random variable, we have that m(«,v) = m(a, —v) = m(a, |v|)

is an even function of v and n(a,v) = —n(a, —v) = sgn(v)n(a, |v|) is an odd function of v. By the recurrence

relation of EM updates equation 10, we have a!*! = m(af,v?), B+ = n(at, v') with B* = tanh(v/?).

By applying the previous proved monotonicity of m(a, v),n(a,v) (Fact 4.2 in Section 4), we have

BB = [sgn(v)Pn(al, [V tanh [ > 0, B = n(a’, |[v']) < (0, |[v']) = tanh |v'] = | 8|

Therefore, by induction, we have 8t - 3% > 0 and {|3?|}$2, is non-increasing. By the monotonicity of m(a, v),

2

0 <ot =m(af,v) = m(ad, [V]) < m(at,0) <af, o't =m(at,|v]) < m(af,00) = =
T

Therefore, we have o < 2/7 for all t € Z, and {a'}{2, is non-increasing. O

B.3 Proof for Approximate Dynamic Equations

Theorem B.4. (Proposition 4.4 in Section 4: Approximate Dynamic Equations)

Let of = ||0Y||/o0 = |M(0'~t,vt71)| /o and B¢ := tanh(v') = N(6*=1, 071 for all t € Z, be the t-
th iteration of the EM update rules |[M(0,v)||/c and N(6,v) at the population level, then the series
approximations for EM update rules are

ot = a'(1-[8) + O([a']),
= BH(1 - afat) + O(a'])

Proof. By applying the recurrence relation equation 10, namely o't = m(at,v?), 1 = n(at,v?), and
invoking the lower/upper bounds for m(a, v) and n(«a,v) in Subsection A.3, we show that

ot = a1 [B) + O(la'])
B = 1= [ PA =[BT} + O(le']h)
Therefore, o' (o™ — at(1 — [8Y]?)) = o' O([a!]?) = O([a!]*), and
Bt =g (1= a'a™) + O([0']")
O

Remark. When o is sufficiently small, by the proven Lemma of series approximations of m(«, v) and n(a, v)
in Subsection H.1, we have

= m(at, V') = Eftanh(' X + ) X] = o' (1 — [B')?) +
gttt = n(at,yt) = ]E[tanh(oti + Vt)] = Bt{l —la ] (11
A1 —ata"™) + 11— [5']1)O([a"])

Hence, we have these approximations when a! # 0 and ' # 0 respectively (see Lemmas in Appendix C):

(1= [BT)O(a']),
B} + 811 = [BTHO([e]h)

attt 12 atl —af 12 12 12
= _ 9 £ = 1 _
ol = [ + O([a']), = (617 + (1 = [8])0([a’])
prt—pt —atar 4 (1= IB9Y0([at1*) = —(1 — [892)([at1? + O([at]4
e T e + 1= [1)0([a]) = =1 = [BT)([']" + O([a']))
In the special case of balanced mixing weights, namely 3* = tanhv! = 0, then by using the bounds for
ottt =m(at,vt) = m(at,0) = mo(at) in Subsubsection A.3, for sufficiently small af, we have

3[0525]3
E_ 33 < ot < of —
« [ <a™ <a 71—1—8[0115]

The above upper bound still holds when 3¢ # 0, since '™t = m(at, vt) = m(at, |vt]) < m(at,0) = mo(at) <
at — 3[a']3/(1 + 8[a!]) by using the monotonicity of m(a,v) (Fact 4.2 in Section 4).
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C Lemmas in Proofs for Results of Population Level Analysis

Lemma C.1. Let of := ||0%]|/o = | M (6", v171)|| /o € (0,0.1], B := tanh(v!) = N(0*~1,v'71),Vt € Z, be
the t-th iteration of the EM update rules || M (6,v)||/o, N(6,v) at population level, then

0.97 < m <1- g[afF +9.53[a'[BY)?, -3[a]* - [B']* < # < —g[at]Q - %[m?.

Proof. By applying equation 10 o!*! = m(at,v?), B+ = n(at,v?), invoking the lower /upper bounds for the
. : ion A - . t12 [1 _ [3t]2 41812 — (.

expectation of m,n in Subsection A.3, and noting that ogatgrg.l%}o@(gﬁtglg[a 12 [3 — [B]%] +225[a']*[8]? = 0.03,
1200(1+ 28 [a'])[a"]? < 1200(1+25.0.1)0.1%

(14+16[t]) (1—5[ 2) = (1416:0.1)(1-220.12)

/2 0.52972 < 0.53, we obtain the following lower /upper bounds.

at(filﬂt]z) > 1-9[al)? ; - W]“} — 225[a]}[BY% > 1 — 0.03 = 0.97
attt — o[t [ % /12 ot131542 1200(1 + %[atb
o < e |k U] T g o B
< 1-9[")? 1—#5701 - [ﬁfP] +0.53[a" (8" =1 - %[at]Q +9.53[a?[8")?

By dropping out the term of [f]?[3¢]* and using a! < 0.1, the upper bound for a‘*!/at is established.

attt 2 50 12 1127 pt12 50 12 2 S0 2 4o
— < (1-[BP) (1= 5[]"+9.53[a]7[f]" ) <1- S[a']" —0.888[3"]" < 1— [a']” — [B']
a 3 3 3 5
By applying the lower bound for a!™ = m(at,v!) in Subsection A.3, when a! € (0,0.1],
at+1> 1—1892) (1 — 3[at1? 11215842(1 — 25[at12)) > 1 — 3[at]? — (3112
o = [6']%) (1 = 3[a’]? + 9[a']*[B](1 — 25[a]?)) > 1 - 3[a’]* — [57]
[
Lemma C.2. Let of := |0'|/c = |M(O',v'7Y)||/o € (0,0.1],8" := tanh(v?!) = N(O*1,v71) €

(0, \/g],Vt € Z4 be the t-th iteration of EM update rules ||M(0,v)||/o, N(0,v) at population level, then

t+1 t
B e — 5 <_o.94[at]2(1—[5t]2)g_%[at}‘z.

Proof. By applying equation 10 o!*! = m(at,v?), 8171 = n(at,v?), invoking the lower /upper bounds for the

expectation of n in Subsection A.3, and noting that % 9B + [a!]?[B"])2 H‘Q{%Oat] > 0 holds by using

B <3< m—zﬁ)ﬁﬂ for o' > 0, we have

gt 2 12 1a [6(1—[B%) 12 1167 4t72_ 900 12 12
> _ _ Bt S Ul VA A N —
2 =P P+ et | S ol s 2 - e - )
t+1

ﬂﬁt < 1-[aP1-6la]) (1~ [87%) < 1-0.94[a"T(1 ~ [57?)

By applying (1 — [#']?) < 1 and 0.94(1 — ["]?) > 1 for B € (0, \/g}, we obtain the following bounds.

t+1 t
B 5 —7 —0.94[a'?(1 - [B]?) < —%[at]2
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D Proofs for Results of Population Level Analysis

D.1 Proof for Sublinear Convergence Rate
Theorem D.1. (Proposition 5.3 in Section 5: Sublinear Convergence Rate)

Let of := ||0t] /o = |M(0'L, vt 1)||/o, Bt := tanh(v!) = N(6'=1,v171) V¢t € Z, be the t-th iteration of
the EM update rules ||M(6,v)||/o, N(6,v) at population level. Suppose that a® € (0,0.31), then

1
ot < = Vit € Z>o;
\/6t+ {8+ 5} —8
when the initial guess of mixing weights is balanced 7° = (%7 %), namely 3° = tanh ¥ = |70 — %Hl =0,
then
o 1

(07

Vit € Zzo.

>
\/6t+221n(1.2t+ 1) + ()2

Proof. By invoking the bound for expectation mg(a) = m(«,0) = E[tanh(aX)X] under the density function
X ~ Kq(]z])/7 in Subsection A.3, the EM update rule a!* = m(at, ') = E[tanh(a! X +v!) X] in equation 10,
and the monotonicity of m(a,v) in Fact 4.2 in Section 4, we have

3[at]3

a'tt =m(al,v") =m(a!, [V']) < m(a’,0) < aof — 1+8[at]

<a'<0.31

Regarding the upper bound on the right side, we view it as the discretized version of a differential inequality
da < —3[a]3dt. By the method of "variable separation', we conclude the following upper bound. Hence, by

t 2 t t
using 0 < 0" < af, we obtain 1< 4 () + 3 () and 1 < (25)

T-1 Tl Tl 8
T= Z L < Z 3[al]? Z {3[0}}_3 + 3[Olt]_2} {Oét — Oét+1}
t=0 t=0  1+8[at] t=0
T-1 t o\ 2 t t
< 2 {;[Oﬁ}d [; (O;YH) =+ ; (O;:_l)‘| + %[at]*2 <a?+1> } {at _ atJrl}
T-1 8 T-1
= {07 =[]+ 5 D AT =T
=0 t=0

I
— = O

By substituting ¢t — T, namely [a!]72 + 16[a!]™! > 6t + [a®]72 + 16[a’] 7!, and solving for af, the upper
bound for o is established.

Let’s provide a matching lower bound to justify the sublinear convergence rate for the worst case of a balanced

initial guess 7% = (%, %), namely 8° = tanh® = 7%(1) — 7%(2) = 0. By applying Fact 4.3 in Section 4,

{8} = {tanh [v*|}2, is nonincreasing, therefore, v* = 0,Vt € Z>( given the initial guess is balanced.

Again, by invoking the bounds for expectations in Subsection A.3, and the EM update rule a!*! = m(at, vt) =
E[tanh(a'X + v*) X] in equation 10, we obtain the following lower bounds for o := ||6%|| /o € (0,0.31).

af = 3[a']? < me(al) = m(at,0) = m(al, V') = o't

Regarding the lower bound on the left-hand side, multiplying by 12a! on both sides and defining A! :=
6[a’]? < 6[a’]? < 2 for ease of analysis, and applying the AM-GM inequality v A* A+ < (A" + A™1) /2, then

24" — [A'? < 2VATAITT < Al 4 At

29



Published in Transactions on Machine Learning Research (01/2026)

Hence, A* — A1 < [A!)? and dividing by A*A**! on both sides,
1 1 At At 1

AT A AT (A AT S AT AR T I

2

To obtain the lower bound for ﬁ = é[a ]’ , we use the upper bound for of which has been obtained:
[@f]72 4+ 16[a?] ! > 6t + [a®]72 + 16[a’]}; also apply the AM-GM inequality [a!]72 + 9 > 6[a!]~!, and
[@%]72 + 16[a®] 7 > 3% + 16 x 3 = 5T7.

11 16

g[at]_Q +24 =[a']7% + 5 ([a']7% 4+ 9) > 6t + 57

Therefore, we have shown the lower bound for %.
1 1

3 3
-2 5

- = i
[a'] _11—|—2

. . . . . t—1 t+2
Hence, the use of telescoping summations and bounding a summation by an integral > - Lo < J: 0 dr
6

1n(%) =In(1.2t + 1) gives the following upper bound for 4z — +5.

>

=0

1 1 S 1 t—1
YD B il R By
7=0 =0
Consequently, we obtain the following lower bound for o by substituting A* = 6[af]?, A° = 6[a’]?.
1
t

ot >
/6t +22In(1.20 + 1) + ()2

<t+§ln(12t+ 1)

By combining the upper/lower bounds for af := [|¢*|| /o in the worst case of balanced initial guess 7° = (3, 1),
1 . 1
<o <
\/6t+221n(1.2t+1)+($)2 6t + (8 + L)% — 8
which justifies the sublinear convergence rate, as t 2 In(1.2¢t + 1). O

Remark. For a finer analysis, we can establish a tighter upper bound for af*! by starting from the series
expansion of tanh(a’X) and using the fact that E[X?"] = [(2n — 1)!1]2 for X ~ %:

o = Eftanh(a'X + ') X] < E[tanh(a’ X)X]

17

< a'B[X? — S[a'PEX*) + 0 PEXY] — 20 [0 EIX*] 4 ooz [ PEIX Y]

= o —3[a']? 4+ 30[a!]® — (17 x 35)[a’]” + (62 x 315)[']? < o — 3[a!]3/(1 + 10[a!]?)
where the last line holds for af € [0,0.13] is sufficiently small, which is tighter than the upper bound
ot <ol —3[af]3/(1 + 8[at]) (since 8[at] > 10[at]? for af € [0,0.13]). By applying the same method of

“variable separation”, and noting that (a! —a!™1)/at < In(at/at*!) (since x/(1+x) < In(1+x),Va > 0), we
can establish the following relation for o!:

o1 < 03 gttt < { () e () b {(5) oo ()

By solving the above inequality and introducing Lambert W function (see Section 4.13 Lambert W-Function
of Olver et al. (2010)) and noting Inz — Inlnx < W(z),Vx > e, we obtain the following upper bound for o
when o € (0,0.13]:

o< 1 1

\/IOW (e ™ exp(0.60) \/ﬁt + ()2 — 101n(6[a?]2¢ — 10[a?]2 In(10[a%]2) + 1)
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D.2 Proof for Initialization at Population Level
Theorem D.2. (Fact 5.2 in Section 5: Initialization at Population Level)
Let of := ||0t]|/o = ||[M ('L, vt Y)|| /o and B := tanh(v?) = N(9'=1, vt~ for all t € Z, be the t-th

iteration of the EM update rules | M (0,v)||/o and N(0,v) at the population level. If we run EM at the
population level for at most Ty = 36 iterations, then a’® < 0.1.

Proof. By the recurrence relation of EM updates equation 10, we have a!*! = m(at,v!). Futhermore, by

applying the monotonicity of m(«,v) (Fact 4.2 in Section 4), we have

o't =m(a’,vt) = m(at, [V']) < m(a’,0) = mo(a’)
In three iterations of EM updates, by numerical evaluations of mg(-) and noting that mg(co) = 2, applying
the monotonicity of mg(-) (Fact 4.2 in Section 4), we have

o® <mg(a?) < mo(mo(al)) < mo(mo(mo(a®))) < mo(mo(me(o0))) = mo (mo (i)) ~ 0.305 < 0.31

Note that a'T! < af and o' is nonincreasing (Fact 4.3 in Section 4), we justify that o' < o® < 0.31,Vt > 3. By
applying the sublinear convergence rate guarantee in Proposition 5.3, selecting Ty = 36 and using o® < 0.31,

T 1
a? < 5 < 0.1
\/6>< (To—3)+ {8+ 25} —38
Therefore, we have completed the proof. O
Remark. In the worst case of balanced initial guess 7% = (%, %), and a® — oo, then by applying o® =

mo(mo(mo(c0))) = 0.305 > 0.3, the matching lower bound in Proposition 5.3, then for any t € Z>0,3 <t <9,
, 1 1

=z > ~0.103 > 0.1
V6t —3) +22In(12(0 — 3) + 1) + (Z)2 /6% 6+ 22m(12x 6.4+ 1) + (ghy)?

(e

Therefore, in the above worst case, a® > 0.1,Vt € Z>o,t < 9 is shown. By numerical evaluations in the worst
case, we have a2° = mg(mo(mo(---mg(00)))) =~ 0.1 as shown in Fig. 1b. As 9 < 20 < 36, our theoretical

20 times
conclusions based on the matching lower bound and the upper bound for o in Proposition 5.3 are verified.

D.3 Proof for Contraction Factor of Linear Convergence

Theorem D.3. (Proposition 5.4 in Section 5: Contraction Factor for Linear Convergence)

Let of := ||0t||/o = |M (6%, v'71)| /o and B! := tanh(v') = N(6'=1,v11) for all t € Z, be the t-th
iteration of the EM update rules | M (0,v)||/o and N(6,v) at the population level. Then 5% := lim;_, o, ¢
exists and

(i) if B° =0, then >~ =0,
(ii) if 8% > 0, then 0 < B> < B < B9,
(iii) if 8% < 0, then 0 > B> > gt > B°.

Suppose that af € (0,0.1), then
it

at

4 o0
Sl—g[ﬁ ]2

Proof. Using Fact 4.3, we have shown that 8¢ - 3% > 0 and {|B|}$2, is non-increasing, namely |3!| <
|3t71],Vt € Z4. By the monotone convergence theorem of a sequence in Rudin (1976), 8% := lim;_,«, 3
exists. Hence, if 3° > 0, then 0 < > < ... < gt < =1 < ... < 3% for any Vt € Z,. Conversely, if
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BY <0,then 0> B>® > ... >3t > Bt > ... > % for any Vt € Z,. And if 8° =0, then 3*° = ... = B! =
Bt =... = B% =0 for any Vt € Z,. Furthermore, we will show 3% # 0 when 8° # 0 in the proof of this
proposition 5.4, thereby the results in Proposition 5.4 (i) - (iii) hold for all t € Z..

For brevity, we show that 3> > 0 when $° > 0 in the following steps; similarly, we can validate that
B> < 0 when 3° < 0 by following the same procedure. If all 3t > \/g for Vt > 0, we must have 3> > \/g

Otherwise, we have 3! < %, starting from ¢ > t; for some ty. Without loss of generality, we may assume

to=0,0<p% < \/g, 0 < a® < 0.1 and continue our discussion below. We begin with the proven Lemmas in
Appendix C, which impplies the following inequalities:

ottt — ot 5
t+1_1nat < 7<—7[at]2—7[6t]2§—7[,6t]2

ﬁH_l ﬂt
pt

where the first inequality is from In(1 + z) < z,Vz > 0, In(1 — z) > —1.006z, Vz € [0,0.01] and the second
inequality is from Lemma C. We first give a rough upper bound for [a!]?,t € Z, by applying the upper
2

Ina

Inpg*t —Inpt > 1.006~———— > —1.006]a!]?

s o . [a'] 1
bound of Proposition 5.3 in Subsection D.1, namely Tri6ar = I FTERL

o2 < 1+ 16at _1416-01 26
Tt {8+ ) -8 6(t+1) 6

(t+2)7 "

Based on that rough upper bound, we have the following inequality to establish the lower bound for 3¢:
2.6 9
In g —In B¢ > —1.006[a]* > —1.006 - 5 e ) = —%(t +2)7h YVt e Zso

By taking the telescoping sum of the above inequality and taking the exponential, we have

t—1

Bt > %exp <9 Z(T + 2)1> > 3% exp (9 /Hl T1d7’> = B%exp <9ln(t+ 1)) = ﬂO(tJr 1)~ =
- 20 20 20

7=0

where the first inequality is from the telescoping sum of the above inequality and the second inequality is
from the fact that 3202 (1 +2)7! < ftH 77tdr = In(t + 1).

By the above rough lower bound for 3%, we can establish the other upper bound for a! via using the proven
inequality Ina/*! — Inat < —2[%

ol < alexp (g[ﬂof §(T + 1)190> < o exp (g[ﬂo]z /1t+1 7190d7'> = a%exp (78[50}2 ((t +1)10 — 1))

7=0
where the first inequality is from the telescoping sum of the above inequality and the second inequality is
from the fact that 30— (7 +1)7 1 < ftJr ro10dr = 10[(t + 1)1 — 1]
By applying the above upper bound for o, telescoping the inequality of In 8+! —In 8¢ > —1.006[a!]?, taking
the limit of ¢ — oo and noting that Y .~ exp(—16[8°)%(t + 1)10) < [ exp(—16[8°]*¢10)dt = % and
1.006 - exp(16[3°]?) < 1.006 - exp(16 - ) < 10%, we have

~ 5,103 x (10! 1 [a?
B> —1Inp° > —1. 0062 W > _300[[;0}]20 > —o0.

Therefore, we have shown that 3° > 0 when $° > 0. By the same procedure, we have 3 < 0 when 3% < 0.
Consequently, when % # 0, the contraction factor for linear convergence of o is bounded by

Ozt+1

4 t12 4 0012
Sl—giﬁ] §1_5[5 ]

at
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where the first inequality is from the above upper bound for (a'*! — a?)/a’ and the second inequality is from
the fact of |3>°| < |B¢| which is shown earlier. O

Remark. By applying the upper bound for the contraction factor, we have ot < a° (1 — %[ﬁ‘x’F)t. To
estimate the upper bound for 5°°, we start with the following proven inequalities from Appendix C:

t+1 t

ot —Inat > 1.006% 1. 006( [af]? + ]2 ) 2—10(27(15 +2)7 +21[8%?)
In B+ — I gt < ﬁt+;t ﬁt %[at]Q < —%[ao]Q(t + 1)—% exp (_?(1)[50}215)

where bounds for (o™t —at)/at, (81! — BY) /Bt are from lemmas in Appendix C, and the first inequality leads
to lower bound for of, aka af > o exp (— S 25 (27(1 +2)71 + 21[60}2)> > aO(t+ 1) 5 exp (—2L[3%)¢).

By applying the above lower bound for af, then for given 5% < , we have

1 e 21 1 e
InB® —Inp° < —7[040]2/ (t+1) T exp [ —=[8°2t ) dt < —f[aO]Q/ (t+1)"Te 5tdt < —
2 0 10 2 0
where the first inequality is from the telescoping sum of the above inequality.

D.4 Proof for Convergence Rate at Population Level

Theorem D.4. (Theorem 5.1 in Section 5: Convergence Rate at Population Level)

Suppose a 2MLR model is fitted to the overspecified model with no separation 6* = 0, then for any
e € (0, 2]:
(unbalanced) if 7% # (

3. %), population EM takes at most T = O (log 1) iterations to achieve [|§7 /o <,
(balanced) if 7% = (3, 1), population EM takes at most T = O(e~?) iterations to achieve [|67|/o < e.

Proof. 1f §° = 0, then 0= 0 < ¢,Vt € Z>0; otherwise, by invoking the fact for initialization at population
level in Subsection D.2, then aTO = [|§T0||/o < 0.1 after running population EM for at most Ty = O(1)
iterations.

Without loss of generality, we may assume o’ = [|6°||/o € (0,0.1) in the following discussions.

Let’s prove the cases of (i) 7% = (%, %) and (ii) 70 # (%, %), separately.

Proof for Unbalanced Case 7° # (1,1)
Note that |3°] = H7r0 — §H1 # 0, then by using the proposition for contraction factor in Subsection D.3, the
limit 4% :=lim;_, o B # 0, and for a® € (0,0.1),0 < o!*! < ot

thJrl

4 oo
—

ot

Therefore, by taking T = [%] =0 (log 1), then for o’ := ||§7|| /o, we have

ol <(1- %[500]2)%0 <0.1

Proof for Balanced Case 70 = (%, %)

By applying the proposition for sublinear convergence in Subsection D.1, for a® € (0,0.1) and ¢ € Z>q

t < 1
T V6t + {8+1/a0}2 —
Hence, by taking T = [(¢72 + 167! — [a°]72 — 16][a®]71) /6], = O(e72), we have ol := ||67||/0 < e. O
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E Lemmas in Proofs for Results of Finite-Sample Level Analysis

E.1 Modified Log-Sobolev Inequality

The following definition and logarithmic Sobolev inequality are on Page 91, Chapter 5 Entropy and Concen-
tration, (Ledoux, 2001) by Michel Ledoux.

Definition E.1. Entropy of non-negative measurable function f given a probability measure p is defined
as

Ent,[f] =
ulf] 00 otherwise

{ [ flog fdp — ([ fdw)log ([ fdu) :fflogf;d#du if [ flog(1+ f)du <

Remark. Since flog f < flog(1+ f) <1+ flog fand 0 < flog(1+ f), [du =1, then

1< —1+/f10g(1+f)du < /flogfdu < /flog(1+f)du

If [flog(l+ f)du < oo, then —1 < [ flog fdu < oo; note f(2—%) < f<2—1+%> = f(lf:i) <
flog(1+ f) .
Oﬁ/fdug2{4+/f10g(1+f)du}<oo

Hence, Ent,[f] is bounded if [ flog(1+ f)dp < oco.
Definition E.2 (Equation (5.1) in Ledoux (2001): Logarithmic Sobolev Inequality). A probability measure

p on R? is said to satisfy a logarithmic Sobolev inequality if for some constant ¢ > 0 and all smooth enough
functions f on R%,

Ent,[f’] < B[V

Remark. Let f2 = exp(t) and 1 : R — R be a Lipschitz function such that |1)(x) — 1 (z’)| < M|z — 2’|, then
the “modified logarithmic Sobolev inequality” becomes

Enty, [exp(¢)] < cBu[[¢] exp(v)] < eX’Epfexp(¥)]-
Lemma E.3. (Bounds for Bessel Function, see Chapter 10 Bessel Function of Olver et al. (2010))
Let Ky be the modified Bessel function with parameter 0, then for z > 0

[ 1 exp(—x) Ko(x) < 1 exp(—z)
21 Jxr +1 ™ “Vor Jx
Proof. By invoking the monotonicity property of K,, namely |K,(z)| < |K, (z)| for 0 < v < V' Vz > 0,

in Section 10.37 Inequalities; Monotonicity, and K% (z) = \/ge)(p(\/%x) in Section 10.39 Relation to Other
Functions, Chapter 10 Bessel Function of Olver et al. (2010).

IN

Ko(x) < Ki(z) _ /1 exp(—x)

™ T V2

For the lower bound of KOT(z), noting that Ky(z) and \/g e’f};(%ﬁ) are monotonically decreasing, it can be

confirmed through numerical validation that

7 exp(—x) [T 1
- —<1.2 154 < Ky | - K
2¢m< 5 < 6<1.54 < 0(4>< o(z)

for z € (0,1). Hence, we focus on the case of > 1 in the following discussion.
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By applying 1 < (1 —§ x 1)?(1+ 1) for 2 € (0,4], hence \/zlﬁ <(1-1%x i)x_%, invoking 7z~ 7 =

2x fR+ exp(—zy)/ydy = fR+ exp(—zy)/\/ydy, and using 1 —y/4 < 1/y/1+y/2 for y >0

mexp(—z)  exp(—x) 1 1 _1_ exp(—x) _ v\ exp(=zy) exp(—2[l +y])
2 Va1l V3 (1_4X2x>ﬁx V2 /R ) i Uk e

dy = fR+ exp(—x cosh t)dt by substituting y = cosht — 1, and invoking

exp(—z[1+y])

Vy(2+y)

fR+ exp(—x cosht)dt = Ko(x) (Equation 10.32.8) in Section 10.32 Integral Representations, Chapter 10 Bessel
Function of Olver et al. (2010).

Namely, noting that fR+

z e\};r;(T) < Ko(x)

O
Lemma E.4. (Modified Logarithmic Sobolev Inequality) Let ¢ : R — R be a function such that |¢(z)] < Az

du _ Ko(lz])
dzx

T )

forVee R,and 0 < A < 5 < 1; the probability measusre p is induced by a density function
then for any ¢ > 7,

Ent,[exp(¢)] < eNEfexp(e)] = cA2 / exp(t(z))d.

Proof. Step 1. Upper-bound for Ent, [exp(z))]
Note that tlogt — ¢+ 1> 0, and let t + E,[exp(¢)] = [ exp(¢)dp.

Then, we apply ¢ — 1 +exp(—¢) < 142 du = Koﬁm‘)dx and KOW(I) <= %\f) proved in previous Lemma.
Finally, we adopt the assumpton 0 <X < 3 < 1,

Entulexp()] < B[ exp() — exp() + 1] = Ex{ — 1 + exp(—)} exp(s)]
2
< B exp(t)] < S Bufe? exp(Na)

/1 3 A2
)\2/ 3 —“Nao)dz = — ———— < 3)\2
. x2 exp(— Jx)da 4\@(1_/\) <

Step 2. Lower-bound for E,, [exp(t))]

NG

We apply KO(w) > %e%) in previous Lemma, and use the assumption 0 < A < £ < 1.
exp(—[1+ Az
Bulexp(v)] > M>WI\// epCL 0 4,
R
_3, s
2 \/7/ i = 2e7zerfc \/§
Ry V3 2

Step 3. Estimate for ¢

Ent,, [exp(¥)] 3\? _ BVBed 6.9622594 < 7

W = z\e/g erfc <\/§) A% 2erfe <\/§)

By choosing ¢ > 7, the proof is complete.

Emmwmgammmw=&/mmmm
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We could derive the concentration inequality based on the previous Lemma (modified log-Sobolev inequality),
see also section 5.3 modified logarithmic Sobolev inequalities in Ledoux (2001).

Theorem E.5. (Concentration Inequality with Exponential Tail)
Let F : R — R be a function such that |F(z)| < |z| for Vz € R;

the probability measusre y is induced by a density function {z;}, e % = w, let F; := F(x;),F =

F(z), then for any ¢t > 0 and ¢ > 7,
>nt | <2expq——min (¢ — .
4 c

(

Proof. Step 1. Estimate the Chernoff bound for F' for ¢ > 0, and by the independence of F;

n

Z(Fz - Eu[Fz])

=1

P (Z(FZ- —E,[F)]) > nt> =P <exp(A[Z F, —E,[F])) > exp(nAt)>
i=1

i=1
E, [exp(ASisy Fi — Bu[F))]

< inf

= 2o exp(nAt)

B . log E,,[exp(AF)]

= exp {TL}I\I;%)\ {)\ —E,[F]—t

Step 2. Upper-bound for {()\) := w for 0 < A< % <1
We study the evolution of {(\) by taking the derivative of ((X).

AE, [F exp(AF
Mleati — logE,lexp(AF)]  Ent, fexp(AF)]

d
oM = A2 = N°E, [exp(AF)]

Ent, [exp(AF)]

1
7W§Cf0r0§)\§§<landcz7.

By using the previous Lemma

By [F exp(AF)]

d . logEulexp(AF)] . “E.Jexp(3F)]
— < = PR R el N N e =
Scse  ¢(0) = lim 2B tim E,[F]
Hence, we show the following upper-bound for {(A),VA € (0, %]
A
(N = G0+ [ N < B,[F)+ex
0
Step 3. Obtain the concentration inequality for F' when ¢ > 0
Note that CEEul>PQO] g (F] = ¢(\) ~E,[F] -t <eA—t,and —L 4+ ¢ < —L vt >¢
i . log E,[exp(AF)] ]
P F—E,F])>nt| < fop) | elEATI g orE) gt
(@ | 1>_n) < exp{ké&;n B iy
< exp {nAei{éf%]A(cA - t)} = exp (n)\(c)\ - t)/\:mm(a&))
<

2 S S e ® nin (1,5
X —_— — c = €eX —— 1min s
expyn 1 t>c TN Ic 0<t< P 4 c

Let F < —F in the above expression, we obtain the upper-bound for the probablity measure

(Snnses) <l fon(c5)

=1
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Combine the above two cases, we conclude the following for V¢t > 0 and ¢ > 7,

2
IP( 2nt> §2exp{—nmin (t,t>}.
4 c

E.2 Azuma-Hoeffding Inequality and Elementary Inequality of tanh

n

> (Fi—Eu[F])

i=1

Lemma E.6. (Azuma-Hoeffding Inequality, Corollary 2.20 on page 36 in Wainwright (2019))

Let ({(Dg, Fr)}72,) be a martingale difference sequence for which there are constants {(ax, bx)}3_; such
that Dy € [ak, bx] almost surely for all k = 1,...,n. Then, for all ¢ > 0,

P[jpk ] <ve ().

k=1
Lemma E.7. (Upper Bound for tanh) For V¢, v € R, we have

[tanh(t 4+ v) — tanhv| < 1 + tanh|v| < 2

and
1+ tanh |v|

1+ |y

2]t]

tanh(t + v) — tanhv| < .
[tanh(t + ) < p

x [t <

Proof. The first inequality is proved by applying |a + b| < |a| + |b] and tanh |v| < 1.

Let’s prove the second inequality by discussing these two cases ¢ < 0 and ¢ > 0. Without loss of generality,
we assume v > 0 in following discussions, since we can always let —v — v, —t — ¢ for v < 0.

(i) If t <0, then by noting that g(¢) := min{tanh(t+v),t+v} is a concave function of ¢, the straight line which
connects these two points g(t) |;=—(14.,) and g(t) |;—o must be not greater than g(t) for V¢ € [—(1 4 v),0].

9(#) =0 =9(#) lt=—(14v)

(1
T xt Vte[-(1+wv),0]

9(t) = g(t) li=0 +

Namely,

1+ tanhv

tanh(t 4+ v) > ¢(¢) := min{tanh(¢ + v),t + v} > tanhv + T+

t vte[-(1+),0]

Note that
1+ tanh v

1+v

By applying tanh(¢ + v) — tanhv < 0 and 1 + tanh v < 2, we validate the second inequality for the case of
t<0.

tanh(t +v) > —1 > tanhv + t Vi<—-(1+v)

(i) If t > 0, by applying the identity tanh(¢) = (tanh(¢ + v) — tanhv)/(1 — tanh(¢ 4+ v) tanh v) and tanht <
t,0 < tanhv < tanh(t + v)

tanh(t + v) — tanhv < (1 — tanh®v) x t V¢t >0
Then, by invoking HLV < tanhv <1, we have

1 + tanh 2t
tanh(t + v) — tanhv < +tan Vt < Vit >0
1+v 1+v
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E.3 Bounds for Statstics

Lemma E.8. (Operator Norm Bounds for Gaussian Ensemble, see Example 6.2 of Wainwright (2019))

Let {&;}, N (0,1;) and d < n, then for the minimal eigenvalue i, and maximal eigenvalue ~pax
1
3

—1
25w | e[|
and the £3-operator norm || - |2

1 n
=y @E -1
n-

i=1

with probability greater than 1 — 2exp(—nt?/2).

1
—1 2

d
—’—'T
vmm< Z >>1—t— ~ V20

(oo f@) o oo D)

Lemma E.9. (Upper Bound for Chi-square r.v., see Lemma 1, page 1325 in Laurent & Massart (2000))
Let Z ~ x?(n), then for ¢t > 0

2

2

P (Z > n+2vnt + 2t) < exp(—t)

Lemma E.10. (Upper-Bound for Weighted Sum of Gaussian Vectors)
Let {z;}7, " A(0,1) and {#;}7_, ™ N(0, I,), then

Z%E} < 2\ﬁ+210g +2(\f+\f)\/log5
i=1

with probability at least 1 — §, namely, if n > d
1 151
\/E y log 5 y log 5
n n n

Proof. By using the rotational invariance of Gaussians, we can rewrite the ¢ norm as the geometrical mean
of two Chi-square random variables Z; ~ x?(n), Za ~ x2(d).

Z 7| =212
i=1

2
By using the concentration inequality for Chi-square distribution (see Lemma 1, page 1325 in Laurent &
Massart (2000)), then with at least probability at least 1 — 0,

2 2
Z1<<\/ﬁ+\/10g§> +10g§, Z2<<\/a+\/log§> +10g§
Therefore
2
\/Z1Z2<2<\/ﬁ+1/10g ><f+\/1og5>_2f+210g +2(f—|—\[)1/10g5

If n > d, we have
1 1
\/E\/logév |log 3
n n n

38

2

n

1
1Y
n

2

i=1

n

1
*g xza’?z
n

2

i=1




Published in Transactions on Machine Learning Research (01/2026)

Lemma E.11. (Upper Bound for Norm of Sum of r.v., Corollary 38 on page 55 of (Ahle et al., 2020)) Let
p>2,C>0and a>1. Let (X;);c[y be iid. mean 0 random variables such that [|X;|[, ~ (Cp)®, then

1 Xi”p ~ C*max {2(1\/1)717 (n/p)l/ppa}.
iid

Lemma E.12. (Upper-Bound for Cubic of Exp r.v.)Suppose {Z;}", ~ exp(—z)L.>¢, then we have

n 1 31
S Y Ry LR AVE AV
nia ' n n

with probability at least 1 — (6 + ¢').

Proof. Noting Khintchine’s inequality || Z3||, = T(3p+1)"/? < p?® and E[Z}] = 6, || Z? —E[Z}]|, < 6+p° < p?
for p > 2, applying Corollary 38 on page 55 of Ahle et al. (2020) in the second step.

n n p n V4
1 3 3
- 5 > : < —P = P 3 _ 3
P{nZ;Z’ _E[Z,]+e} < inf(ne)"E Z; inf (ne)~ Z;Zz E[Z3]
1= 1= D
P
< lI>1f ne) pmax{ Von, (n/p) 1/pp3}
p>
<

—p —p
inf (\/ﬁf> + inf n (ns)
p>2 \ /D pz2p \ p3

IN
¢)
]
ho]
/T
w‘ 3
(V)
~
+
| =
—
—~
3
o
=
~—
(V]
©)
]
ho]
/N
—
w
—
3
)
S~—
wl=
~

1
The last step is achieved by taking p = "sz,p = @ for these two above terms respectively, and ¢ >

s {/3.27)
|

Note that inequality e > /22, then 1 < (2¢)72 x \/n and ne > (2en) 2, therefore g(ng)% > g(2en)é > logn,
namely \/ﬁexp(—%(ns)%) <1forVn>1

P{15 25w som (<0 ) +(5)" (109 ovm (0520 ) e (2 Jrenn (-2

i=1

31
By letting e = © <\/ % Vv bg‘*’), then with probability at least 1 — (6 4 ¢')

1 & logt log® L
—N Z}<E[Z}]+e=© \/&vogi“v1
nizl n n
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E.4 Bounds for Sum of Functions with tanh

Lemma E.13. (Upper-Bound for [tanh(ax + v) — tanh v|z) Suppose {z;}], iid Ko(|z])/m, a > 0, then we
have

1 < logl  log2 1

ni4 1+ 1y n n

with probability at least 1 — (§ + ¢').

Proof. By invoking the upper bound for tanh in proven Lemma in Subsection E.2,

20

tanh(az; + v) — tanhv)z;| < ———x;
[tanh(a; + 1) bl <

If & = 0, then Lemma is valid, let’s assume a > 0 and define Z; := [tanh(ax; + v) — tanh v]a;/ (

) with

By using the expectation with 22’ and Ko(z) in Lemma of Subsection A.1, we obtain Khintchine’s inequality
-1

1Zill, < |22l < 2°T(2p+ $)V/PT (3) ™" < p? and [E[Zi]] < EIZ| <E[le?] =1, | Z; ~E[Z]l, Sp°+1 5P

for p > 2, applying Corollary 38 on page 55 of (Ahle et al., 2020) int the second step.

1 n
- > . < —-p
P { - ;:1 Z; > E[Z;] + 6} < inf(ne)"PE E Z; —E[Z

p

= inf (ne)
p>0

inf ;(Zi - E[Zi])

P

1
inf (na) P max {\/1)71, (n/p)l/pr}p

<
-p —-p
< inf (\/ﬁg> + inf n (n§>
p>2 \ /D p>2p \ D
<

’/lEQ 1 (ng)%
exp| —— | +(ne)zexp |1 —2——

2e e
The last step is achieved by taking p = 727;0 =
max { /2, 22

og? L
By letting e = © ( % Vv lgn‘s’> , taking the bounds for two sides, then with probability at least 1 — (64 6")
1

n 1
<1Z—E>Z @ log 5 log? log” 57
[

2 for these two above terms respectively, and ¢ >

i| S T/
1+ v n n

1 & 2
— 3" —E | [tanh(ow; + v) — tanh v]z;| =
’(n ) [tanh(oz; + v) — tanh v]z 1

i=1

Lemma E.14. Let {z;}7, % N(0,1), {2/}, % N(0,1), {Z:}7, % N(0,1,), and o > 0,

then for n 2 d V log %, with probability at least 1 — 9,
d log &
= oy Evy2e
n n

and for n 2 dV log% V log? %, with probability at least 1 — (6 4 ¢")

l
tanh [v| + —— \f \/ 85
2 {an V] 1+|‘
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H - Z tanh(ax;z; + v)x;T;
i=1 2

1 n
H E tanh(ax;z; + v)x;@;
n
i=1
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Proof. We decompose the sum of vectors into two parts.

n n

1
- E t i —t iy
+ n s 1[ anh(az;z; + v) — tanh(v)]x; 2

1 n
,E tanh(ax;z; + v)x;#; = tanh(v)
n

i=1

By the previous Lemma of bound for weighted Gaussian vectors in Subsection E.3, we upper-bound the /5
norm of first term by

d logi log +

n n \/ n

— / d_l
Ty, Ty) " 7 = {[tanh(a@;] + v) — tanh(v)]z; }],, then {Fy z]} ~ N0, 14-1)

d—1
1. bk
= E”'YHQ W
2 2 i=1||5

~ x2(d), and by applying the upper bound for Chi-square r.v.
2

tanh |v| -
i=1

n
1 -
- g Lilq
n

2
with probability at least 1 — /2.

Let (%1, -+ ,%n) =

—~

1 n
— Z[tanh(azix; +v) — tanh(v)]x; Z;

n
=1
d— d—
& ! & !
7l 72
Jj=1 j=1 9
O (\/3 V 4/log %) with probability 1 — §/4, and invoking the bound for tanh in proven Lemma in Subsec-
Z [tanh(ax;z) + v) — tanh(u)}xifi

tion E.2.
1 1
= llz-0 (f\/ \/log 6)
1
= Z|tanh(a:cx +v) — tanh(v)[22? - O \/7 Y og5

i=1

2

%
S

Hence,

¥
[¥)

Note that Z?:l x2 ~ x?(n), then by applying the upper bound for Chi-square r.v. again, and using n > log %,
we have L 377" 2 = O(1) with probability at least 1 — §/4, and

[
_ \/7 /10g5
)2 iid

Let Z; := ﬁ# ~ exp(—2z)1>, then 27 < 2Z; and [z;2}]* < Z?

1 n
H - E [tanh(ax;z) + v) — tanh(u)]xia_c}
n
i=1

n

2 2
1
75 2 22 < o -2 N7
i (1+|u> ™ < <1+|u| e

i=1

By invoking the upper-bound for cubic of Exp r.v. in Lemma of Subsection E.3 and n > d V log 5V log® 5/,

then 23" 73 = O(1) with probability at least 1 — (/4 + ¢') and
\/E y log%
n'\ n

<

1
n

Z [tanh(ax;2; + v) — tanh(v)]z;T;

2

Combine the bound for two terms, we conclude that

< 0 \/E\/\/log‘s
n n
log 1
< qtanh|v|+ —— \/E\/ 285
1+\| n n
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1 n
- Z tanh(ax;z; + v)x;T;

2

1 n
- Z tanh(ax;z; + v)x; @
i=1

2
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hold with probability at least 1 — § and 1 — (6 + §’) respectively.

Lemma E.15. Let {z;}7, £ Ko(|z|)/m and a > 0, then for n 2 log %, with probability at least 1 — 4,

| (1 Z —E) tanh(az; + v)
n
i=1
and
1 n
| < Z IE) tanh(ax; + v)
n

i=1

B log%

«

log
I

n
Proof. Note that tanh(ax; + v) € [—1,1] is bounded, then by applying the Lemma of Azuma-Hoeffding
Inequality in Subsection .2,

1 — log %
— Z —E | tanh(az; +v)| = O —
n n
We can rewite

i=1
1Zn:Eth(+) 1zn:]E[th(+)th]
- — ann(oax; V)= - — ann(oax; V) —tannv
i =

By invoking the Upper Bound for tanh in proven Lemma in Subsection E.2, | tanh(ax; +v)—tanh v| <

applying Concentration Inequality with Exponential Tail in proven Lemma in Subsection E.1 and n 2 log %.

2c
o7 il
1 n
‘ ( E —E) [tanh(az; + v) — tanh V]
n

_ o« log
P 1+ |v| n
O
Lemma E.16. Let {z;}7, i Ko(|z|)/m and a > 0,
then for n 2 log %, with probability at least 1 — 9,
1zn:]Eth(+) o/8s
— — ann{ox; V)x; =
n = n
and for n 2> log% V log? %, with probability at least 1 — (& 4 ¢'),

| (1 Z E> tanh(ax; + v)z;
n

i=1

1
o

= {tanhl/| + a} o

log

1+ |v| n

Proof. We decompose the sum of vectors into two parts, and note that E[z;] =0
(1 n

1 n 1 n
n; ) anh(az; + v)z; an (V>n;93 + (n; ) [tanh(ax; + v) — tanh(v)]x
The first term is bounded |% S

1
| =0 <\/ loi") with probability at least 1 — 6/2, by invoking Concen-
tration Inequality with Exponential Tail in proven Lemma in Subsection E.1 and n 2 log %.

log 1
<tanh|v|-O 285
\ n

42
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tanh(v)— E Z;
n
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By [tanh(az; + v) — tanh(v)]z; < 2|z;], the second term is is bounded with probability at least 1 — §/2
i=1

| (711 zn: —E> [tanh(ax; + v) — tanh(v)]x;

1_0 1og%

n
By invoking the bound for [tanh(az + v) — tanhv]z in proven Lemma in this Subsection E.4 and n 2
1og% V log? %, with probability at least 1 — (6/2 4 ¢')

‘ (i z”: —IE> [tanh(az; + v) — tanh v/]

(0%
=1

14y

log

1
o

Combine the bound for two terms, we conclude that

‘ (1 Z ]E) tanh(ax; + v)z;
n

i=1

n

1
B log 5

n
1 n
‘ <n Z —E) tanh(ax; + v)z;

i=1

1
= {tanh|u+a}(’) o8

1+ |v|
hold with probability at least 1 — ¢ and 1 — (6 + §’) respectively.
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F Bounds for Statistical Errors of Finite-Sample Level Analysis

F.1 Proof for Statistical Error of Mixing Weights
Theorem F.1. (Proposition 6.3 in Section 6: Statistical Error of Mixing Weights)

Let N(0,v) and N, (0, v) be the EM update rules for mixing weights tanh(v) := w(1) —7(2) at the population
level and finite-sample level with n samples, and n > log %, 0 € (0,1), then

[ 1lell/o log
N, — N = 1
| N, (0, v) 0,v)] mln{1+ mi (@) -

with probability at least 1 — 9.

Proof Since N,(0,v) :== 1 3" | tanh (”‘@“ ) 4 u) and N(0,v) := Eyp(s|o+,»+) tanh (@ + 1/), then let
:= ||0]| /o, note that yz/a ~ ( 1), {(z;,0)/||0]| ~ N(0,1), then Normal Product Distribution is

v (wi8) Koz

Zi = —
o [l Q

see also Page 50, Section 4.4 Bessel Function Distributions, Chapter 12 Continuous Distributions (General)
of Johnson et al. (1970) for more information. Hence, we can rewrite the error as

n

No(60,v) = N(0,v) = (i 3 —JE) tanh(aZ; +v) {Z)0, X M

i=1

By invoking upper bound for sum of tanh in Subsection E.4, using a = ||0||/o,n 2 log %, the proof is
complete. ]

F.2 Proof for Projected Error of Regression Parameters

Theorem F.2. (Projected Error of Regression Parameters)

Let M(0,v) be the EM update rule for regression parameters 6 at population level, MY (0, v) be the
easy version of finite-sample EM update rule for § with n samples, and if n 2 log %, 0 € (0,1), then with
probability at least 1 — §, the projection on span{f} for the statistical error satisfies

‘<||z|| M= (0,v) - <9,v>> Jo=0 \/? ,

and if n 2> log 1 V log? +,6" € (0,1), then with probability at least 1 — (§ + &'),
G 161/ log
, MY (0,v) — M(G,u)> o= {tanh|u + (@] —9
(i / Al vy =

Proof. Since M=>(0,) == L51. 1tanh(y’““ ) s, M(O,0) = By ooy tanh (222 4 0)
then let o := [|0||/o, note that y; /o ~ N(0,1), (x;,0)/]|0] ~ N (0,1), then Normal Product Distribution is

_ i (@ t)  Ko(lz2])
=2 X ~
o el ™
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see also Page 50, Section 4.4 Bessel Function Distributions, Chapter 12 Continuous Distributions (General)
of for more information. Hence, we can rewrite the projected statistical error as

0 I iia K
<ewMMm>NMWO”_<Z@“MM@+W&{&HJS(W”
n ™
i=1
Apply the upper bound for sum of tanh(aZ; + v)Z; in Subsection E.2, the proof is complete. O

F.3 Proof for Statistical Error of Regression Parameters for Easy EM
Theorem F.3. (Statistical Error of Regression Parameters for Easy EM)

Let M(6,v) be the EM update rule for regression parameters 6 at population level, M (6, v) be the easy
version of finite-sample EM update rule for § with n samples, and if n 2 d V log %, 0 € (0,1), then with

probability at least 1 — 9,
dVlog L
|Mg¥ (0, v) = M@, )l for = O | || =22 |,

and if n > d Vlog 3 Vlog® £,6’ € (0,1), then with probability at least 1 — (§ + ¢'),

dVlog t
1M (8, 1) — M (8, v)||fo = {tanh|1/| + M'{;" } o (4 Les
.60

Proof. Since M (0,v) := 15" tanh (M + 1/) Yixi, M(0,v) = Eyp(s|p n+) tanh (M + l/) YT,

o2 o

then let a := ||| /o, and decompose x; = Z;0+ P;- Z; into two parts in two subspaces span{f} and span{f}~+,
where Z; ~ N(0,1), Z ~ N(0,14-1), and the orthogonal projection matrix P;- satisfies span(P;") = span{f}*.
The projection matrix has the following properties: PQLH =0, (P‘()L)2 =P = (POL)T.

0

<M%mw—Mﬂmw=KQWWW@W—M@mwﬂ@WMWM%MW—M@MM

The ¢5 norm of the first term (projected statistical error) is bounded in Proposition of of the projected
statistical error. Let’s focus on the second term, and use the notation « :=||0||/c,y/o = Z| ~ N(0,1), then

1 n .
PH (M (0,v) — M(0,v)) /o = P; <n Z —E) tanh(aZ; Z] + v)Z; Z;

i=1

where {Z;}"_,, {2/}, S N(0,1), Z ~ N(0,1I4-1) are independent of each other.

By applying ||Pj*|l2 = 1 and the upper bound for sum of tanh(aZ;Z! + V)ZiZi in proven Lemma in
Subsection E.4, we complete the proof. O
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F.4 Proof for Statistical Error of Regression Parameters

Theorem F.4. (Proposition 6.4 in Section 6: Statistical Error of Regression Parameters)

Let M(0,v) and M, (6,v) be the EM update rules for regression parameters 6 at the population level and
finite-sample level with n samples, and if n 2 d V log %, d € (0,1), then with probability at least 1 — 0,

dVlog t
1M, (0,) = M(6,v)[| /o = O \/? ,

and if n > d Vlog 1 V log® 4,6 € (0,1), then with probability at least 1 — (6 + &),

dVlog +
140 (6,v) = M(8,v) |/ = {tanh |v] + ||6]}/o}0 | {/ ==

Proof. By using the connection between M,, and M;*Y, and decomposing the error into two terms,

o) - Moo = (Z) o) - aie)o
<2?; zie] > - (zz’% zw] Id) M.))o

By using Operator norm bounds for the standard Gaussian ensemble in Lemma of Subsection E.3, and

n 2 dVlog:
S i _o dVlog 5
n 5 n

By invoking the proven upper bound of Statistical Error of Regression Parameters for Easy EM, and using
the facts that ||[M(0,v)] < ||6] is nonincreasing and bounded ||M(6,v)||/o = O(1) in Subsection B.2, the
bounds in this proposition are established. O

-1

n T
_ O(l) H Ei:lexz o Id

2
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G Proofs for Results of Finite-Sample Level Analysis

G.1 Proof for Initialization at Finite-Sample Level
Theorem G.1. (Fact 6.2 in Section 6: Initialization at Finite-Sample Level)

Let af := ||0||/o = || M, (621, vt71)|| /o and Bt := tanh(v?) = N, (0!, vt71) for all t € Z, be the t-th
iteration of the EM update rules ||M,,(0,v)||/o and N, (0, v) at the finite-sample level. If we run EM at the
finite-sample level for at most Ty = O(1) iterations with n = (d V log %) samples, then a’° < 0.1 with
probability at least 1 — 4.

Proof. For brevity, we write a! := ||[M(0'~t,v'71)| /o for the EM update rule at population level. By

invoking the bound for the statistical error of regression parameters in Subsection F.4, and selecting
n > (2000C)? [d V log %] for some constant C

lof —af| < C

If o < 0.1, then it satisfies the condition; otherwise, by invoking the population EM update rule a!*! =
m(at,v') = Eftanh(a’ X + 1) X] in equation 10, and the monotonicity of m(a,v) in Fact 4.2 of Section 4,

1 1 1
T <ottt 4 ottt — @t = m(at, vt + 3 X 1073 < m(at,0) + 3 X 1073 = mg(at) + 3 X 1073

Applying the monotonicity of m(«,v) in Fact 4.2 of Section 4, which is also applicable to mg(a) = m(«,0)

1 1 2 1
ol < mddﬁ+§xur3gmdma+§xur3=f+§x103<om
e

1 1
o < nm(aw-+§ XlO_ngnm(064)+-§><1O_3<104
f 1 1

o® < nm(a2)+f§ x1073fgwm(OA)%f§ x 1073 < 0.31

Furthermore, by applying the upper bound for expectation mg(a) = m(a,0) = E[tanh(aX)X] under the
density function X ~ Ky(|z|)/7 in Subsection A.3 for ¢t > 3

3[at]? 1

1
t+1 t Zx103 <t - L 4+ w108
a _mo(a)+2 S 1+8[at]+2
By using o > 0.1, then 7’ := of — 55 > 55 and
5 117 1 5
Pl <t - 3 {rt + 20] + 3 X 1073 <7t — g[rt]3 <7t [P

t

2
Hence, by using 0 < r**! < ¢, we obtain 2 < (%) + (T;FT)

rt

2ATp-3) < 7?_2:%sz{[rt]*[(Tfjl):(L)H{ﬁ_wﬂ}:[rTo]—Q_[rﬂ—Z

By selecting Ty = 196 = O(1) and using r® := o — 55 < 0.31 — 55, we have

1 1 1

1
=< + =<+ —-=01
207 \/2(Ty —3)+[r3]72 20 20 20

aTo = pTo 4

By substituting /7y — & in the above expressions, then a’® < 0.1 with probability at least 1 — 6. O
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G.2 Proof for Convergence Rate at Finite-Sample Level

Theorem G.2. (Theorem 6.1 in Section 6: Convergence Rate at Finite-Sample Level for Fixed Mixing
Weights) Suppose a 2MLR model is fitted to the overspecified model with no separation 6* = 0, given
mixing weights 7 = 70 and n = Q (d V log % Vv log? %) samples:

~ n

1
(sufficiently unbalanced) if H7r0 - %Hl > [%} 4, finite-sample EM takes at most T =
1
-2 . . c —1 [dvlog % | 2
(9<H7r0— %Hl IOgWZgg) iterations to achieve ||67||/oc = O (HT(O— %Hl [ Zgé] ),

1 1
(sufficiently balanced) if ||7° — %H1 < [%} * | finite-sample EM takes at most T = O ({m;} 2)
5

1
iterations to achieve ||67|/oc = O ([%] 4), with probability at least 1 — T'(6 + §”).

Proof. By invoking the fact for initialization at finite-sample level in Subsection G.1, then a0 = ||§7°|| /o < 0.1
after running population EM for at most Ty = O(1) iterations. Without loss of generality, we may assume
a® = |16°|| /o € (0,0.1) in the following discussions.

For brevity, we write the output of the EM update rule for regression parameters at Population level as
attl = ||M(0%, )| /o = || M(0%,0°)|| /o, and output of the EM update rules for regression parameters at
Finite-smaple level as o't = ||+ /o = || M, (6%, 0%)| /o = || M, (0%, 2°)] /0.

Without the loss of generality, we assume ¢ = 7'(1) — 7/(2) > 0, then by invoking the inequality in
Appendix C for of < 0.1

B Bt e
at(1—-[p'?) — 3 '
and the upper bound for statistical error in Subsection F.4, namely |o!t! — a!Tt| < 2(Bf + at)y/ % for

some univeral constant ¢ when n 2 d V log % Vv log? %, we have

ottt < \at“ _dt-&-l‘ + gttt
dVlog +
< o' (1-[B) (1 2 9.53[at12[/3t]2) + (B + “t)\/?

= ot {1 T ) [T - (- o)

with the probability at least 1 — (§ + 4").
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1
dvlog + 1%
n

Proof for part a) (sufficiently unbalanced) ||7° — %Hl > [

Consider the following two cases.

(i) if %] = 18°) = ||=° — §||, = 2¢ [%} ", 18] > 0.4, by invoking —(1—["]2) (5 — 9.53[8"]?) < 5,6 < 1

|dviegt 5 [dVlogt
ot o< At l1-0424+¢2 7g6+§[at]2 +c2 aross
n n

By sclecting n > (5¢)* [d V log 5], then 1 —0.4% + %4/ % + 3[a!]?> < 0.9 for o' < 0.1, therefore

dVlogl dVlogl
a1 =102 [ 288 <09 [af — 1064 | 88
n n

Furthermore, by letting n > (10c)* [d V log ], then 10¢? aViog § < 0.1 and of*! < 0.1, hence

n

dVlogi dVlogl dVlogi
T <102/ =55 4 097 [ 0 — 102 | 25 | < 1062 25 4 0.1 x 0.97
n n n

, % log ﬁ —2log c—log 10 "
— ) —
Let’s choose T = | 1+ =0 <log WiogT ) then

log ﬁ

1 1 1 1
aT§1002\/CMOg5+c2\/‘MOg§11c2\/m@ \/m
n n n n

(i) if |81 = 18°] = [|7® = 4], = 2¢[*E5]", 18] < 04, by invoking —(1 — [8) (§ — 9.53[8"]2) <

W=

—0.1, |8 < 0.4
3 [dV log &
Oét+1 S Oét <1 o 4[515]2) + 02515 ng 6 O].[Oét]s
Hence,
4¢2 |dVvlogi 3 d\/log
t+1 ¢ 3 < (11— 21592 t evoOss
@ 30 = < [8%] «a 350

1
Furthermore, by letting n > (23—00)4 [dVlog 3], then %E%‘ / % <2c [dvlog 3 } Y<01

4¢2 |dVlogi 3 r
T 4C [aVIiegs o _ Srs0p2
a <3 - —|-01<1 4[5])

1 —_n __ L _3_
2 log dvlog% log B0 +log 2c2

) _ — 01—-2 n 0
Let’s choose T' = | “lox(1=315F) 1+ =06 ([6 ]2 log m) for |8°] < 0.4, here we use that fact
—log(1 — 2[3%%) = ©([8°]?) for small 3°, then

oF < d\/log(s d\/log[S d\/logé
_360 360

To sum up, by combining case (i) and case we show that with n = d\/log% vV log? %) and

1
0 dVlog + | 4 o 0 . .
8% = ||° 77”1 > 2c {Tﬂ ,at = ||9 ||/a < 0.1, if we run finite-sample EM for at most

=0 ([60]_2 log W) iterations, then o = ||67||/0c = O (510\/ dVIZg‘ls> with probability at least
5
—T(6+0d).
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Proof for part b) (sufficiently balanced) ||7° — 7||1 < [%} !

1
If |t = |B° = ||=° =%, < 2c [d\/lzg%}47 let n > (10c)* [dVlog 1], then B' < 1,1+ Ty <
2 —9.53[8")?,

3 1
s W e o +C2BtW

173 1732 1
If ot < 2¢ {%} " then the goal af = O ([‘Mzg‘s] 4) is achieved; otherwise, we have of > 2c {Llsg 5]

a1 < (1= [87)al (1~ [o']?) + ﬂW

) if af > 2 \/dVIOg‘; note that af(1 — [o!]?) > < 2 forat <0.1 < f , then

o <al(1 - [@f]?)

(i) if o < 26 =1/ d\/log 2 then by invoking 1 — [3!]? <1 and o' > 2¢ {%} Z, we have

3
4 d V1 dVleg+1*
ottt < at(1 - o) + 2 LVIBS oot o S G )
n

I

)

(0% n

=

To sum up, by combining case (i) and case (ii), the following inequality holds for a! > 2¢ [%}

3
atJrl S O[t (1 _ 4[()(t]2>

QtTl PR
T-1 T-1 4 t+1 T-1 t+1
o' — 4 1 o'+«
T = 1 < — < - X = — (ot =t
2 t+11—2 t1—2 2 s 01—2
= 3@ 0] = 210" - [0

t=0
Namely,

al < ! <

1 1
Let’s choose T = [y {W} 1. =0 ([ Z } * ), then
6

1

Therefore, we show that with n = Q(d\/log%\/log3 %) and |3°] = HT(O - %Hl < 2c [%}Z ,al =

- n

1
16°]| /o < 0.1, if we Tun finite-sample EM for at most 7' = O ([d\/log] 2) iterations, then o = |07 /o

(@] ([d\/lzg‘ls} 4) with probability at least 1 — T'(§ + ¢').
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H Extension to Finite Low SNR Regime

H.1 Series Expansions for Expectations

In this section, we provide series expansions for several expectations involving the hyperbolic tangent function.
These expansions are crucial for analyzing the behavior of EM updates in the low SNR regime.
Lemma H.1 (Derivative Polynomials for tanh). Let P, (t) = -9 tanh(Z) for any n € Zsq and ¢ := tanh(Z),

= azr
then
d

Po(t) = tanh(Z) =t,  Posa(t) = (1= %) = Pult),
and P,(t) € Z[t] are polynomials in ¢ for any n € Zx>, and we have:

deg(P,(t)) =n+1, max |P,(t)] <n!.
te[—1,1]

Proof. Let P,(t) = % tanh(Z) for any n € Z>o and t := tanh(Z), then by the chain rule:

_dtd
dz dt

P,(t) = (1 ftQ)EP,(t).

Py(t) = tanh(Z) =t € Z[t], Pusi(t) L

Thus, by the induction, we have P, (t) € Z[t] are polynomials in ¢ for any n € Z>¢, and we have:
deg(Py(t)) =1, deg(Pnt1(t)) =2+ [deg(Py(t)) — 1] = deg(P,(t)) =n+1.

By Bernstein’s inequality (see section 7, page 91 of Cheney (1966) and Shadrin (2004)), we have
maxe(—1,1] [V1 = 2[§p(t)]] < deg(p(t)) max,e(—1,1) [p(t)| for any polynomial p(t):

max |P,11(t)] < max

te[—1,1] te[—1,1]

V1—1t2 {dPn(t)} ’ < deg(P,(t)) max |P,(t)]=(n+1) max |P,(t)|

dt te[—1,1] te[—1,1]
Therefore, by the above recurrence relation, we have:

P.(t)] < (n! Po(t)| = (n! =n!.
terflgfl]l ()] < (n )terflgfl]l o(t)] = (n )téflf‘ffu tl=n

O

Lemma H.2 (Reexpressions of Expectations). Let X ~ fx(z) = M be a random variable with probability
density involving the Bessel function Ky, and § = tanh(v). Then for any n € Z>¢: If 0 < a < 1/2, then:

Eftanh(aX +v)X?*"] = BE[X?"] - B(1 — 8*)E [tanh?(aX)X?"]
+(1 - 5%)5°0(aY),
Eftanh(aX +v)X?"™1] = (1 — g%)E[tanh(aX)X?" ]

+(1 — 8?)B%E[tanh® (o X) X 2 H1]
+(1 = 5%)B0().

If 0 < a < 1/4, then:

Eftanh®(aX +v)X?"] = B*E[X?"] + (1 — 2)(1 — 38%)E [tanh*(aX)X>"]
+(1 - §%)670(a"),
E[tanh?(aX 4+ v)X*" 1] = 2(1 — 8?)BE[tanh(aX)X 2" !]

+2(1 — £2)(—1 + 28%)BE[tanh® (aX ) X 2" 1]
+(1 = 5%)B20(a”).

o1



Published in Transactions on Machine Learning Research (01/2026)

Proof. We have the following facts for tanh(aX + v) and g = tanh(v):

tanh?(aX)
1 — A2 tanh?(aX)
= 28 —26(1 — ?) tanh?(aX)

tanh(aX + v) +tanh(—aX +v) = 28—23(1—p%)-

_ _ A2y . 32 tanh?(aX)
26(1 ﬂ ) B 1 o 52 tanhQ(aX)v
tanh(aX 4+ v) — tanh(—aX +v) = 2(1-p3%)- tanh(a.X)

1 — A2 tanh?(aX)
= 2(1 - 4% -tanh(aX)
+2(1 — %) - % tanh®(aX)
tanh® (o X
+2(1- %) - - taflhz(()lx),
tanh?(aX + v) + tanh?(—aX +v) = 282 +2(1 - B%) - (1 —36?%) tanh?(aX)
+2(1 — B2) - B%(1 — 38%)(2 — B tanh?(a X))
tanh?(a.X)
[1 — B2 tanh?(aX)]?’
tanh(aX)(1 — tanh?(aX))
. [1 — 2 tanh?(aX)]2
= 46(1 — $?) - tanh(aX)
+48(1 — 2) - (—1 + 28?) tanh®*(a X)
+48(1 = 5%) - B7[(—1+ 28°)(2 — B° tanh*(a X))
g tanh® (a.X) '
[1 — 2 tanh?(aX)]?2

+(1+ 8%)]

tanh?(aX + v) — tanh?(—aX +v) = 43(1 - %)

Since X ~ fx(z) = Kogml) is a symmetric random variable, we have:

E[f(X)] = E[f(=X)] = E[[f(X) + f(=X)]Tx>0] = %E[[f(X) + (=X}

By substituting f(X) with tanh(aX + v)X?" tanh(aX 4+ v)X?"*! tanh®(aX + v)X?" tanh?(aX +
V) X2 Hlin € Z>o, we only have to consider the upper bounds for the absolute values of the remainder terms
in the above equalities.

For the remainder terms of E[tanh(aX + v)X?"] and E[tanh(aX + v) X?"*1], suppose that for a fixed ag
and 0 < a < ag < 1/2, we have:

tanh® (aX)

[1 — B2 tanh?(aX
tanh®(aX)

[1 — A2 tanh?(aX)

)XQ”] < o?E[sinh?(aX)X?"2] < o (E[sinh? (o X ) X2 2] /a?) = O(at),

X2n+1] < o’E[sinh? (aX) X" ] < o®(E[sinh® (ao X) X*"*]/ag) = O(a).

Note that the coefficients of the remainder for E[tanh?(aX 4+v)X?"| and E[tanh?(aX 4+v)X?"+1] are bounded
by:

(1 —38%)(2 — B*tanh®(aX)) + (1 + %)
(=1 +28%)(2 — B*tanh®(aX)) — 57|

INIA
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Suppose that for a fixed ap and 0 < a < ag < 1/4, we have:

E { tanh*(aX)
[1 — (2 tanh?(aX)]2

[ tanh®(aX)
[1 — A2 tanh?(aX))?

XQ”] < E[sinh*(aX)X?"] < o*(E[sinh* (a0 X)X "] /ag) = O(a?),

X2n+1] < aEfsinh* (aX)X*"*?] < o®(Efsinh? (ag X)X "% /ag) = O(a”).

These remainder terms are bounded by O(a?) and O(a®) respectively, we have proved the lemma. O

Lemma H.3 (Series Expansions for Expectations of tanh). Let X ~ fx(z) = % be a random variable

with probability density involving the Bessel function Ky, and § = tanh(r). Then for 0 < a < 1/2:

E[tanh(aX +v)X?] = B—9a%6(1 - 3%) + (1 — 2)BO(a?),
Eftanh(aX +v)X] = a(l — %) —3a*(1 — B%)(1 - 358%) + (1 — f*)0(a®),
Eftanh(aX +v)] = B—a?B(1— 5% + (1 - p%BO(a’).

Ko(\z\):

Proof. We start by defining these expectations w.r.t the distribution with a density fx(z) =
I(a,v) = E[tanh(aX + ) X?], m(a,v) = Eftanh(aX +v)X], n(a,v) = E[tanh(aX + v)].

By Lemma H.1 and chain rule, and let Z := aX + v,t = tanh(Z) = tanh(aX + v), then:

= ’ {;Znn tanhz(Z)]

Since E|X|" < 00,Vn € Z>¢, we can invoke the dominated convergence theorem to exchange the order of
taking limit and taking the expectations (see Theorem 1.5.8, page 24 of Durrett (2019)):

(e, v) "m(a,v) "n(a,v)

13

dar

[tanh?(a X + v)] X" =[P, ()] - | X" < n!|X™].

_ n+2 _ n+1 _ n
Ao = B[P ()XY, S B[P ()XY, S S = B[P ()X
By using the fact that P, (t) |a=0= P, (8) with 8 = tanh(v), we have:
O"l(a, V) _ ni2y | 9"m(a,v) _ a1y [0"n(a,v) . n
[ dan Lo = P(OEIXTT, [ dan :|a0 = PP, [ dan :|a0 = POELXT)

Since m(a, v) and n(«,v) have infinitely many derivatives, we can use the Taylor expansion at o = 0 (see
5.15 Theorem, pages 110-111 of Rudin (1976)) to approximate I(c, v), m(«,v), n(a, v):

ol 3

o) = 3 PaBEX O BIPH) Jamer X415 = 3 PABBIX™2) % 1+ 0(a),
n=0
a™ 5 4

mlao) = 3 (BRI FEIR () o X0 = 3 PB4 0(0),
n=0

4

n(a,v) = ZP X”—+E[P4()|a:a”’X4]% ZP(ﬁ)E[X"]——i—O( )

where o', o, o’ are some values between 0 and «, and coefficients of remainders are bounded by:

[E[Py(t) [amar X*T2)/41 < [E[X*F?]] - 41/4) = E[X] = (511)* = 225,
[E[Ps(t) [a=ar X°FY] /5| < |E[X°™]|-51/51 = E[X°)] = (5!!)% = 225,
[E[Py(t) |a=ar X*)/41] < |E[XY]|-41/4! =E[XY] = (31)* =09.

By the recurrence relation P,11(t) = (1 —t?) £ P,(t), Po(t) = t in Lemma H.1, we have

Pi(B) =1- 5% Pa(B) = (1= B%) - (=20), Ps(B) = (1 = B%) - 2(=1 + 36°), Pa(B) = (1 - 5*) - 85(2 — 35%).
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Note that E[X?*] = [(2k — 1)!']2, E[X?}~1] = 0 for any k € Z,, then:

o) = Po(B)+ 2132(/3)@2 +0(a*) = 8 —9a28(1 — B%) + O(ah)
m(a,v) = P(B)a+ %Pg(ﬂ)oz3 + O(a5) =al - ﬁz) — 3a3(1 — ﬁ2)(1 — 352) + O(a5)
naw) = R(B)+ 3PaB)a? + Ofat) = § - a?B(1 - ) + Ofa')

By invoking Lemma H.2 for 0 < o < 1/2 and the fact that E[X?*] = [(2k — 1)!!)2 for any &k € Z,

o
b
50
+(1 = %) B%E[(tanh®(aX) — (aX)*) X] + (1 — B2 BLO(a®),

E[Ps(t) la=ar X*7%] - = =B(1 = B*)E[(tanh?(aX) — (aX)*)X?] + (1 - 5%)5°0(a"),

E[P5(t) |a=ar X°H] o = (1 = B)E[(tanh(aX) — [(aX) — (aX)?/3])X]

a4

E[P4(t) ‘a:a”’ X4] 41

= —B(1 — fHE[(tanh?(aX) — (aX)?)] + (1 — B2)B30(a?).

By t — £ <tanh(t) <t — £ 4+ 2 42 — 20 < tanh?(t) < 2,45 — > < tanh®(t) < £3,V¢ > 0, we have:

BP0 amor X5 | < 0= 82081 ([at - SELC2)] 4 200000 ) = (- 218100,
BP0 oo X757 | < (0= 82 (Jo7 - 20OV -+ 62 |oBLX 4 50107
- (1- 70,
4
BIPA(D) - X1 | < (1= B8] (fot - SELXY]+ 10@)]) = (1 = 315100,
O
Lemma H.4 (Series Expansions for Expectations of tanh Squared). Let X ~ fx(z) = M be a random

variable with probability density involving the Bessel function Ky, and § = tanh(r). Then for 0 < a < 1/4:

Eftanh?(aX +v)X?] = B2 +9a%(1 - B%)(1 —382) + (1 — g2 O(a?),
E[tanh?(aX +v)X] = 2a8(1 — %) —12a°6(1 — %)(2 — 38%) + (1 — 2)BO(aP).

Ko(\w‘):

Proof. We start by defining these expectations w.r.t the distribution with a density fx(z) =
m(a,v) = E[tanh(aX 4+ v)X], n(o,v) = E[tanh(aX + v)].

As shown in the proof of Lemma H.3, we can invoke the dominated convergence theorem to exchange the
order of taking limit and taking the expectations (see Theorem 1.5.8, page 24 of Durrett (2019)):

o on §
dam n(a,v) = E[P,(t)X"].

m(a,v) = E[P,(t)X"], dar

When n = 1, by P;(t) = 1 — t? from Lemma H.1 and E[X?] = 1,E[X] = 0, we have:

Eltanb?(aX + )X = EI(1 - P\()X*] = E(X?] - B[R ()x?] =1 - 2D
E[tanh?(aX +v)X] = E[1—Pi(t)X]=E[X]-E[P(t)X] = ———~.

o4
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Note that E[X?¥] = [(2k — 1)!1]?, E[X?*~1] = 0 for any k € Z,, and since m(a, v) and n(a, v) have infinitely
many derivatives, we can use the Taylor expansion at o = 0 (see 5.15 Theorem, pages 110-111 of Rudin
(1976)) to approximate %m(a,y) and %n(a,y):

m(o, v ! ntl at

ML) S PO 0" BP0 oo XS = PU(B) + PG + Oa),
n(a, v > " a®

L) S P @ HEIR) amar X = Pa(B)a S PA(B)0® 4 0(0°),

where o', o are some values between 0 and «, and the coefficients of remainders are bounded by:

[E[Ps (£) lamar - X°T1]/41]
[E[Ps () lazar -X°)/5]

< E[X%-5!/4!=5- (512
< E[X%-6!/5!=6-(5!)2%

By the recurrence relation P, 11(t) = (1 — t?)£ P, (t) with Py(t) = ¢ from Lemma H.1, we have

Pi(B)=1-3% Pa(B) = (1 - 5°) - (=28), P3(B) = (1 - 5%) - 2(~1 +35%), Pa(B) = (1 - 5°) - 88(2 — 36).
Hence, by substituting the values of P, (), we have:

E[tanh?(aX + v)X?] B2 +9a%(1 — 5%)(1 —38%) + O(a?)
E[tanh?(aX 4+ v)X] = 2a8(1 - (%) —12a°8(1 — 3)(2 — 36°) + O(a®).

By invoking Lemma H.2 for 0 < a < 1/4 and the fact that E[X?*] = [(2k — 1)!!)2 for any k € Z.

—E[P5(t) [a=ar X‘r’“}% = (1 - $%)(1 - 36%)E[(tanh?(aX) — (aX)*)X?] + (1 - 5%)520(a"),
a5
“E[P5(t) la=ar X°) 57 = 2(1 — 5%)BE[(tanh(aX) — ((aX) — (aX)*/3))X]

+2(1 = 5) (=1 + 26%) BE[(tanh*(aX) — (aX)*)X] + (1 - 5%)520(a”).

3 3 5 4 2 3
By t — & <tanh(t) <t — % + 25 ¢ — 2L < tanh®(t) < ¢*,¢* — t° < tanh®(t) < t3,Vt > 0, we have:

4 2
BP0 oo X515 | < (1= 52) ([at-2- 2BLC2] 4 220 ) = (1 - 890(a),
5 2
BIP(0) - X157 | < (1= BB ([o 20 SEELXS]| 4 [o -2 BLX*H + 5700
= (1-59IBIO(”).
O
Lemma H.5 (Expectations w.r.t Gaussian Distribution). Let X ~ fx(z) = M be a random variable

with probability density involving the Bessel function Ky, and 2, Z v (0,1). Then:

E[tanh(aX +v)X?] = E[tanh(aZ,Zs 4+ v)Z2] 4+ Eftanh’(aZ,Zy + v)aZ, Z3)],
E[tanh(aX + v)X] Eltanh(aZ1 Zs + v)Z1Z5) = E[tanh’(aZ1 Z3 + I/)aZQZ},
E[tanh(aX 4+ v)] = E[tanh(aZ;Zs + v)],
—aRE[tanh?(aX +v)X] = E[tanh'(aZ1Z; + v)aZ, Zs),

where tanh’(-) is the derivative of tanh().

Proof. For a = 0, We can justify the above identities by E[X?] = E[Z2] = 1,E[X] = E[Z1 Z5] = 0, therefore,
we only need to prove the identities for a # 0. By applying Stein’s lemma (see Lemma 2.1 of Ross (2011))
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with respect to Z7, and noting the fact that X := 72175 ~ fx(z) = w for any Z1, Z LR N(0,1) (see
page 50, section 4.4 of chapter 12 in Johnson et al. (1970)), we have:

1 In cosh(aZ, Z Z
E[tanh(aZ1Z; + v) Z3] _E [8 n cosh(aZyZ; + v)Zz

1
57 } = aE[lncosh(aZlZg +v)Zy x Z1],

o
1
= aIE[ln cosh(aX + v)X],
E Otanh(aZlZQ + Z/)ZQ
07,
= E[tanh(aX + v)X],
Otanh(aZlZQ + Z/)le22
07,

Eftanh’(aZ1Zs + v)aZ? = Eftanh(aZ1 Zs + v)Zs X Z4],
2

—tanh(aZ, Zo +v) 73|,

E[tanh’(aZ1Z> + v)aZ,Z3] = E [
1

= E[tanh(aX + v)X?] — —E[Incosh(aX + v)X].
a

By combining the above equations, the first two identities are proved. For the last two identities, we note
that E[X] = 0, tanh’(-) = 1 — tanh?(-), then:

E[tanh’(aZ1 Zs + v)aZ1Z:] = —aRE[tanh?(aX 4 v)X],
Eftanh(aZ1Z5 +v)] = E[tanh(aX + v)].
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H.2 Approximations of EM Update Rules in Finite Low SNR Regime

Theorem H.6 (Approximations of EM Update Rules in Finite Low SNR Regime). In the finite low SNR
regime where n = ||6*||/o < 1, the EM update rules are:

MO,v)/c = é; [E[tanh(aX + v)X]| + np*pE[tanh(aX + I/)XQ] + (9(172a)]
+ é [nﬁ*\/l — p? (Eftanh(aX + v)] — aE[tanh?(aX + v)X]) + O(nza)} ,
N(0,v) = E[tanh(aX +v)] + np*pE[tanh(aX + v)X] + O(n?a?),

where X ~ fx(z) = w is a random variable with probability density involving the Bessel function

—

Ky, f* = tanhv* = 7*(1) — 7°(2), p = % is the cosine of angle between 6 and 6*, & = 6/||0| and
L 0t (0n,)é

€ = gr—(g=a )&  form an orthonormal basis, and a = 100, B = tanhv = 7(1) — 7(2).

Proof. We start by viewing the response variable y = ¢ + A¢ as pure noise € ~ N(0,0?) with some small

perturbation Ae := (—1)**1(0*, z), where x ~ N(0,1;). To simplify our analysis, we introduce several
notations. First, let p := % denote the cosine of angle between 6 and 6*. Next, we define a pair of

L o 0" —(0%,61)¢ . . .
orthonormal vectors: & := 0/||0]| and & := %. For the noise terms, we introduce three independent

standard Gaussians: Z; :=¢/o ~ N(0,1) and Zs := (z,€1) = (z,0)/]|0|| ~ N(0,1), Z5 := (z, ) ~ N(0,1).
Finally, for the low SNR regime where 7 := ||6*||/c < 1, we define a := ||0||/o and § := tanhv = 7(1) — 7(2).
Then, we can express AZ; := Aeg/o as:

AZy = Aefo = (=1)"TH0",2) /o = (=1)"'n(pZs + V1 = p?Zs) ~ N (0,77)
Then, we can define F, G as the following functions:
F(Z) :=tanh(aZyZ +v)Z, G(Z):=tanh(aZyZ +v).
Consequently, we can express the EM update rules M (6,v), N(6,v) at population level as:

M@,v)Jc = E [tanh <y<:,29> + u) yx} o =E[F(Zy + AZ1) (61 25 + E:73)),

N(0,v) E [tanh <y<“)> + u)] = E[G(Z, + AZy)).

o2

By introducing the derivative of tanh in Lemma H.1 and invoking Taylor’s theorem with remainder (see 5.15
Theorem, pages 110-111 of Rudin (1976)), we have:

1
F(Zi+AZ) = F(Z))+ F(Z))AZy + 5F”(Z1 +EAZ)(AZ)?,

1
G(Z1+AZ) = G(Z)+G(Z)AZ + 3G (Zy + (AL (AZ)?,
where £, ¢ € (0, 1), remainders are bounded by (use max;e[—1 1] [P2(t)] < 2, max,ei_q,17 |[P1(t)| < 1):

‘FH(Z1 + 6A21)| |(aZ2)2(Z1 + fAZl)PQ(G(Z1 + fAZl)) + 2(0422)P1(G(Zl + fAZl)”
202 Z3(|Z1| + |AZ1)) + 20| Za|,

|G"(Z1+ CAZY)| = [(0Z2)*Pa(G(Z1 + CAZ))| < 20773,

IN
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and by the orthogonality of &, &> and |AZ;|? < 4n3(|Z2|® + | Z3)3), (AZ1)? < 20%(|Z2|* + | Z3)%):

INIA

IN A

1 1
‘E <2F”(Z1 +EAZ)(AZ) (612 + 2 73), €1> <E |F"(Zy + EAZ1)(AZ1)? Zs

E[0®Z3(|1Z1| + |AZ1]) 4+ | Z2|)(AZ1)?| Z2 ]
2°E[(?| 21| Z2|? + | Za|*) (|1 Za* + | Zs[*)] + 4n° B[ Za|* (| Za* + 1 Z5*)]

5 8
8n?a(l + ;oz) +4-(15+ ;)ngaQ = 0(n*a),
1 1
’E <2F”<Zl + CAZl>(AZ1)2(é'1Z2 + 5223),€2>‘ < §]E ’F/I(Zl + CAZ1)(A21)223‘

El[0®Z3(|Z1| + |AZ1]) + o| Zo| (A Z1)?| Zs]]
2°E[(0®| 211122171 Zs| + | 22| Z3]) (|1 Za|* + | ZsI?)] + 40 B[ Za || Zs|(| Z2|* + | Z3]*)]

1
?77 a(l+ Za) +4-3+ ?6)7)3(12 = (9(772a),

‘IE [;G”(Zl + CAZl)(Azl)Q} < %E |G"(Z1 + CAZ1)(AZ1)?| < E [0?Z3(AZ1)?]

< 2Pa’E[| 22 (|12 + 1 Z5]%)] = 8n%a” = O(na?).

Note E[Z3] = 0,E[Z3] = 1 and Z1, Z5, Z3 are independent and E[(—1)*T!] = 8* = tanh v*, then:

MO,v)/o = E[(F(Z1)+ F(Z1)AZ)) (612 + 8:75)] + €10(n%a) + &:0(na)
= & [E[F(Z1)Zs) + nB*pE[F'(Z1)Z3] + O(n*a)]
+ & [n8" V1= PEIF (Z0)] + O(na)
N(0,v) = E[G(Z1)+ G (Z1)AZ] + O(nPa)
= E[G(Z))] + nB*pE[G'(Z1) Z5] + O(n*a?).

Let X := 21725 ~ fx(z) = M, by invoking Lemma H.5 for expectations w.r.t Gaussians, then:

E[F(Z1)Z;]) = Eltanh(aZ1Zs + v)Z1Z5] = Eftanh(aX + v)X],
E[F'(Z1)Z3] = E}tanh(aZ,Zs +v)Z3] + E[tanh’(aZ, Zy + v)aZ, Z3] = Eftanh(aX + v)X?],
E[F'(Z1)] = E[tanh(aZ1Z; + v)] + Eftanh'(aZ1Z; + v)aZ, Zs)
= Eftanh(aX + v)] — aE[tanh*(aX + v)X],
E[G(Z,)] = Etanh(aZ1Z2 + v)] = Eftanh(aX + v)],
E[G'(Z1)Zy) = Eltanh'(aZ,Zs + v)aZi] = E[tanh(aX + v)X].

Substituting the above results into the EM update rules, we have:

M(9,v)/o = & [E[tanh(aX + v)X]+ ng*pE[tanh(aX + v)X?] + O(n’a)]

+ @ [nﬁ*\/ 1 - p? (Etanh(aX + v)] — aE[tanh?(aX + V) X]) + O(nQa)} ,

N(,v) = E[tanh(aX +v)] +nB*pE[tanh(aX + v)X] + O(n?a?).

Therefore, we have established exact expressions of the EM update rules M(6,r) and N(0,v) for the
regression parameters 6 and the mixing weight imbalance tanhv = (1) — 7(2) in the low SNR regime
where 1 = ||0*||/c < 1. These expressions involve expectations with respect to the random variable

X~ fx(z) =

w, where K is the modified Bessel function of the second kind.

Remark. When [p| = 1, (AZ1)| =1 = (—1)**'nZ; is independent of Z3, the remainder satisfies:

1
E <2F”(Z1 +EAZ)(AZ))2 (612 + 2 73), é‘2>

g [Hw”(z1 +AZ)(AZ)?|  ElZg =

lp|=1 |ﬂ|:1\_’0_/
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H.3 Approximate Dynamic Equations in Finite Low SNR Regime

Theorem H.7. For the EM iterations of o := [|0t||/o, Bt := tanhvt, pt = (6%,0%)/16%]]60%], given
al < 1/4 and n = ||0*||/o <1 in low SNR regime, we have the approximate equatlons for attl, g+l

1 . 2 20 ([BTIBT?/(A = [B%) V o]
o't = E[tanh(a'X + ") X] + nB*p'E[tanh(a’ X + v") X?] + n*O ( = ,
BTt = E[tanh(a'X 4 v")] + nB*p'Etanh(a’ X + v%) X] + n?O([a!]?).
Furthermore, with the notations C,, = « (1|ﬁ C’ = /1= [8Y?, when n < Cy A Cy, we have:
Pt = pt (1 - [p')?) - nB*(E[tanh(a! X + v!)] — o'Eftanh?(a' X + %) X])/E[tanh(a! X + v!)X]

s 0<<g,>2>+pto<(0"n>2>+(1—[pt]2)-0<<£7>3>,

where X is a random variable with the density function X ~ fx(x) = Ko(|z|)/7 involving the Bessel
function Kj.

Proof. To simplify the notations, we let of, 8%, p*, &", &, denote «, 3, p, €1, €2 at iteration t. We start by using

Lemma H.3 and Lemma H.4, we define s' := [a!]?(1 — [5]?), then:
I = Etanh(a'X +v')] = B (1 — s'[1 + O([a']?)]),
I} = Eltanh(a'X +v")X] = (s'/a")[1 = 3[a']*(1 = 3[8']*) + O(la']")],
IL := E[tanh(a'X +v")X? = %1 - 9s'[1 + O([a']?)]),
Jt = E[tanh(a'X + v')] — o'Eftanh?®(a! X + v*) X] = B4(1 — 3s'[1 + O([a]?)]).

In the low SNR regime where n = [|0*||/o < 1, by invoking the proven Theorem in Subsection H.2, we have:

M6, v /o = & [I]+nB* p'Is+ O(n°at)]
+ & [nﬁ*\/l — [P+ O(HQat)] :
N0,V = I§+nB*p' I + O(n*[a']?).

For a!t! = ||M (6%, vY)| /o, B+ = N(0,v"), by applying the triangle inequality, we have:

ottt = \/([f +nﬂ*Pt15)2 + (1 _ [ptP)(nﬂ*Jt)2 4 O(nQOzt),

B = L +nB 'L+ O(n?[a']?).
The cosine p L of angle between 0'*! and 6* is determined by the inner product of M (0% v*)/o and
0% /116%|| = p'el + /1 — [p']2eh:

Pt = (M (0", 01) [0, 0 /)67 ||) = p' I} + nB*[p' P15 + B (1 — [p']*) " + O(nat).

To derive the approximation for a’*! when 7 is small enough, we first note that following inequality:

2 2
r+ecosy < \/r2+ €24 2recosy < 1+ ecosy + ;— =r+4ecosy+ O (6> .
r r

By letting r = It + nB*pt (It — Jt), e = nB*Jt, cosy = p', we have:
([5*]2[ﬁt]2/(1

+1 _ If +77ﬂ*PtI§ "‘7720 - [ﬂt]g) v [at]z) '

ot

where I} — J! = —68s'[1 + O([a!]?)], and r = O(s'/at) = (1 — [B!]2)O(at) when n < O(1) < 1/(at|Btp!B*]),
namely Iy 2 n|f*p"(I5 — J')|.
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Furthurmore, when & < (1|;3t[ﬁ5]\)’ we have It 2> n|s* tIt|\/772[ “12[842/(at(1—[B?)); when n < /1 — [B!]2,

we have It > n?at. Therefore, if < min (a (\B‘[%]I , — B2 ) t(llﬂ,[ﬁ DA/ — [B%]2, we have
I +08*p' 3 = O(IF) = O(s' /') = (1 = []})O(’), o' =0(I}) = O(s'/a’) = (1 - [8*)O(a’).

For the simplicity of notations, we define C;, := at(l‘ﬁ, ,C := /1 — [8%]?, then our assumptions on

n can be rewritten as n < Cy, A Cj. By using such fact 1/( z) =1+ (’)(|x|),Vaz € [-1/2,1/2] and
It +nB*p'l5 = (1 - [8']*)O( ) then:

2 2
(It +np*p'Ls) /i =140 (((Z’) v (&) > ,

Similary, by letting z = (o™ — It)/It and note that It = (1 — [3!]?)O(at), It = O(BY), Jt = O(|BY]), then:

ae() () (&))]
ot sso (&) )+ (&) [() (&) ])

Note that o™t = O(I) = O(st/at) = (1 — [8Y]?)O(at), therefore we have:

2
O(nPat) /o't =0 <<C77,/> ) .
n
Note the following relation that we obtained earlier:
Pt = ot (I + 0B L) o'+ (L= [p']?) - (0BT [a'*) + O(na) [a'T,

by combining the above results and invoking the assumption n < C, A C;,, then we have:

P = (1= [P 0B Jf/11+o<(g,)2>+pt0<((}7ﬂ)2>+<1—[pt]2>-0<((27)3>.

In summary, with the notations C;, = « (\B* C’ = /1 —[BY)2, given o < 1/4,7 < 1, we have:

2 2
Tt = gt + ot (1 - [P0 (((Zi) v (Cn”> ) 7
n n

B = Iy B I+ O],

with the assumption n < Cp A C’,’,7 we also have:
2 . 2 . 3
Pt =pt 4+ (1= [pY?) - 9B It It + O - +ool (=) |+a-[P) o= |.
C O’q 077

Remark. When |p'| = 1, by noting the remark in Subsection H.2, the remainder term of the EM update
rules in the direction of & is exactly zero, namely [€50(n?at)]|ptj=1 = 0, thus we have:

(M(8,01)/0), 1y = & [1 4 B0t IE + OGP0)].
Therefore, we have |ptT!| =1 if |pt| = 1 since 6*/||6*| = sgn(p')é} when |pt| = 1 and
[ = (M(O", ) /IIM(0", )], 07 /1167 1) | = |(€1, sgn(p")en)] = [(el, é1)] = 1.

/o't = =
i

O
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Theorem H.8 (Dynamic Equations of EM Update Rules in Low SNR Regime). For the EM iterations of
al =10 /o, B := tanh v, p* := (0, 6%)/||0"]|||6*||, given o' < 1/4 and n = ||6*||/o < 1 in low SNR regime,
we have the approximate dynamic equations for oft!, git1:

ottt = (1 - [8%) + 08B (1 - 9(1 — [B']7)[a]?)
+ (1—[52])0([04t]3)+7]20<[6] [ﬁ] /(1 [ﬁ] ) [ ] ),

ot

B = B - A= D) + 0B e (1 - [BT) + (1 = [B)O([e']) + 0?0 ([a']*)

Furthermore, with the notations C, = t(}ﬁt[ﬁﬁ 3 ,Cp = /1= [B%]%, when n < Cyy A G}, we have:

i1 3 L B1(1 = 6[a’P[6'))
P = P+ (1—[p1?) B ot (1 — [777)
_|_

+ (1= [pT?) 08" 8 (1/(1 = [8']%) + DO([a])

12> t <£2> . <£3>
- o((&))roo((@)) ru-vm-o((&))
Proof. By using Lemma H.3 and Lemma H.4 and defining s* := [a]?(1 — [3!]?), we have:
Iy = Eltanh(a'X +v")] = (1 - s'[L + O([a ]2)]),
I} = Eltanh(a'X +v")X] =o' (1 - [3'T)[1 - 3[a']*(1 = 3[6) + O([a"])],
I = Eftanh(a'X + ") X?] = B'(1 - 95'[1 4+ O([']*)]),
Jt = Eftanh(a!X + v')] — o'E[tanh? (o' X 4+ 1) X] = B4(1 — 3st[1 + O([a}]?)]).

By substituting the above results into the approximate dynamic equations in proven Theorem H.7, note that
(1= [BDO([']) +np*p' (1 = [B]*)O([o]") = (1 = [3*)O([a']*), we have:
ot o= (1 [B%) + st B (1 - 9(1 — [B])[a']?)

+ (1 _ [62])0([at]3) + 7720 ([6*]2[5t]2/(16; wt}Z) Vv [Ozt]2> .

Note that §(1 — [#'2)0((a}*) +n3*p!(1 — [#9)0(a']?) = (1 = [82)O((a'}*), we have:
P = 0= (= [PDIP) + 0"0l (5F) + (1= (DO 470 (F).

Furthermore, with the notations C, = « (W v ,C,'7 =+/1—[B"%, when n < C, A C}, we have:
jot — BLO=1BT) 1 gt 1+ 0('])
LT TP s v oGt T8 6T + O
_ Bt/ =[5 o' gt _ a'[B]? Bt 13 ) _a tpt t 13
_ ( BT 9 Q') ) — 308 FO()

_ g1 - 6[a'?[8]?) t _ [/t12 oll3
- ot (1 — [B1]2) + 671/ = [5T) + DO([']),

hence,
t(1 — glat12[8t12

[6°]%)
+ (A= [p'T) s (1 (1 = [8') + DO([o'])

o(@)?)wo((gn)? +<1_[pt]z>.o((gn)3).

+
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