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Abstract

We provide the first framework to solve inverse problems with diffusion models1

learned from linearly corrupted data. Our method leverages a generative model2

trained on one type of corruption (e.g. highly inpainted images) to perform posterior3

sampling conditioned on measurements from a different forward process (e.g.4

blurred images). This fully unlocks the potential of ambient diffusion models5

that are essential in scientific applications where access to fully observed samples6

is impossible or undesirable. Our experimental evaluation shows that diffusion7

models trained on corrupted data can even outperform models trained on clean data8

for image restoration in both speed and performance.9

1 Introduction10

For certain scientific applications, it is expensive or impossible to get access to uncorrupted data [9,11

13, 17] but effortless to acquire partially observed samples. It has also been shown that training12

generators on missing data reduces the memorization of the training set and hence corruption might13

be a design choice [11, 4, 25]. Prior works have shown how to train Generative Adversarial Networks14

(GANs) [3], flow models [20] and more recently diffusion models [11, 1, 19, 10, 24] on corrupted data.15

Yet, it has not been explored how to use models trained on a certain type of corruption (e.g. inpainted16

data) to solve inverse problems that arise from a different forward process (e.g. downsampling).17

We propose the first framework to solve inverse problems with diffusion models learned from linearly18

corrupted data, as in Ambient Diffusion [11]. Ambient Diffusion models estimate the ambient score,19

i.e. how to best reconstruct given a corrupted noisy input. We show how to use these models for20

inverse problems outside of their training distribution. Our experiments show that Ambient Models21

outperform (in the high corruption regime) models trained on clean data. Further, they do so while22

being significantly faster. Our algorithm extends Diffusion Posterior Sampling [7] to Ambient Models23

and fully unlocks the potential of generative models trained on corrupted data for image restoration.24

2 Method25

Background and Notation. Diffusion models are typically trained (up to network reparametriza-26

tions) to reconstruct a clean image x0 ∼ p0(x0) from a noisy observation xt = x0 + σtη, η ∼27

N (0, I). Despite the simplicity of the training objective, diffusion models can approximately sample28

from p(x) by running a discretized version of the Stochastic Differential Equation:29

dx = −2σ̇t(E[x0|xt]− xt)dt+ g(t)dw, (2.1)

where w is the standard Wiener process and E[x0|xt] is estimated by the trained neural network.30

Given a measurement yinf = Ainfx0, one can sample from the posterior distribution p(x0|yinf) by31
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Figure 1: Illustration of the Ambient Diffusion Posterior Sampling (Ambient DPS) setting. During
training, we only have access to linearly corrupted data from a forward operator Atrain. We use this data and the
Ambient Diffusion framework to learn a generative model, Gambient, for the uncorrupted distribution, p(x0).
At inference time, we use the learned generator to sample from the posterior distribution p(x0|yAinf ), for
measurements yinf coming from a different forward operator, Ainf .

running the process:32

dx = −2σ̇tσt

E[x0|xt]− xt

σt
+∇ log p(yinf |xt)︸ ︷︷ ︸

likelihood term

 dt+ g(t)dw. (2.2)

For most forward operators it is intractable to write the likelihood in closed-form. Hence, several33

approximations have been proposed to use diffusion models for inverse problems [7, 18, 17, 26, 8, 12,34

14]. One of the simplest and most effective approximations is Diffusion Posterior Sampling (DPS) [7].35

DPS estimates x0 using xt and uses the conditional likelihood p(yinf |x̂0) instead of the intractable36

term, i.e. DPS approximates p(yinf |xt) with p(yinf |x0 = E[x0|xt]). The update rule becomes:37

dx = −2σ̇tσt

(
E[x0|xt]− xt

σt
+ γt∇xt

log p(yinf |x0 = E[x0|xt])

)
dt+ g(t)dw, (2.3)

where γt is a tunable guidance parameter.38

Ambient Diffusion Posterior Sampling. As mentioned, in some settings we do not have uncor-39

rupted training data but we have access to lossy measurements that we want to leverage to train a40

diffusion model for the clean distribution.41

The authors of [11] consider the setting of having access to linearly corrupted data {y0 =42

Atrainx0, Atrain}, where the distribution of Atrain, denoted as p(Atrain), is assumed to be known.43

For this corruption setting, they provide a framework to learn the best restoration model for x0 given44

any noisy and linearly corrupted observation yt,train = Atrain(x0 + σtη), for η ∼ N (0, In). In45

other words, Ambient Diffusion learns E[x0|yt,train, Atrain] for all noise levels t, as long as some46

technical conditions on the corruption process are satisfied.47

DPS requires access to E[x0|xt] to approximately sample from p(x0|yinf). Since Ambient Diffusion48

models can only work with corrupted inputs, we propose the following update rule instead:49

dx = −2σ̇tσt

E[x0|yt,train, Atrain]− xt

σt︸ ︷︷ ︸
Ambient Score

+γt∇xt
log p(yinf |x0 = E[x0|yt,train, Atrain])

dt+ g(t)dw,

(2.4)
for a fixed Atrain ∼ p(Atrain). Comparing this to the DPS update rule (E.q. 2.3), all the E[x0|xt]50

terms have been replaced with their ambient counterparts, i.e. with E[x0|yt,train, Atrain]. We remark51

that, similar to DPS, the proposed algorithm is an approximation to sampling from the true posterior52

distribution E[x0|yinf ]. We term our approximate sampling algorithm for solving inverse problems53

with diffusion models learned from corrupted data Ambient DPS.54
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3 Experiments55

Setup. In this section, we evaluate the performane of Ambient DPS, that uses diffusion models56

trained on corrupted data, and we compare it to DPS, that uses diffusion models trained on clean57

data. For our experiments, we use the models from the Ambient Diffusion [11] that are trained58

on randomly inpainted data with different erasure probabilities. Specifically, for AFHQ we use59

the Ambient Models with erasure probability p ∈ {0.2, 0.4, 0.6, 0.8} and for Celeb-A we use the60

pretrained models with p ∈ {0.6, 0.8, 0.9}.61

We underline that all the Ambient Models have worse performance for unconditional generation62

compared to the models trained with clean data (i.e. the models trained with p = 0.0). The goal63

of this work is to explore the conditional generation performance of Ambient Models, where the64

conditioning is in the measurements yinf , and compare it with models trained on uncorrupted data.65

To ensure that Ambient Models do not have an unfair advantage, we test only on restoration tasks66

that are different from the ones encountered in their training. Specifically, we use models trained on67

random inpainting and we evaluate on Gaussian Compressed Sensing [2] and Super Resolution.68

Hyperparameters. The only tunable parameters for DPS (Eq. 2.3) and Ambient DPS (Eq. 2.4) are69

in the scheduling of the magnitude of the measurements likelihood term. In all the experiments in the70

DPS paper, this term is kept constant throughout the diffusion sampling trajectory and the authors71

recommend selecting a value in the range between [0.1, 10]. We follow this recommendation and we72

keep this term constant. The value of the step size for each model is selected with a hyperparameter73

search in the recommended range. For all our experiments, we follow exactly the DPS implementation74

provided in the official code repository of the paper. The other parameter that impacts performance is75

the number of steps we are going to run each algorithm for, i.e. the discretization level of the SDEs76

of Equations 2.3, 2.4. Typically, the higher the number of steps the better the performance since the77

discretization error decreases [5, 6]. For the performance results, we run each method for a number78

of steps ∈ {50, 100, 150, 200, 250, 300}, and we report the best result among them.79

Results. Figure 2 presents Gaussian Compressed Sensing reconstruction results (i.e. reconstructing80

a signal from Gaussian random projections). We show MSE and LPIPS performance metrics for the81

AFHQ dataset as we vary the number of measurements. The results are given for models that are82

trained with inpainted images at different levels of corruption, indicated by the erasure probability83

p. As shown in the Figure, the model trained with clean data outperforms the models trained with84

corrupted data when the number of measurements is high. However, as we reduce the number of85

measurements, Ambient Models outperform the models trained with clean data in the very low86

measurements corruption regime. To the best of our knowledge, there is no known theoretical87

argument that explains this performance cross-over and understanding this further is an interesting88

research direction. Similar results are presented in Figure 3 for the task of super-resolution at AFHQ.89

The model trained on clean data (p = 0) slightly outperforms the Ambient Models in both LPIPS90

and MSE for reconstructing a 2× downsampled image, as expected. Yet, as the resolution decreases,91

there is again a cross-over in performance and models trained on corrupted data start to outperform92

the models trained on uncorrupted data. We include results for LPIPS and MSE for Compressed93

Sensing and Downsampling in FFHQ and Celeb-A in the Appendix (Figs 5, 6, 7, 8).94

Finally, we ablate how the number of sampling steps affects the performance. The MSE results95

for Compressed Sensing with 4000 measurements on AFHQ are shown in Figure 4. As shown, the96

higher the erasure probability p during training, the better the Compressed Sensing performance of97

the model for low Number of Function Evaluations (NFEs). Models trained with higher corruption98

are faster since they require fewer steps for the same performance. For increased NFEs, the models99

that are trained on clean(er) data finally outperform. This result is consistent across different datasets100

(AFHQ, FFHQ, CelebA), reconstruction tasks (Compressed Sensing, Downsampling) and metrics101

(MSE, LPIPS) (Figures 9, 10, 11, 12, 13 in the Appendix).102

4 Conclusions103

We presented a simple framework based on DPS for solving inverse problems with Ambient Diffusion104

models. We showed that diffusion models trained on missing data are state-of-the-art inverse problem105

solvers for high corruption levels even if the forward process at inference time is different from the106
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Figure 2: Compressed Sensing results, AFHQ: performance metric and standard deviation. As shown,
the model trained with clean data (p = 0.0) only outperforms the models trained with corrupted data
for more than 1000 measurements, in both LPIPS and MSE.
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Figure 3: Super-resolution results, AFHQ: Performance metric and standard deviation. The model
trained with clean data (p = 0.0) performs worse, except at downscaling factor 2.
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(a) Compressed Sensing with 4000 measure-
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Figure 4: Speed performance plots for AFHQ.

one used during training. Our framework fully unlocks the potential of Ambient Diffusion models107

that are critical in applications where access to full data is impossible or undesirable.108
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A Additional Performance Results187
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Figure 5: Compressed Sensing Results for FFHQ.
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Figure 6: Downscaling Results for FFHQ.
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Figure 7: Compressed Sensing Results for Celeb-A.
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Figure 8: Downscaling Results for Celeb-A.
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Figure 9: Speed LPIPS performance plots for AFHQ.
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Figure 10: Speed MSE performance plots for FFHQ.
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Figure 11: Speed LPIPS performance plots for FFHQ.
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Figure 12: Speed MSE performance plots for Celeb-A.
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Figure 13: Speed LPIPS performance plots for Celeb-A.
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