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Abstract
Mixed Precision Quantization (MPQ) has become
an essential technique for optimizing neural net-
work by determining the optimal bitwidth per
layer. Existing MPQ methods, however, face a
major hurdle: they require a computationally ex-
pensive search for quantization policies on large-
scale datasets. To resolve this issue, we introduce
a novel approach that first searches for quanti-
zation policies on small datasets and then gen-
eralizes them to large-scale datasets. This ap-
proach simplifies the process, eliminating the
need for large-scale quantization fine-tuning and
only necessitating model weight adjustment. Our
method is characterized by three key techniques:
sharpness-aware minimization for enhanced quan-
tization generalization, implicit gradient direc-
tion alignment to handle gradient conflicts among
different optimization objectives, and an adap-
tive perturbation radius to accelerate optimiza-
tion. Both theoretical analysis and experimental
results validate our approach. Using the CIFAR10
dataset (just 0.5% the size of ImageNet training
data) for MPQ policy search, we achieved equiv-
alent accuracy on ImageNet with a significantly
lower computational cost, while improving effi-
ciency by up to 150% over the baselines.

1. Introduction
With the fast development of edge intelligence applications,
it is desirable to compress DNNs with minimal/no perfor-
mance deterioration according to specific hardware configu-
rations (Shuvo et al., 2022; Ma et al., 2024). To realize this,

1College of Software , Northeastern University, Shenyang,
China 2The Department of Computer Science, City University of
Hong Kong, Hong Kong, China 3The Department of Intelligent
Manufacturing, CATL, Ningde, China 4College of Computer Sci-
ence and Engineering, Northeastern University, Shenyang, China.
Correspondence to: Guoyang Xie <guoyang.xie@ieee.org>.

Proceedings of the 42nd International Conference on Machine
Learning, Vancouver, Canada. PMLR 267, 2025. Copyright 2025
by the author(s).

one effective way is to utilize a set of small bitwidths to
quantize the entire network for reducing model redundancy
(Deng et al., 2020), termed as mixed-precision quantization
(MPQ). Different from fixed-precision quantization (FPQ)
(Esser et al., 2019), MPQ works in a fine-grained way, allow-
ing different bitwidths for different layers (Elthakeb et al.,
2020; Guo et al., 2020). That is, the quantization-insensitive
layers can be quantized using much smaller bitwidths than
the quantization-sensitive layers, which can naturally obtain
more optimal accuracy-complexity trade-off than FPQ.

Limitations. Most existing MPQ methods require the con-
sistency of datasets for bitwidth search and network deploy-
ment to guarantee policy optimality, which results in heavy
search burden on large-scale datasets (Zhao et al., 2024).
For example, HAQ (Wang et al., 2019) requires approxi-
mately 72 GPU hours to search for the optimal quantization
policy for ResNet50 on ImageNet. A natural solution to
solve the above issue is to decouple the dataset used in
MPQ search stage and model inference stage. In this way,
the search efficiency can be largely improved since the MPQ
search can be performed with a small size of proxy dataset.
Unfortunately, it inevitably suffers from intractable chal-
lenges incurred by shifted data distributions and small data
volume of the disparate datasets. For example, when CI-
FAR10 is used to search for MPQ policy for MobileNet-V2
trained on ImageNet, PACT (Choi et al., 2018) suffers from
a substantial loss of nearly 10% in Top-1 accuracy.

To bridge such gap, we aim to search transferable policy
using small proxy datasets via enhancing generalization of
quantization search (as shown in Figure 7 in Supplementary
Material A.1). Several studies demonstrate that utilizing the
discriminative nature of feature representations (e.g., the
attribution rank of image’s features (Wang et al., 2021), the
class-level information of feature maps (Tang et al., 2023))
can find a transferable policy. However, such disentangled
representation learning methods just enhance the discrimina-
tion ability of target quanitzed models, which is empirically
helpful to improve generalization, but still suffers from lack
of theoretical support. Moreover, they entail intricate cal-
culation of feature maps (e.g., attribution rank calculation
and alignment, classification margin computation), which is
computationally complex.
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Figure 1. Comparison of the generalization performance between the baseline MPQ methods and ASGA on ResNet18 with CIFAR10. σ
serves as a measure of the sharpness of the loss landscape (defined in Section 2.2) and Generalization means the change in terms of Top-1
accuracy of the model on CIFAR10 and ImageNet. Compared to the baselines (a and c), ASGA significantly reduces surrogate gap (i.e.,
the difference between the perturbed loss Lp(θ) and the experience loss L(θ)), smoothing the sharpness of the loss landscape, thereby
enhancing the model’s generalization on the target dataset (b and d).

Motivation. Our idea is motivated by the observation that
there exists the strong relationship between the sharpness
of loss landscape in MPQ training and the generalization
of target quantized model over unseen datasets (see Figure
1). Moreover, the quantization noise could exacerbate the
sharpness of loss curvature and blur the minimum of loss
landscape. Since minimizing the sharpness of the loss
landscape is significantly conducive to generalization en-
hancement, we seek the MPQ policy that can lead to flatter
loss minima of quantized model, making the loss landscape
more robust to quantization noise. Note that the calculation
of sharpness is relatively simple and cheap with no need of
intricate computation of feature maps.

Contributions. In this paper, we present an adaptive
sharpness-aware gradient aligning (ASGA) method to learn
generalizable MPQ policy, which exploits the sharpness
information of loss landscape for generalization improve-
ment on the proxy datasets, as shown in Figure 2. To
incorporate the loss sharpness into the optimization of
MPQ training, we handle gradient conflicts between dif-
ferent optimization objectives by implicitly aligning gradi-
ent directions, and then accelerate the optimization pro-
cess by setting an adaptive perturbation radius. To the
best of out knowledge, our design is the first attempt
to apply sharpness-based generalization to MPQ policy
search, which offers advantages such as no intricate compu-
tation of feature maps and high search efficiency.

Experimental results demonstrate that a small sharpness
measure learned from proxy dataset helps seek a transfer-
able MPQ policy for quantizing the model trained on large
datasets. Our method acquires promising performance when
searching on very small proxy datasets versus directly on
large datasets, where the size of the former is only 0.5% of
the latter. As a result, we accomplish impressive improve-
ment of MPQ search efficiency. For ResNet18, ResNet50
and MobileNet-V2, by using CIFAR10 as the proxy dataset,

our method gets 150%, 127% and 113% speedup compared
to state-of-the-art (SOTA) MPQs, respectively.

2. Approach
2.1. Problem Formulation

General Formulation. The main goal of MPQ is to quan-
tize the model using suitable bitwidths from the quantization
policy Q under resource-constrained conditions Ω0, which
can be formulated as the following bi-level optimization
problem:

min
Q

Lval (θ
∗,Q) ,

s.t. θ∗ = argmin Ltrain(θ,Q), Ω(Q) ⩽ Ω0,
(1)

where Lval and Ltrain represent the task loss on the valida-
tion dataset and the training dataset, respectively, and θ∗ is
the optimal weights set of quantized network under Q. By
alternatively updating Q and θ until convergence, we can
obtain the optimal mixed-precision model.

Due to differences in data distribution, most existing MPQ
methods need consistency between the datasets used in pol-
icy search stage and the dataset used in model inference
stage, which requires significant computation costs in large
datasets. It is also fragile in privacy-sensitive MPQ tasks,
where the training data is not allowed to directly come from
the validation dataset. To break above limitations, we aim
to directly learn optimal MPQ policy on small proxy dataset
and then generalize it to target large dataset for inference,
and then reformulate the search objective of MPQ as:

min
Q

E (Lval (θ
∗,Q,x)) ,x ∈ Dval,

s.t. θ∗ = argminE (Ltrain(θ,Q,x)) ,

x ∈ Dtrain−proxy,Ω(Q) ⩽ Ω0,

(2)

where E denotes the expectation, Dval is the dataset con-
taining all validation data in model inference stage and
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Figure 2. The illustration of our approach. We aim to search for an optimal quantization policy with a flat loss landscape on a proxy
dataset, which can be applied to large-scale target datasets. In the policy searching stage, we seek a MPQ policy with a flat loss landscape
by minimizing the empirical loss, complexity loss, and surrogate gap. In the deployment stage, the searched MPQ policy can be directly
applied to model inference on large target datasets.

Dtrain−proxy is the proxy dataset in MPQ search stage.

Differentiable Formulation. We consider a differentiable
MPQ (DMPQ) search process (Cai & Vasconcelos, 2020;
Yu et al., 2020), which formulates the whole searching space
as a supernet (as Directed Acyclic Graph) where the nodes
represent candidate quantization bitwidths, and the edges
denote learnable weights of the bitwidths. The optimization
objective of DMPQ is defined as

Ltrain(θ) = L(θ) + λLcomp(θ), (3)

where λ is a coefficient controlling the accuracy-complexity
trade-off, L(θ) denotes the accuracy loss, and Lcomp(θ) is
the loss of target model’s complexity, i.e.,

Lcomp(θ) =

L∑
l=0

∥Bθ∥∑
j=0

(
pl,θj bθj

) ∥Ba∥∑
k=0

(
pl,ak bak

) compl,

s.t. pl,θj =
exp

(
αl
j

)∑∥Bθ∥
k=0 exp

(
αl
k

) , pl,ak =
exp

(
βl
k

)∑∥Ba∥
k=0 exp

(
βl
k

) ,
(4)

where Bθ and Ba denote the candidate bitwidth sets for
weights and activations, respectively, αl and βl denote the
learnable weights vectors of their corresponding bitwidth
candidates in layer l, and compl is the BOPs (Billions of
Operations Per Second) constraint of layer l, i.e.,

compl = clin × clout × kla × klb × hl
out × wl

out, (5)

where cin and cout denote the number of input channels and
output channels, respectively, ka and kb are the kernel size,
wout and hout denote the width and height of the output
feature map, respectively.

One may argue that we can directly utilize subset of tar-
get dataset to search MPQ policy rather than proxy dataset
transfer, but this would result in serious performance deteri-
oration, as demonstrated in Section 3.3.3.

2.2. Exploiting the Loss-Sharpness Information

From the perspective of the loss landscape information in a
well-preforming MPQ policy, their sharpness in MPQ train-
ing should be minimized, which has the following benefits:
a) It helps the training of quantization to escape sharp region,
and also alleviates the sharpness aggravation incurred by
quantization noise as well. b) It has a desirable and dataset-
independent property, as recent research (Foret et al., 2020;
Wang et al., 2023) recognizes a small loss sharpness con-
tributes to model generalization. c) The calculation cost of
sharpness measure is relatively simple and cheap.

Motivated by this, we aim to search the MPQ policy that
guarantees the loss landscape of the proxy data distribution
as flat as possible. As discussed above, such a general
property in MPQ search can ensure usability across the data
distributions. However, the sharpness of the loss landscape
is not explicitly incorporated in the current cross-entropy
loss formulation. Consequently, the objective is not only to
optimize accuracy and complexity, but also to seek an MPQ
policy that minimizes the sharpness of the loss landscape.

Preliminary. In conventional model training, Sharpness-
Aware Minimization (SAM) (Foret et al., 2020) aims to
search for a flatter region around the minimum with low
loss values.To realize this, SAM introduces perturbations
δ to model weights θ, and solves the following min-max
optimization optimization problems:

min
θ

Lp(θ),

s.t. Lp(θ) ≜ max
∥δ∥2≤ρ

L(θ + δ),

δ ∼ N
(
0, b2Ik

)
, δ ∈ Rk,

(6)

where ρ is the perturbation radius, k is the dimension of
θ and b is the scaling factor influenced by the candidate
bitwidth. For a well-trained model, when the perturbed loss
is minimized, the neighborhood corresponds to low losses
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(below the perturbed loss). Given ρ, through Taylor expan-
sion around θ, the inner maximization of Eq. (6) becomes a
linear constrained optimization with solution:

argmaxLp(θ)

= argmaxL(θ) + δ⊤∇L(θ) + o
(
ρ2
)

≈ ρ
∇L(θ)

∥∇L(θ)∥
.

(7)

Then, the optimization problem of SAM reduces to:

min
θ

Lp(θ) ≈ min
θ

L (θp) ,

where θp ≜ θ + ρ
∇L(θ)

∥∇L(θ)∥
,

(8)

where θp denotes the perturbation weights corresponding to
the maximum perturbation loss within the neighborhood. In
this way, the goal of SAM is converted to seek an optimal
solution on the perturbed loss landscape of Lp(θ).

Adaptive Sharpness-Aware Gradient Aligning. SAM
suffers from following drawbacks when applied in MPQ:

(1) For a fixed ρ, there is no linear relationship between
the perturbed loss Lp(θ) and the sharpness loss σmax (the

dominant eigenvalue of the Hessian). Here, σmax ≈ 2h(θ)
ρ2 ,

where h(θ) = Lp(θ)− L(θ) denotes the surrogate gap.

We can see a smaller Lp(θ) does not necessarily guaran-
tee convergence to a flat region, as shown in Figure 3.
When L(θ1) < L(θ2), even if Lp(θ1) is much smaller than
Lp(θ2), SAM may still favor the minimum on the left side.

(2) When optimizing Lp(θ) and h(θ) simultaneously, there
exists conflict between ∇L(θ) and ∇Lp(θ) (Zhuang et al.).
This is because when minimizing h(θ), the orthogonal com-
ponent ∇L(θ)⊥ will increase L(θ), thereby making the de-
crease of Lp(θ) difficult since h(θ) is always non-negative,
which hurts the model’s generalization.

(3) Since the loss landscape evolves towards being flatter as
the search progresses, it is hard to capture surrogate gap by
fixed ρ, slowing down the speed of optimizing sharpness.

Fortunately, from basic principles of vector operations, we
find that when ∇L(θ) and ∇Lp(θ) are consistent, ∇h(θ) =
∇Lp(θ)−∇L(θ) is also consistent with them, which makes
it feasible to apply the gradient descent to all three losses
effectively 1. Hence, as shown in Eq. (9), we reformulate the
optimization objective of MPQ as seeking a balance between
L(θ), Lp(θ), and h(θ) by implicitly aligning the gradient
directions between L(θ) and Lp(θ) while minimizing L(θ),

1Regarding to this point, we provide more explanations in
Supplementary Material A.2.1.

1( ) 

1( ) 
2( ) 

2( ) 

1( )h  2( )h 

(a) (b)

Figure 3. (b) exhibits a flatter landscape compared to (a), as
indicated by its smaller h(θ2). Nevertheless, SAM favors (a) due
to its lower local minimum L(θ1).

Lp(θ) and the angles between their gradients:

min
θ

(L(θ),Lp(θ), h(θ))

= min
θ

(L(θ),Lp(θ − µ∇L(θ))),
(9)

where µ is the scaling factor. In this way, the training loss
can converge to a flat region with a small loss value. More
details of gradient alignment are provided in Supplementary
Material A.2.2.

Then, we suggest an adaptive strategy to gradually adjust ρ
according to h(θ), i.e., ρ = min(ρmax,

ϕ
ln(h(θ)+1 ), aiming

to obtain optimal gradient direction for sharpness optimiza-
tion. By integrating above strategies, we get the design of
adaptive sharpness-aware gradient aligning (ASGA):

min
θ

(L(θ),Lp(θ), h(θ))

= min
θ

(L(θ),L(θ + (
ρ

∥∇L(θ)∥
− µ)∇L(θ))),

s.t. ρ = min(ρmax,
ϕ

ln(h(θ) + 1)
).

(10)

More details about the merits of our design are provided in
Supplementary Material A.3. Note that we do not need to
recalculate L(θ), which has been determined when calculat-
ing ∇L (θ), and thus ASGA has an equivalent computation
complexity to SAM.

2.3. Generalizable MPQ via Adaptive Sharpness-Aware
Gradient Aligning

Then, we add the optimization objective of our proposed
ASGA into the loss design of DMPQ as the regularization
of quantization generalization, i.e.,

min
θ

(L(θ), λLcomp(θ),Lp(θ), h(θ)) . (11)

Using Eq. (10), the above optimization objective becomes:

min
θ

(L(θ), λLcomp(θ), ϵL(θ + (
ρ

∥∇L(θ)∥
− µ)︸ ︷︷ ︸

the corresponding loss

∇L(θ))),

(12)
where ϵ denotes the hyper-parameters for weighting the
corresponding loss in the optimization process.
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In essence, the goal of our method is to seek a balance be-
tween prediction accuracy (via minimizing L(θ) and Lp(θ)),
model complexity (via minimizing Lcomp(θ)) and general-
ization capability (via minimizing h(θ)).

2.4. Theoretical Analysis

2.4.1. GENERALIZATION PERFORMANCE ANALYSIS

First, we theoretically analyze the impact of loss sharpness
on the upper bound of quantization generalization error.

Lemma 1. Suppose the training set contains m
elements drawn i.i.d. from the true distribution
and the average loss in MPQ search is L(θ) =
1
m

∑m
i=1 Li (θ, xi, yi) (Li(θ) for short), where (xi, yi)

is the input-target pair of i-th element. For the prior
distribution (independent of training) ζ, we have:

Eθ∼τExiLi(θ) ≤ Lp(θ) +R, (13)

with probability at least (1− a)

[
1− e

−
(

ρ√
2b

−
√
k
)2
]

,

where a ∈ (0, 1) denotes confidence level, and R =

4
√(

KL(τ∥ζ) + log 2m
a

)
/m. This shows that ASGA

effectively reduces the upper bound of the generaliza-
tion error during the MPQ process.

Proof. The detailed proof is provided in Supplementary
Material A.4 .

2.4.2. CONVERGENCE ANALYSIS

Then, we analyze the convergence property of ASGA-based
DMPQ under non-convex setting, as shown below.

Lemma 2. Under the condition of employing SGD
with a learning rate of γ = γ0√

T
≤ 1

β as the base
optimizer, we have:

T∑
t=1

E ∥∇L (θt)∥2 ≤ 2T∆

γ0Λ
+

Θ

2Λ
, (14)

where ∆ = E [L (θ1)− L (θ∗)] (θ∗ is the optimal
solution), Θ = ρ2β2(3βγ0 −

√
T ) + γ0βM and

Λ = 3
√
T − 2βγ0.

Proof. We follow two basic assumptions widely used in
convergence analysis of stochastic optimization (Jiang et al.,
2023). Assumption 1: Suppose there exists a constant
β > 0 such that for all θ, v ∈ Rd, 1

β |∇L(θ)−∇L(v)∥2 ≤
∥θ−v∥2 holds. Assumption 2: For any data batch B, there
exists a positive constant M such that the variance of the

gradient estimator ∇LB(θ)−∇L(θ) is bounded by M for
all θ ∈ Rd, i.e., E

[
∥∇LB(θ)−∇L(θ)∥22

]
≤ M.

From Assumption 1, with the definition of perturbed weight
(Eq. (8)), we can derive the following expression via Taylor
expansion:

L (θt+1)≤ L (θt)+∇L (θt)
⊤(θt+1−θt)+

β

2
∥θt+1−θt∥2

= L (θt)− γG +
γ2β

2
(H− ∥∇L(θt)∥2 + 2G),

(15)
where H = ∥∇LB(θp)−∇L(θt)||2 and G =
∇L(θt)

⊤∇LB(θp) for short, then we have:

L (θt+1) ≤ L (θt)−
γ2β

2
∥∇L (θt)∥2

+
γ2β

2
H− (1− γβ) γG.

(16)

According to the fact that 1
2∥a− b∥2 ≤ ∥a− c∥2+∥c− b∥2

and Assumption 2, by taking the expectation on both sides
of the inequality simultaneously, we have:

EL (θt+1) ≤ EL (θt)−
γ2β

2
E ||∇L(θt)||2

− (1− γβ) γEG + γ2β3ρ2 + γ2βM.

(17)

We set a cancellation term for the last term of the above
equation. By using the Cauchy-Schwaz inequality and reor-
ganizing the Eq. (17) we have:

EL (θt+1) ≤EL (θt) + (βγ2 − 3

2
γ) ||∇L(θt)||2

+
1

2
ρ2β2γ(3γβ − 1) + γ2βM.

(18)

By summing Eq. (18) over T iterations, we can obtain:

T∑
t=1

E ∥∇L (θt)∥2 ≤ 2TE (L (θ1)− L (θ∗))

(3
√
T − 2βγ0)γ0

+
ρ2β2(3βγ0 −

√
T ) + γ0βM

6
√
T − 4βγ0

.

(19)

From Eq. (19), we can infer that Eq. (14) holds, i.e., Lemma
2 is proven.

3. Experiments
3.1. Datasets and Implementation Details

Datasets. The proxy datasets Dtrain−proxy for MPQ search
include CIFAR10 (Krizhevsky et al., 2009), Flowers (Nils-
back & Zisserman, 2008), and Food (Bossard et al., 2014).
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For image classification, the target large dataset Dval for
model inference is ImageNet. For object detection, the
target dataset is VOC (Everingham et al., 2010).

We search for the MPQ policy using the training samples
of small proxy datasets. Afterwards, we quantize and fine-
tune the model with the searched policy on the target large
datasets, where the basic data augmentation methods are
adopted. The final performance of the model is then evalu-
ated on the ImageNet and VOC validation sets.

Models. We employ four representative network architec-
tures for experiments, including: (1) ResNet-18, 50 (He
et al., 2016), MobileNet-V2 (Sandler et al., 2018) for image
classification, and (2) ResNet-18 and VGG16 (Simonyan &
Zisserman, 2014) for object detection.

Parameters. For MobileNet-V2 and VGG16, the bitwidth
candidates of weights and activations are Bθ = Ba =
{2, 3, 4, 5, 6}. For ResNet, the candidate bitwidths are
Bθ = Ba = {2, 3, 4, 6}. Following the previous arts (Esser
et al., 2019; Wang et al., 2019), the first and last layers are
fixed to 8 bits.

For searching, we set the initial perturbation radius as ρ0 =
0.1, and finetune it in the ablation study. We finetune the
hyper-parameter λ in Eq. (3) according to prior works on
DMPQ (Cai & Vasconcelos, 2020; Wang et al., 2021), where
a higher λ value indicates a less computation complexity
policy to seek.

For finetuning (quantizing), we follow the basic
quantization-aware training settings in ALQ (Qu et al., 2020)
and EWGS (Lee et al., 2021).

More implementation details are provided in Supplementary
Material A.5.

3.2. Comparison with State-Of-The-Art

We compare our ASGA with the SOTA quantization meth-
ods on the classification task, including ALQ (Qu et al.,
2020), EWGS (Lee et al., 2021), HAWQ (Dong et al., 2019),
HAQ (Wang et al., 2019), DQ (Uhlich et al., 2019), HMQ
(Habi et al., 2020), GMPQ (Wang et al., 2021) and EdMIPS
(Cai & Vasconcelos, 2020) .

3.2.1. RESULTS ON IMAGENET

ResNet. The comparison results for ResNet-{18, 50} on
ImageNet are listed in Table 1. For ResNet18, under mixed
3-bits BOPs constraints, our ASGA consistently achieves
higher accuracy (in terms of both Top-1 and Top-5) than the
baseline methods, while it obtains about 1.5X policy search
speedup compared to EWGS, showing its advantage in re-
ducing search costs. Especially, ASGA finds the optimal
MPQ policy using only 8189 training samples, which may
be owing to the small data amounts of Flowers.

Table 1. Accuracy and efficiency results for ResNet and MobileNet-
V2. “Top-1/5” represents the Top-1/5 accuracy of quantized model.
W/A denotes the bitwidths of weights and activations. ”MP” means
mixed-precision quantization. ”Con-epoch” denotes the number of
epochs used for convergence. (·) + A denotes the baseline method
with ASGA.

Methods W/A con-epoch Top-1 Top-5
ResNet18

ALQ 3/3 115 65.6 87.0
A+A 3/3 92(23↓) 66.1(0.6↑) 87.1(0.1↑)

EWGS 3/3 123 53.85 77.9
E+A 3/3 98(25↓) 53.86(0.01↑) 78.12(0.22↑)

EdMIPS 3MP/3MP 110 66.4 86.1
E+A 3MP/3MP 75(35↓) 67.9(1.5↑) 87.7(1.6↑)

GMPQ 3MP/3MP 96 66.3 85.4
G+A 3MP/3MP 80(16↓) 66.4(0.1↑) 86.1(0.7↑)

SEAM* 3MP/3MP 96 65.1 -
S*+A 3MP/3MP 85(11↓) 65.8(0.7↑) -

ResNet50
HAWQ 4MP/4MP 98 74.6 -

H+A 4MP/4MP 92(6↓) 74.9(0.3↑) -
HAQ 4MP/8 125 72.6 91.4

HAQ+A 4MP/8 101(24↓) 73.5(0.9↑) 91.6(0.2↑)
EdMIPS 4MP/4MP 119 71.1 90.4

E+A 4MP/4MP 108(11↓) 71.9(0.8↑) 91.0(0.6↑)
GMPQ 4MP/4MP 104 71.0 90.1
G+A 4MP/4MP 82(22↓) 71.5(0.5↑) 90.9(0.8↑)

MobileNet-V2
DQ 4MP/4MP 94 65.1 -

D+A 4MP/4MP 87(7↓) 65.3(0.2↑) -
HMQ 4MP/4MP 102 68.9 -
H+A 4MP/4MP 90(12↓) 69.1(0.2↑) -

GMPQ 4MP/4MP 100 68.8 87.4
G+A 4MP/4MP 91(9↓) 69.1(0.3↑) 88.4(1.0↑)

* SEAM: reproduction of unpublished code based on (Tang et al., 2023)

For ResNet50, we can observe that ASGA achieves best
trade-off between prediction accuracy and search efficiency.
That is, ASGA acquires quite similar accuracy performance,
but using much less search time (e.g., than gradient-based
methods HAWQ and HAQ). These results again demonstrate
the effectiveness of our method in enhancing quantization
generalization.

MobileNet-V2. Table 1 also reports the results on
MobileNet-V2 under mixed 4-bits level. For mixed 4-bits
results on CIFAR10, it can be found that ASGA performs
better than all the compared SOTA mixed-precision meth-
ods (DQ, HMQ and GMPQ). More specifically, our ASGA
arises a 0.2% absolute gain on Top-1 accuracy over HMQ,
and 0.3% higher accuracy than GMPQ. For mixed 4-bits
searched on CIFAR10, ASGA obtains up to 1.13X searching
efficiency improvement over HMQ.

3.2.2. RESULTS ON VOC

VGG16. We adopt the SSD detection framework with
VGG16 backbone to evaluate ASGA in object detection
task. Table 2 reports the results of VGG16 without and
with ASGA over multiple baseline methods. For the the
accuracy-complexity trade-off, our ASGA performs power-
fully, achieving better accuracy results with less search cost
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ρ con-epoch Top-1
datasets ln(σMA) ln(σMA)-A Top-1 Top-5 - 69 90.62
CIFAR10 292.94/5.68 142.59/4.96 90.86% 99.62% 0.05 74 90.87
Flowers 502.7/6.23 239.85/5.84 87.32% 98.75% 0.1 68 90.52
Food 407.48/6.01 327.01/5.89 84.60% 0.2 69 90.23

adaptive 65 90.86
ρ con-epoch Top-1

Model ρ = 0.05 ρ = 0.10 ρ = 0.2 ρ_adap Top-1 - 81 91.65
resnet18 90.98 90.52 90.23 0.05 79 91.75

0.1 78 91.74
0.2 79 91.69

adaptive 76 91.75
Model ρ con-GH Top-1 Top-5 ρ con-epoch Top-1

69 90.62 99.58 - 81 85.99
0.05 74 90.87 99.66 0.05 74 86.01
0.1 68 90.52 99.53 0.1 75 85.66
0.2 69 90.23 99.59 0.2 72 85.78

adaptive 65 90.86 99.62 adaptive 70 86.12
81 91.65 99.85

0.05 79 91.75 99.89
0.1 78 91.74 99.91
0.2 79 91.69 99.9
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Figure 4. Comparison of Top-1 accuracy (– · –) and convergence epochs (– · –) of ResNet18, ResNet50, and MobileNet-V2 on CIFAR10
with different ρ. The result shows that adaptive ρ can significantly reduce the search cost without performance deterioration.

Table 2. The mAP (%) on VOC of VGG16 and ResNet18. W/A
denotes the bitwidths of weights and activations. ”MP” means
mixed-precision quantization. ”Con-epoch” represents the epochs
used by the method to achieve convergence. Param. means the
model storage cost, and (·) + A denotes the baseline method with
ASGA.

Methods W/A Param. con-epoch mAP
VGG16 with SSD

HAQ 4MP/8 47.6 87 69.4
H+A 4MP/8 46.2(1.4↓) 79(8↓) 69.4(-)

EdMIPS 4MP/4MP 39.4 94 67.7
E+A 4MP/4MP 39.1(0.3↓) 73(21↓) 67.8(0.1↑)

ResNet18 with Faster R-CNN
HAQ 3MP/3MP 22.3 82 69.0

HAQ+A 3MP/3MP 21.8(0.5↓) 76(5↓) 69.3(0.3↑)
HAWQ 3MP/3MP 26.3 85 66.4

H+A 3MP/3MP 25.9(0.4↓) 81(4↓) 66.6(0.2↑)

than SOTA methods on VOC. Moreover, directly using the
policy found by HAQ and EdMIPS on CIFAR10 to quantize
target model suffers from significant performance degrada-
tion on VOC. Since the mixed-precision models needs to be
pretrained on ImageNet, the search cost decrease on VOC
is more sizable than that on ImageNet.

ResNet. Table 2 also shows the results of ResNet18 with
Faster R-CNN in object detection task. After applying
ASGA, EdMIPS can achieve the same accuracy as before
with only 77% of the search cost, which significantly im-
proves the search efficiency.

3.3. Ablation Study

3.3.1. EFFECTIVENESS OF ρ

In fact, sharpness-awareness method is sensitive to the per-
turbation radius ρ. Especially, an excessively large ρ would
incur a sharp decline in generalization performance, while
an excessively small one may cause the model to learn the
noise or high-frequency details in the images instead of
generalized features. Figure 4 shows the comparison of
MPQ policy search accuracy and the convergence epochs
of ResNet18, ResNet50, and MobileNet-V2 with different
fixed and adaptive ρ on CIFAR10, respectively. We observe
that adaptivity ρ achieves faster convergence compared to a
fixed ρ without accuracy degradation.

Table 3. Comparison of MPQ policies search results for ResNet18
on different datasets. σMA and σMA-A represent the average
σmax for the baselines without/with ASGA, respectively.

Datasets σMA σMA-A Top-1 Top-5
CIFAR10 13.5 11.4 (2.1↓) 90.86 99.62
Flowers 48.4 44.4 (4.0↓) 87.32 98.75

Food 25.8 23.1 (2.7↓) 84.60 -

3.3.2. EFFECTIVENESS OF PROXY DATASETS

There is no relevant literature to study the effect of proxy
subsets. The searched results of our method on different
small-scale proxy datasets, including CIFAR10, Flowers
and Food, are shown in Table 3, where for the baseline,
we set ρ0 = 0.1 for calculating sharpness. Compared to
the baseline without sharpness regularization, the one with
ASGA achieves flatter loss landscape across all datasets,
and gets the best accuracy on CIFAR10. As shown in Figure
6, using CIFAR10 as proxy dataset, we can find more well-
performing MPQ policies than other datasets. This may be
because the categories of CIFAR10 are more similar to those
of target ImageNet compared to other datasets. In this sense,
a proxy dataset with more class-level similarity to target
dataset could be considered to improve the performance
better. Figure 5 shows the weight and activation bitwidth
assignment for ResNet18, ResNet50 and MobileNet-V2.

3.3.3. EFFECTIVENESS OF TARGET DATASET’S SUBSET

We randomly select 60K images from target dataset Ima-
geNet (i.e., 0.45% of target ImageNet training data) to form
a subset, whose size is similar to that of CIFAR10. We
use them to search for a 3MP policy for ResNet18, and the
results are shown in Table 4. From this table, we obtain
following observations: (1) the subset of ImageNet without
proposed ASGA suffers about 1.6% performance degrada-
tion compared to CIFAR10 with ASGA. This demonstrates
that the data distribution in the subset is still different from
the full set, which necessitates the adoption of our ASGA.
(2) For both subset and CIFAR10, the use of our ASGA
leads to obvious accuracy improvement over the baseline.
These results again validate the effectiveness of our ASGA
method.
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ResNet18 Weight Bit Activation Bit ResNet50 Weight Bit Activation Bit MobileNet-V2 Weight Bit Activation Bit
1 4 3 1 3 4 1 6 5
2 3 3 2 4 4 2 5 4
3 3 3 3 4 4 3 5 3
4 4 5 4 3 5 4 3 3
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11 6 5 11 4 3 11 6 6
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Figure 6. (a) Comparison of σmax variations for ResNet18 on three
datasets. (b) The heatmap of partial loss landscape of ResNet18 on
CIFAR10. White denotes a lower perturbed loss and blue denotes
a higher one. (c) Comparison of Top-1 accuracy on ImageNet
for MPQ policy searched on three proxy datasets. The MPQ on
CIFAR10 obtains the lowest σmax and highest Top-1 on ImageNet.

4. Related Work
Mixed-Precision Quantization. Unlike FPQ (Zhou et al.,
2016) assigning uniform bitwidth for all layers, MPQ aims
to allocate different bitwidths to different layers (Elthakeb
et al., 2020). The key challenge to realize this is how to find
the optimal bitwidth for each layer from the exponential
discrete bitwidth space. A series of intelligent methods
have been developed for solving the above issue, e.g., HAQ
(Wang et al., 2019), SPOS (Guo et al., 2020), and EdMIPS
(Cai & Vasconcelos, 2020). Especially, DNAS (Wu et al.,
2018) and BP-NAS (Yu et al., 2020) formulate the MPQ
process as a Neural Architecture Search (NAS) problem to
search for optimal MPQ policy. Also, there exist several
once quantization-aware methods, e.g., HAWQ (Dong et al.,
2019) (Yao et al., 2021) and MPQCO (Chen et al., 2021),
which exploit the second-order quantization information
to learn optimal bitwidths. Recently, GMPQ (Wang et al.,
2021) proposes to seek optimal policy by using attribution

Table 4. Results of the ablation study on the subset of ImageNet.
Subset refers to the subset extracted from ImageNet. ”Top-1/5”
represents Top1/5 accuracy respectively. ✓ and ✗ represent the
baseline method (EdMIPS) with/without ASGA, respectively.

Datasets ASGA Top-1 Top-5
Subset ✗ 66.3 85.6
Subset ✓ 67.3 (1.0↑) 86.9 (1.3↑)

CIFAR10 ✗ 66.4 86.1
CIFAR10 ✓ 67.9 (1.5↑) 87.7(1.6↑)

rank consistency, and SEAM (Tang et al., 2023) introduces
the class margin regularization to enhance MPQ search
capability. However, both of them suffer from intricate
calculation of feature maps, increasing search costs.

Sharpness and Generalization. Recent studies (Keskar
et al., 2016; Cha et al., 2021; 2022) have revealed direct
relationship between sharpness and generalization capability
of DNNs. Keskar et al. (Keskar et al., 2016) make the first
attempt to offer a sharpness measure and demonstrate its
correlation with the generalization ability. Dinh et al. (Dinh
et al., 2017) further argue that the sharpness measure bears a
relation with the spectrum of the Hessian. SWAD (Cha et al.,
2021) provides a theoretical insight that a flatter minimum
can lead to smaller generalization gap under some out-of-
distribution conditions. Then, SAM (Foret et al., 2020) aims
to identify parameter regions that exhibit relative “flatness”
in the vicinity of the low loss landscape, leading to a set
of SAM improvements, e.g., ASAM (Kwon et al., 2021),
Fisher SAM (Kim et al., 2022), and GSAM (Zhuang et al.).
Several studies (Dung et al., 2024) have utilized sharpness
to enhance data generalization for quantization. However,
no existing works attempt to apply the concept of sharpness
for realizing generalization of MPQ.

5. Conclusion
In this work, we propose ASGA-based DMPQ to search
for transferable quantization policy with small amount of
data. To bridge the generalization gap, we not only center
around enhancing the accuracy on small dataset, but also
minimizing the sharpness measure of the loss landscape in
MPQ search. We consider this as a loss-sharpness infor-
mation exploitation on small proxy dataset, which shows a
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dataset-independent attribute. Then, we design an adaptive
sharpness-aware gradient aligning (ASGA) method and in-
troduce it into differentiable MPQ search paradigm, aiming
to acquire transferable MPQ policy from small dataset to
target large dataset. The theoretical analysis and experimen-
tal results validate our idea, and we use only small dataset
with 0.5% the size of large one to search for quantization
policy, achieving equivalent accuracy on large datasets with
speeding up the search efficiency by up to 150%.

Acknowledgements
This work is supported in part by the National Natural Sci-
ence Foundation of China under Grant 62472079 and the
Fundamental Research Funds for the Central Universities
(No.N2417003).

Impact Statement
Mixed Precision Quantization (MPQ) becomes a promising
technique for compressing deep model, but suffers from
high search burden. This paper solves this issue via intro-
ducing a generalizable quantization paradigm, motivated
by learning from loss landscape. Our approach provides
fresh insights for advancing MPQ. This work has no ethical
aspects as well as negative social consequences.

References
Bossard, L., Guillaumin, M., and Van Gool, L. Food-101–

mining discriminative components with random forests.
In Computer vision–ECCV 2014: 13th European con-
ference, zurich, Switzerland, September 6-12, 2014, pro-
ceedings, part VI 13, pp. 446–461. Springer, 2014.

Cai, Z. and Vasconcelos, N. Rethinking differentiable search
for mixed-precision neural networks. In Proceedings
of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 2349–2358, 2020.

Cha, J., Chun, S., Lee, K., Cho, H.-C., Park, S., Lee, Y.,
and Park, S. Swad: Domain generalization by seeking
flat minima. Advances in Neural Information Processing
Systems, 34:22405–22418, 2021.

Cha, J., Lee, K., Park, S., and Chun, S. Domain gener-
alization by mutual-information regularization with pre-
trained models. In European conference on computer
vision, pp. 440–457. Springer, 2022.

Chen, W., Wang, P., and Cheng, J. Towards mixed-precision
quantization of neural networks via constrained optimiza-
tion. In Proceedings of the IEEE/CVF International Con-
ference on Computer Vision, pp. 5350–5359, 2021.

Choi, J., Wang, Z., Venkataramani, S., Chuang, P. I.-J., Srini-
vasan, V., and Gopalakrishnan, K. Pact: Parameterized
clipping activation for quantized neural networks. arXiv
preprint arXiv:1805.06085, 2018.

Deng, J., Dong, W., Socher, R., Li, L.-J., Li, K., and Fei-Fei,
L. Imagenet: A large-scale hierarchical image database.
In 2009 IEEE conference on computer vision and pattern
recognition, pp. 248–255. Ieee, 2009.

Deng, L., Li, G., Han, S., Shi, L., and Xie, Y. Model com-
pression and hardware acceleration for neural networks:
A comprehensive survey. Proceedings of the IEEE, 108
(4):485–532, 2020.

Dinh, L., Pascanu, R., Bengio, S., and Bengio, Y. Sharp min-
ima can generalize for deep nets. In International Con-
ference on Machine Learning, pp. 1019–1028. PMLR,
2017.

Dong, Z., Yao, Z., Gholami, A., Mahoney, M. W., and
Keutzer, K. Hawq: Hessian aware quantization of neural
networks with mixed-precision. In Proceedings of the
IEEE/CVF international conference on computer vision,
pp. 293–302, 2019.

Dung, H. A., Pham, C., Le, T., Cai, J., and Do, T.-T.
Sharpness-aware data generation for zero-shot quantiza-
tion. In Forty-first International Conference on Machine
Learning, 2024. URL https://openreview.net/
forum?id=8mKXMnhnFW.

Elthakeb, A. T., Pilligundla, P., Mireshghallah, F., Yazdan-
bakhsh, A., and Esmaeilzadeh, H. Releq: A reinforce-
ment learning approach for automatic deep quantization
of neural networks. IEEE micro, 40(5):37–45, 2020.

Esser, S. K., McKinstry, J. L., Bablani, D., Appuswamy, R.,
and Modha, D. S. Learned step size quantization. arXiv
preprint arXiv:1902.08153, 2019.

Everingham, M., Van Gool, L., Williams, C. K., Winn, J.,
and Zisserman, A. The pascal visual object classes (voc)
challenge. International journal of computer vision, 88:
303–338, 2010.

Foret, P., Kleiner, A., Mobahi, H., and Neyshabur, B.
Sharpness-aware minimization for efficiently improving
generalization. arXiv preprint arXiv:2010.01412, 2020.

Guo, Z., Zhang, X., Mu, H., Heng, W., Liu, Z., Wei, Y., and
Sun, J. Single path one-shot neural architecture search
with uniform sampling. In Computer Vision–ECCV 2020:
16th European Conference, Glasgow, UK, August 23–28,
2020, Proceedings, Part XVI 16, pp. 544–560. Springer,
2020.

9

https://openreview.net/forum?id=8mKXMnhnFW
https://openreview.net/forum?id=8mKXMnhnFW


Learning from Loss Landscape: Generalizable Mixed-Precision Quantization via Adaptive Sharpness-Aware Gradient Aligning

Habi, H. V., Jennings, R. H., and Netzer, A. Hmq: Hardware
friendly mixed precision quantization block for cnns. In
Computer Vision–ECCV 2020: 16th European Confer-
ence, Glasgow, UK, August 23–28, 2020, Proceedings,
Part XXVI 16, pp. 448–463. Springer, 2020.

He, K., Zhang, X., Ren, S., and Sun, J. Deep residual learn-
ing for image recognition. In Proceedings of the IEEE
conference on computer vision and pattern recognition,
pp. 770–778, 2016.

Jiang, W., Yang, H., Zhang, Y., and Kwok, J. An adaptive
policy to employ sharpness-aware minimization. arXiv
preprint arXiv:2304.14647, 2023.

Keskar, N. S., Mudigere, D., Nocedal, J., Smelyanskiy,
M., and Tang, P. T. P. On large-batch training for deep
learning: Generalization gap and sharp minima. arXiv
preprint arXiv:1609.04836, 2016.

Kim, M., Li, D., Hu, S. X., and Hospedales, T. Fisher sam:
Information geometry and sharpness aware minimisation.
In International Conference on Machine Learning, pp.
11148–11161. PMLR, 2022.

Krizhevsky, A., Hinton, G., et al. Learning multiple layers
of features from tiny images. 2009.

Kwon, J., Kim, J., Park, H., and Choi, I. K. Asam: Adaptive
sharpness-aware minimization for scale-invariant learn-
ing of deep neural networks. In International Conference
on Machine Learning, pp. 5905–5914. PMLR, 2021.

Lee, J., Kim, D., and Ham, B. Network quantization with
element-wise gradient scaling. In Proceedings of the
IEEE/CVF conference on computer vision and pattern
Adamon, pp. 6448–6457, 2021.

Ma, L., Zhou, Y., Ma, J., Yu, G., and Li, Q. One-step
forward and backtrack: overcoming zig-zagging in loss-
aware quantization training. In Proceedings of the AAAI
Conference on Artificial Intelligence, volume 38, pp.
14246–14254, 2024.

McAllester, D. Simplified pac-bayesian margin bounds.
In Learning Theory and Kernel Machines: 16th Annual
Conference on Learning Theory and 7th Kernel Workshop,
COLT/Kernel 2003, Washington, DC, USA, August 24-27,
2003. Proceedings, pp. 203–215. Springer, 2003.

Nilsback, M.-E. and Zisserman, A. Automated flower clas-
sification over a large number of classes. In 2008 Sixth
Indian conference on computer vision, graphics & image
processing, pp. 722–729. IEEE, 2008.

Qu, Z., Zhou, Z., Cheng, Y., and Thiele, L. Adaptive loss-
aware quantization for multi-bit networks. In Proceedings
of the IEEE/CVF Conference on Computer Vision and
Pattern Recognition, pp. 7988–7997, 2020.

Sandler, M., Howard, A., Zhu, M., Zhmoginov, A., and
Chen, L.-C. Mobilenetv2: Inverted residuals and linear
bottlenecks. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 4510–4520,
2018.

Shuvo, M. M. H., Islam, S. K., Cheng, J., and Morshed,
B. I. Efficient acceleration of deep learning inference on
resource-constrained edge devices: A review. Proceed-
ings of the IEEE, 111(1):42–91, 2022.

Simonyan, K. and Zisserman, A. Very deep convolu-
tional networks for large-scale image recognition. arXiv
preprint arXiv:1409.1556, 2014.

Sutskever, I., Martens, J., Dahl, G., and Hinton, G. On the
importance of initialization and momentum in deep learn-
ing. In International conference on machine learning, pp.
1139–1147. PMLR, 2013.

Tang, C., Ouyang, K., Chai, Z., Bai, Y., Meng, Y., Wang,
Z., and Zhu, W. Seam: Searching transferable mixed-
precision quantization policy through large margin regu-
larization. In Proceedings of the 31st ACM International
Conference on Multimedia, pp. 7971–7980, 2023.

Uhlich, S., Mauch, L., Yoshiyama, K., Cardinaux, F., Garcia,
J. A., Tiedemann, S., Kemp, T., and Nakamura, A. Dif-
ferentiable quantization of deep neural networks. arXiv
preprint arXiv:1905.11452, 2(8), 2019.

Wang, K., Liu, Z., Lin, Y., Lin, J., and Han, S. Haq:
Hardware-aware automated quantization with mixed pre-
cision. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition (CVPR), June
2019.

Wang, P., Zhang, Z., Lei, Z., and Zhang, L. Sharpness-
aware gradient matching for domain generalization. In
Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pp. 3769–3778, 2023.

Wang, Z., Xiao, H., Lu, J., and Zhou, J. Generalizable
mixed-precision quantization via attribution rank preser-
vation. In Proceedings of the IEEE/CVF International
Conference on Computer Vision, pp. 5291–5300, 2021.

Wu, B., Wang, Y., Zhang, P., Tian, Y., Vajda, P., and Keutzer,
K. Mixed precision quantization of convnets via dif-
ferentiable neural architecture search. arXiv preprint
arXiv:1812.00090, 2018.

Yao, Z., Dong, Z., Zheng, Z., Gholami, A., Yu, J., Tan,
E., Wang, L., Huang, Q., Wang, Y., Mahoney, M., et al.
Hawq-v3: Dyadic neural network quantization. In Inter-
national Conference on Machine Learning, pp. 11875–
11886. PMLR, 2021.

10



Learning from Loss Landscape: Generalizable Mixed-Precision Quantization via Adaptive Sharpness-Aware Gradient Aligning

Yu, H., Han, Q., Li, J., Shi, J., Cheng, G., and Fan, B.
Search what you want: Barrier panelty nas for mixed
precision quantization. In Computer Vision–ECCV 2020:
16th European Conference, Glasgow, UK, August 23–28,
2020, Proceedings, Part IX 16, pp. 1–16. Springer, 2020.

Zhao, X., Xu, R., Gao, Y., Verma, V., Stan, M. R., and Guo,
X. Edge-mpq: Layer-wise mixed-precision quantization
with tightly integrated versatile inference units for edge
computing. IEEE Transactions on Computers, 2024.

Zhou, S., Wu, Y., Ni, Z., Zhou, X., Wen, H., and Zou, Y.
Dorefa-net: Training low bitwidth convolutional neural
networks with low bitwidth gradients. arXiv preprint
arXiv:1606.06160, 2016.

Zhuang, J., Gong, B., Yuan, L., Cui, Y., Adam, H., Dvornek,
N. C., s Duncan, J., Liu, T., et al. Surrogate gap minimiza-
tion improves sharpness-aware training. In International
Conference on Learning Representations.

11



Learning from Loss Landscape: Generalizable Mixed-Precision Quantization via Adaptive Sharpness-Aware Gradient Aligning

Overview of the Supplementary Material
The main contents of this Supplementary Material are as follows:

• Section A.1 Differences between Our Method and Conventional MPQ Methods

• Section A.2 Details of Adaptive Sharpness-Aware Gradient Aligning.

– Section A.2.1 Details of the directional consistency among ∇h(θ), ∇L(θ), and ∇Lp(θ).
– Section A.2.2 Details of Gradient Alignment.

• Section A.3 Details of adaptive strategy of controlling ρ.

• Section A.4 Proof of Lamma 1.

• Section A.5 Datasets and Implementation Details.

A. Supplementary Material
A.1. Differences between Our Method and Conventional MPQ Methods

Figure 7 demonstrates the difference between our proposed method and conventional MPQ mehohds. More specifically, our
proposed ASGA-based GMPQ method (termed as GMPQ-ASGA) aims to learn transferable MPQ policy via loss sharpness
optimization for efficient inference. Unlike existing methods that require the dataset consistency between quantization policy
search and model deployment, our approach enables the acquired MPQ policy to be generalizable from proxy datasets to
target large-scale datasets. The MPQ policy found on small-scale datasets achieves promising performance on challenging
large-scale datasets, so that the MPQ search burden is largely alleviated.

ImageNet

CIFAR10

Conventional MPQ

ImageNet

Search Finetune

GMPQ-ASGA

Finetune

VOC

ImageNet

1Bit 1Bit 1Bit 1Bit

3Bit 3Bit 3Bit

2Bit 2Bit 2Bit 2Bit

2Bit 2Bit 2Bit 2Bit

1Bit 1Bit 1Bit

3Bit 3Bit 3Bit 3Bit

Generalizable

Search

layer i-1

layer i

layer i+1

layer i-1

layer i

layer i+1

Figure 7. Conventional methods require the consistency of datasets for bitwidth search and model deployment, while our GMPQ-ASGA
searches the optimal quantization policy on small datasets and generalizes it to large-scale datasets.

A.2. Details of Adaptive Sharpness-Aware Gradient Aligning

A.2.1. DETAILS OF THE DIRECTIONAL CONSISTENCY AMONG ∇h(θ), ∇L(θ), AND ∇Lp(θ)

In Section 2.2, we know that:
∇h(θ) = ∇Lp(θ)−∇L(θ). (20)

According to Eq. (20), when the directions of ∇L(θ) and ∇Lp(θ) are the same, there exists a scalar η such that:

∇h(θ) = ∇Lp(θ)−∇L(θ) = η∇L(θ)−∇L(θ) = (η − 1)∇L(θ). (21)

When η > 1, the direction of ∇h(θ) is exactly the same as that of ∇L(θ), and its length is expanded by (η − 1). When
0 < η < 1, ∇h(θ) and ∇L(θ) are still in the same direction, but the length of ∇h(θ) is reduced. This means that, regardless
of the value of η, ∇h(θ) always maintains the same direction as ∇L(θ). Therefore, we need to align the gradients of L(θ)
and Lp(θ) so that h(θ) can be effectively optimized under the above-mentioned circumstances.

12
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A.2.2. DETAILS OF GRADIENT ALIGNMENT

In this section, we present the detailed design of the gradient alignment in ASGA. Following the work (Wang et al., 2023),
we perform Taylor expansion of Lp(θ) on Eq. (9) and obtain:

min
θ

(Lp(θ − µ∇L(θ)))

=min
θ

(Lp(θ)− µ∇Lp(θ) · ∇L(θ) + o(µ∇L(θ)))

≈min
θ

(Lp(θ)− µ∇Lp(θ) · ∇L(θ)),

(22)

where o(µ∇L(θ)) represents a higher-order infinitesimal term that becomes negligible as µ approaches 0. Intuitively, we
can see that minimizing Eq. (22) is actually equivalent to minimizing Lp(θ) while maximizing the inner product of ∇Lp(θ)
and ∇L(θ).

More specifically, minimizing Lp(θ) is conductive to searching for a sufficiently low minimum, and minimizing the inner
product can ensure that the loss landscape near the minimum is sufficiently flat. If the gradient direction of ∇Lp(θ) is
substantially similar to that of ∇L(θ), their inner product will be greater than 0, and achieves the maximum value when the
directions are completely aligned.

As stated above, we can clearly see that the gradient direction of h(θ) is influenced by both ∇L(θ) and ∇Lp(θ). If ∇L(θ)
and ∇Lp(θ) deviate significantly, severe gradient conflict will prevent the simultaneous optimization of all the three loss
objectives. Conversely, when ∇L(θ) and ∇Lp(θ) are aligned, the three will be optimized efficiently and consistently. In
this sense, aligning ∇L(θ) and ∇Lp(θ) facilitates the achievement of the optimization objectives in the given formula.

A.3. Details of adaptive strategy of controlling ρ

According to Section 2.2, we know that ρ should be gradually increased to effectively continue optimizing the sharpness of
the model. Therefore, the value of ρ should meet the following requirements:

• It must always be greater than 0;

• There must be an upper limit ρmax;

• It should adaptively increase as the h(θ)’s increase rate decreases.

Based on the aforementioned considerations, we formulate an adaptive strategy to adjust the value of h(θ) according to the
status of sharpness of the loss landscape, which is defined as

ρ = min(ρmax,
ϕ

ln(h(θ) + 1)
). (23)

Our design has the following merits:

(1) The characteristics of the logarithmic function in Eq. (23) ensure that when h(θ) > 0 (which is also the case in reality),
ρ is greater than 0.

(2) The term ρmax in Eq. (23) ensures that ρ will not increase indefinitely, thus preventing instability issues in the
optimization process.

(3) In the early stages of policy search, the value of h(θ) is relatively large, while the value of ϕ
ln(h(θ)+1) is small. As the loss

landscape becomes increasingly flatter, the value of h(θ) is gradually decreasing, and ϕ
ln(h(θ)+1) is increasing accordingly.

This dynamic characteristic allows the value of ρ to be adaptively adjusted according to the changes in h(θ), avoiding the
issue of a fixed ρ being unable to sensitively capture changes when h(θ) is small.

Moreover, the scaling factor ϕ in Eq. (23) is able to freely adjust the value range of ρ to adapt to different tasks, as shown in
Figure 8, which illustrates the curves of ρ varying with h(θ) under different combinations of ρmax and ϕ.
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Figure 8. The curves of ρ varying with h(θ) under different combinations of ρmax and ϕ.

A.4. Proof of Lamma 1.

Lemma 1. Suppose the training set contains m elements drawn i.i.d. from the true distribution and the average loss in MPQ
search is L(θ) = 1

m

∑m
i=1 Li (θ, xi, yi) (Li(θ) for short), where (xi, yi) is the input-target pair of i-th element. Suppose θ

is drawn from posterior distribution τ . For the prior distribution (independent of training) ζ, we have:

Eθ∼τExiLi(θ) ≤ Lp(θ) +R, (24)

with probability at least (1 − a)

[
1− e

−
(

ρ√
2b

−
√
k
)2
]

, where a ∈ (0, 1) denotes confidence level, and R =

4
√(

KL(τ∥ζ) + log 2m
a

)
/m. This shows that ASGA effectively reduces the upper bound of the generalization error

during the MPQ process.

Proof. According to the PAC-Bayeian theory (McAllester, 2003), we can employ Probably Approximately Correct (PAC)
inequalities to establish the generalization bounds for various machine learning models. Here, the generalization bound
reefers to the upper limit on the divergence between the model’s empirical loss (estimated from training data) and the
population loss (which is the loss incurred on the true, underlying data distribution). The optimization of these bounds
fosters the emergence of self-certified learning algorithms. According to the Bayesian theory, for a well-trained quantized
model derived from the optimal MPQ policy, the upper bound of its expected loss at convergence can be expressed as:

Eθ∼τExi
Li(θ) ≤ Eθ∼τL(θ) +R. (25)

Here, L(θ) can be considered as a local minimum at this point, and then Lp(θ) , which is defined in Eq. (6), is always
greater than L(θ). As a result, the following inequality holds:

Eθ∼τExi
Li(θ) ≤ h(θ) + L(θ) +R, (26)

with a probability of (1 − a)

[
1− e

−
(

ρ√
2b

−
√
k
)2
]

less than (1 − a), which implies that minimizing h(θ) is expected to

achieve a tighter upper bound of the generalization performance. Therefore, Lemma 1 is proven. Moreover, R in Eq. 26
is typically hard to analyze and often simplified to L2 regularization. Note that Lp(θ) = h(θ) + L(θ) only holds when ρ
equals ρture (the ground truth value determined by underlying data distribution); when ρ ̸= ρture, min(Lp(θ), h(θ)) is
more effective than minLp(θ) in terms of minimizing generalization loss.

A.5. Datasets and Implementation Details

Details of datasets. CIFAR10 consists of 60K images of 32 X 32, divided into 10 categories. Flowers has 102 categories
and each category involves 40 to 258 images. Food contains 32135 high-resolution physical images from 6 restaurants. For
image classification, the target large dataset Dval for model inference is ImageNet (Deng et al., 2009) with 1000 categories,
containing 1.28M training samples and 50K validation samples. For object detection, the target dataset is VOC (Everingham
et al., 2010) with 20 categories, containing about 1.6K training samples and 5K validation samples.
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Details of models. We employ four representative network architectures for experiments, including: (1) ResNet-18, 50 (He
et al., 2016), MobileNet-V2 (Sandler et al., 2018) for image classification, and (2) ResNet-18 and VGG16 (Simonyan &
Zisserman, 2014) for object detection.

Details of parameters. For policy searching, we adopt the SGD as base optimizer, and the initial learning rate is set to 0.01
for 90 epochs. Empirically, we find the sharpness of loss landscapes is not sensitive to the hyper-parameter and thus set ϵ
= 0.1 for all proxy datasets. We use the full-precision model (trained on Dtrain) as the initialization and adopt the SDG
optimizer with Nesterov momentum (Sutskever et al., 2013) and the initial learning rate is set to 0.04. We use the cosine
learning rate scheduler and finetune the model until convergence and the first 5 finetune-epochs are used as warm-up.

The key notations and experimental parameters used in this paper are listed in Table 5 and Table 6, respectively.

Table 5. Key notations in this paper.

Notation Description
L the loss value of the model
Lp the perturbation loss value of the model
Lval the task loss on the validation dataset
Ltrain the task loss on the train dataset
Lcomp the complexity loss

θ the weights set of quantized network
θ∗ the optimal weights set of quantized network

Dtrain−proxy the proxy dataset in MPQ search stage
Dval the dataset containing all validation data in model inference stage
Dtrain the dataset containing all training data in model inference stage
Q the quantization policy
Ω the resource-constrained conditions
δ the perturbations to model weights
ρ the perturbations radius
ϕ the scaling factor to control ρ
h the surrogate gap

σmax the upper limit of the value of ρ
µ the scaling factor to control the ascent step
ϵ the scaling factor for weighting the corresponding loss in the optimization process
τ the posterior distribution of θ under the optimal MPQ policy
ζ the prior distribution of θ
a the confidence level
Bθ the predefined bitwidth candidate sets for weights
Ba the predefined bitwidth candidate sets for activations

Table 6. Key experimental parameters in the paper.

Parameter Scope of application Setting
epochs for searching all 90

base optimizer all SGD

learning rate searching stage 0.01
inference stage 0.04

ϵ all 0.1
ρ0 all 0.1

Bθ MobileNet-V2, VGG16 {2, 3, 4, 5, 6}
ResNet18, ResNet50 {2, 3, 4, 6}

Ba MobileNet-V2, VGG16 {2, 3, 4, 5, 6}
ResNet18, ResNet50 {2, 3, 4, 6}
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