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Abstract

The current mainstream and state-of-the-art anomaly detection (AD) methods are
substantially established on pretrained feature networks yielded by ImageNet pre-
training. However, regardless of supervised or self-supervised pretraining, the
pretraining process on ImageNet does not match the goal of anomaly detection
(i.e., pretraining in natural images doesn’t aim to distinguish between normal and
abnormal). Moreover, natural images and industrial image data in AD scenarios
typically have the distribution shift. The two issues can cause ImageNet-pretrained
features to be suboptimal for AD tasks. To further promote the development of
the AD field, pretrained representations specially for AD tasks are eager and very
valuable. To this end, we propose a novel AD representation learning framework
specially designed for learning robust and discriminative pretrained representa-
tions for industrial anomaly detection. Specifically, closely surrounding the goal
of anomaly detection (i.e., focus on discrepancies between normals and anoma-
lies), we propose angle- and norm-oriented contrastive losses to maximize the
angle size and norm difference between normal and abnormal features simulta-
neously. To avoid the distribution shift from natural images to AD images, our
pretraining is performed on a large-scale AD dataset, RealIAD. To further alle-
viate the potential shift between pretraining data and downstream AD datasets,
we learn the pretrained AD representations based on the class-generalizable repre-
sentation, residual features. For evaluation, based on five embedding-based AD
methods, we simply replace their original features with our pretrained represen-
tations. Extensive experiments on five AD datasets and five backbones consis-
tently show the superiority of our pretrained features. The code is available at
https://github.com/xcyao00/ADPretrain.

1 Introduction
In recent years, the anomaly detection (AD) field has undergone rapid evolution. Researchers
have proposed various deep AD methods, including reconstruction-based [5, 51, 50, 48, 16], feature-
distance-based [8, 30, 33, 13], one-class-classification-based (OCC) [36, 24, 49, 23], distillation-based
[3, 37, 9, 53], and generative-model-based AD methods [12, 20, 14, 52, 10], etc. Although different
taxonomies of methods have their distinctive insights and collaboratively address the challenging
issues in anomaly detection from various perspectives, the essence of well-performed AD methods
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Figure 1: (a) Conceptual illustration of anomaly representation pretraining. (b) Performance compari-
son on MVTecAD (left) and VisA (right). “w/o” and “w/” refer to without and with our pretrained
features. Under multiple AD methods and backbones, our pretrained features are consistently superior
to the original features (dashed lines are overall on top of solid lines).

can still be attributed to the representation ability of features, i.e., if normal and abnormal features are
highly discriminative (e.g., linearly separable), anomalies can be easily detected out as outliers.

Due to the scarcity and uncertainty of anomalies, the main paradigm in AD is unsupervised (with
only normal samples for training). This paradigm makes it hard to learn highly discriminative
representations for two reasons: (1) With only normal samples, classical AD methods resort to
self-supervised proxy tasks (e.g., auto-encoding reconstruction) to learn normal representations,
assuming that models would fail in abnormal image regions. However, only learning normal samples
may easily lead to the phenomenon of “pattern collapse” [50, 36], where both normal and abnormal
features are similar. E.g., anomalies may be well reconstructed in reconstruction-based methods. (2)
The scale of conventional AD datasets is usually not too large, relying on limited normal training
data for representation learning would also restrict the quality of learned representations.

To overcome the weaknesses of self-supervised representation learning from scratch, previous works
[1, 8, 33] (starting with [1]) have confirmed that utilizing pretrained features yielded by ImageNet
pretraining can significantly improve AD performance compared to features learned from scratch
on the AD datasets. Afterward, mainstream and state-of-the-art AD methods are almost based on
ImageNet-pretrained2 feature networks. However, ImageNet-pretrained features are still suboptimal
for AD tasks for two reasons: (1) The conventional pretraining ways (e.g., image classification,
image contrastive learning, masked image modeling) don’t meet the goal of anomaly detection, as
there is no concept of normal and abnormal during the ImageNet pretraining process. (2) Natural
images in ImageNet and image data in AD scenarios typically have the remarkable distribution shift,
without further adaptation, the performance of pretrained features on AD data may be constrained
[39]. Therefore, to further advance the development of anomaly detection, it’s necessary to construct
and learn pretrained representations specially for anomaly detection tasks.

In this paper, we explore the problem of anomaly representation pretraining, where the objective is to
learn pretrained AD representations that are better than ImageNet-pretrained features when applied to
downstream AD methods (see Fig.1). Like conventional pretraining works, we expect that anomaly
representation pretraining would be performed on a large-scale AD dataset. Luckily, the proposal
of the RealIAD dataset [44] provides us with such a prerequisite. RealIAD has a large enough data
scale, containing a total of 151050 images, of which 99721 images are normal and 51329 images are
abnormal. Based on RealIAD, we propose a novel AD representation learning framework specially
designed for learning robust and discriminative pretrained representations for industrial anomaly
detection. By pretraining on RealIAD, we can avoid the distribution shift from natural images to
industrial AD images. As the main characteristic of AD tasks is to focus on the discrepancies between
normals and anomalies, contrastive learning should be the most suitable pretraining paradigm. For
better representation learning, we propose angle- and norm-oriented contrastive losses to maximize
the angle size and norm difference between normal and abnormal features simultaneously. As from
the feature similarity perspective, differences between two features are reflected in angle and norm.
Further considering the potential distribution shift caused by different product categories between
RealIAD and downstream AD datasets, we learn the pretrained AD representations based on the

2The “ImageNet-pretrained” is to refer to feature networks pretrained on all sorts of large-scale datasets (not
just ImageNet). As ImageNet is the most well-known pretraining dataset, we still use “ImageNet-pretrained”.
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generalizable representation in anomaly detection, residual features [46]. We find that when used
as pretrained AD representations, residual features are better than vanilla features extracted by the
feature network. Our contributions are as follows:

1. To the best of our knowledge, this is the first study dedicated to anomaly representation pretraining.
We construct an AD representation learning framework, which can learn robust and discriminative
pretrained features specially for anomaly detection tasks.

2. To fully optimize the discrepancies between normal and abnormal features, we propose angle- and
norm-oriented contrastive losses, which can maximize the angle size and norm difference between
two features simultaneously.

3. In five embedding-based3 AD methods, we replace their original features with our pretrained
features. Extensive experiments show that our pretrained features can consistently surpass the original
features. Moreover, another merit of our pretrained features is that they are also good representations
for few-shot anomaly detection by simply using feature norms as anomaly scores.

2 Related Work

Anomaly Detection With Pretrained Features. The current mainstream and state-of-the-art AD
methods are mostly based on ImageNet-pretrained feature networks. Starting with [1], the authors
found that simply combining pretrained features with the KNN algorithm can significantly outperform
previous self-supervised methods. Afterward, ImageNet-pretrained features are widely adopted by
AD methods (we call them embedding-based AD methods). Representative methods include: PaDiM
and PatchCore. PaDiM [8] extracts pretrained features to model Multivariate Gaussian distribution
and then utilizes the Mahalanobis distance to measure anomaly scores. PatchCore [33] proposes to
utilize locally aggregated features and introduces a maximally representative memory bank of normal
features. However, images in AD scenarios generally have an obvious distribution shift with natural
images. To better account for the distribution shift, subsequent methods mainly follow a standard
paradigm: fixing pretrained feature networks and designing learnable modules. Representative
methods include: embedding-based reconstruction methods [45, 50, 16], distillation-based methods
[3, 37, 9, 41, 53], and normalizing-flow-based methods [34, 12, 35, 47].

Feature Adaptation to AD Tasks. Due to the distribution shift, pretrained features are still suboptimal
for AD tasks. To better utilize pretrained features, this line of work aims to adapt pretrained features
to the target distribution in AD datasets. However, this doesn’t mean simple fine-tuning is feasible,
as naive fine-tuning in AD datasets often results in catastrophic collapse (feature deterioration) and
reduced performance [27, 30]. To this end, PANDA [30] proposes techniques based on early stopping
and EWC [22], a continual learning method, to mitigate the catastrophic collapse. In [31], Reiss, et
al. propose a contrastive method, mean-shifted contrastive loss, which is more suitable for AD tasks
by ensuring the compactness of normal features after fine-tuning. In FYD [54], the authors propose a
dense non-contrastive learning method for self-supervised learning of compact normal features and
utilize a stop-gradient strategy to alleviate the collapse. In [32], Rippel, et al. propose a Gaussian
fine-tuning method, where the pretrained network is fine-tuned by minimizing the Mahalanobis
distance to the estimated Gaussian distribution. However, these methods are still not general, as their
fine-tuned feature networks are applicable only to the trained dataset. By comparison, our work takes
a step forward beyond fine-tuning, which is dedicated to learning robust and discriminative pretrained
features for downstream AD tasks. More discussions are in Appendix B.1.

3 Method

Overview. Our proposed anomaly representation learning framework is illustrated in Fig.2. Our
pretrained AD representations are based on residual features. During pretraining, the residual
features are transformed into a latent space by the Feature Projector (Sec.3.3), and then optimized
by the angle- and norm-oriented contrastive losses (Sec.3.2) to maximize the angle size and norm
difference between normal and abnormal features simultaneously. As our method aims to learn better
representations for AD tasks, its usage is the same as conventional feature extractors. We can simply

3In this paper, “embedding-based” is a broad concept. We use embedding-based AD methods to refer to all
sorts of AD methods that utilize pretrained feature networks.
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incorporate our pretrained features outputted by the Feature Projector into existing embedding-based
AD methods to replace the original features.
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Figure 2: Framework overview. We learn pretrained AD representations based on residual features,
while not the features directly produced by the backbone network. Residual features are generated
by subtracting normal reference features (Sec.3.1), which are extracted from the normal reference
samples. Features yielded by the Feature Projector are optimized by the angle- and norm-oriented
contrastive losses (Sec.3.2). The Feature Projector is based on the Transformer architecture, but we
alter self-attention to our proposed learnable key/value attention (Sec.3.3).

3.1 Construction of Fundamental Anomaly Detection Representations

We first consider what kind of representation features are suitable as pretrained AD representations.
We expect that pretrained features can serve as fundamental (general) features in anomaly detection
(i.e., can perform well on various AD datasets). Therefore, we think that it’s best for pretrained
representations to be domain-invariant, namely, even if the data distributions in downstream AD
datasets differ from that in the pretraining AD dataset, the normal and abnormal representation
distributions are consistent (relatively invariant) with those during pretraining. To this end, we utilize
the recently proposed class-generalizable representations in anomaly detection, residual features [46],
as the fundamental AD representations and learn pretrained features. As the authors explained and
verified in [46] that residual features can be regarded as class-invariant representations compared to
the features directly produced by the feature extractor (please refer to [46] for more explanations),
we also feel that residual features are potential to be general representations in anomaly detection.

Specifically, residual features are obtained by matching and then subtracting. For an input image
I ∈ RH×W×3, a backbone network is utilized to extract multi-level (i.e., L) features. For each
feature xl

h,w ∈ RCl at level l and position (h,w), we will match it with the nearest normal reference
feature x∗

n = argminx∈Rl
||xl

h,w − x||2 from the corresponding reference feature bank. The Rl =

{xl,i
h,w|h/w/l/i ∈ {1, . . . ,Hl/Wl/L/K}} is the feature bank for l-th level, where i denotes the i-th

normal sample and K is the number of normal reference samples. The residual representation of
xl
h,w is defined as: rlh,w = xl

h,w − x∗
n. During pretraining, for each training sample, we randomly

select reference samples from the normal set to increase the diversity of residual features.

Discussions with ResAD. Compared to ResAD, we mainly take advantage of the residual features
proposed in ResAD. However, our work and ResAD are clearly two different works, with differences
in motivations, concerned problems, and implementation methods. Due to page limitation, we provide
detailed difference discussions between our work and ResAD in Appendix B.4.

3.2 Contrastive Losses for Anomaly Representation Pretraining

We know that one main characteristic of AD tasks is the focus on discrepancies between normals and
anomalies. Thus, good representation features for anomaly detection should be able to ensure suffi-
cient discrepancies between normal and abnormal features. Naturally, to learn such representations,
contrastive learning should be the most suitable pretraining paradigm (constructing normal-abnormal
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contrastive pairs). From the feature similarity perspective, the discrepancies between two features
are embodied in two aspects: the angle size between two features and the feature norm difference
(i.e, mathematically, a feature is a vector, differences between two vectors are reflected in angle and
norm). Therefore, we propose angle- and norm-oriented contrastive losses to maximize the angle size
and norm difference between normal and abnormal features simultaneously. In the following losses,
we use x to represent residual features instead of r, as x is most commonly used to represent features.

Angle-Oriented Contrastive Loss. This loss follows the classical contrastive loss, called InfoNCE
[42] loss. Following common practice [15, 7], in each training step, we randomly sample a mini-batch
of B images and randomly augment each image to obtain an augmented image, resulting in 2B data
samples (i.e., for i-th sample, the index of its augmented sample is denoted as i′ = i+B). In this
work, we sequentially apply three simple augmentations: random color jitters, random gray scale,
and random Gaussian blur. Then, we employ the backbone network to extract features for the 2B
samples, with a total of 2N4 features. The i-th (i ∈ {1, 2, . . . , N}) feature xi and the feature from
the same position in the augmented image, denoted as xi′ , i

′ = i+N , will be treated as a positive
pair. The other 2(N − 1) features within the mini-batch are treated as negative examples. Then, the
InfoNCE loss for a positive pair (xi, xi′) is defined as:

Lnce(xi, xi′) = − log

(
exp(sim(xi, xi′)/τ)∑2N

k=1 I[k ̸=i] · exp(sim(xi, xk)/τ)

)
(1)

where I[k ̸=i] ∈ {0, 1} is an indicator function evaluating to 1 iff k ̸= i, τ denotes a temperature
parameter, and sim(xi, xi′) = xT

i xi′/||xi||2||xi′ ||2 is the cosine similarity between xi and xi′ .
However, the conventional contrastive learning objective is not suitable for anomaly representation
pretraining, as negative examples contain both normal and abnormal features. When xi belongs
to normal features, only abnormal features should be treated as negative examples to enlarge the
discrepancies between normal and abnormal features. In addition, in mathematics, features can be
viewed as vectors starting from the origin. Cosine similarity in fact measures the angle between
two features with the origin as the center. However, previous work [31] indicated that the standard
contrastive loss prefers to optimize features uniformly distributed on the origin-centered sphere, but
it is not conducive to making normal and abnormal features more discriminative. This is harmful for
anomaly detection. Inspired by [31], we measure the angle between two features with respect to the
center of the normal features rather than the origin. Let us denote the center of all normal features
in the training set by c = Ex∈Xnormal

[x]. Then, for each feature xi, we first subtract the center c to
form a center-shifted feature x̄i = xi − c with the center c as origin and then calculate the cosine
similarity sim(x̄i, x̄i′). In this way, the contrastive loss preserves features’ distances to the center c
while maximizing the angles between normal and abnormal features. For a positive pair (xi, xi′), the
angle-oriented contrastive loss is defined as:

Langle(xi, xi′) = − log

(
exp(sim(x̄i, x̄i′)/τ)∑2N

k=1 I[k ̸=i] · I[mk ̸=mi] · exp(sim(x̄i, x̄k)/τ)

)
(2)

where mi ∈ {0, 1} is the feature label, mi = 0 denotes xi is a normal feature and mi = 1 denotes xi

is abnormal (mk has the same meaning). In RealIAD, each sample has a ground-truth mask, we can
downsample the mask to get feature labels. Further, we can analyze that the loss in Eq.(2) only uses
xi′ as the positive pair. Other features with different labels from xi are used as negative pairs. This
ensures that we only perform contrast between normal and abnormal. In addition, we only utilize xi

as the anchor feature, without using xi′ as the anchor feature. That is to say, there will be no contrast
between the augmented image and abnormal data in our angle-oriented contrastive loss.

Norm-Oriented Contrastive Loss. Unlike the above angle-oriented contrastive loss, this loss aims
to enlarge the feature norm difference between normal and abnormal features. The basic idea follows
one-class-classification (OCC) learning [40, 36], where normal features are optimized to be located
inside the origin-centered hypersphere. In mathematics, feature norm can be viewed as the distance
from the feature vector to the origin. Specifically, we use the pseudo-Huber distance

√
||xi||22 + 1−1

as the feature norm, which is a more robust distance measure that interpolates from quadratic to linear
penalization [24]. Then, we denote the distance from the feature xi to the hypersphere as di = ni− r,
where ni refers to the feature norm

√
||xi||22 + 1− 1, and r is the radius of the hypersphere and is

4For symbol simplicity, we use N to represent the number of features in one feature level. Please note that
we extract multi-level features, with contrastive learning on each level.
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set to 0.4 (i.e., when ||xi||22 = 1,
√
||xi||22 + 1 − 1 ≈ 0.4. Setting r to 0.4 is equivalent to the unit

hypersphere based on Euclidean distance). The ideal learning objective is to make all normal features
contracted inside the hypersphere, and for features that are already within the hypersphere, we don’t
need to excessively shrink towards the origin to avoid mode collapse. To this end, we propose the
following contraction loss:

Lcon(xi) = −logsig(−di) · edi (3)
where logsig presents logarithmic sigmoid function. To better understand this loss, we further derive
the gradients with respect to the model weights (denoted as W) as follows:

∂Lcon(xi)

∂W
= (1− σi)

∂di
∂W

− logσi · edi · ∂di
∂W

(4)

where σi presents sigmoid(−di) and can be explained as the probability that the feature inside the
hypersphere. Thus, the features close to the origin have large probabilities (i.e., di → −r, σi → 1)
and thus small 1 − σi and −logσi, while features outside the hypersphere have small σi → 0 and
large −logσi (thus large gradient values). Thus, the loss in Eq.(3) can adaptively tune attention to
assign larger gradients to the features outside the hypersphere for better contraction.

For abnormal features, we expect that they are located outside the hypersphere and are highly
discriminative from normal features. Thus, unlike OCC learning, we contrastively optimize the norms
of abnormal features to form a certain gap between them and normal features. We further introduce
a margin ∆r and define an abnormal radius r′ = r +∆r. When an abnormal feature xj is inside
the hypersphere with a radius r′, it will be pushed outside of the hypersphere. In addition, to avoid
overfitting to anomalies during pretraining, we don’t further push away the abnormal features that are
already outside the hypersphere. Then the learning objective for xj is as follows:

L′
con(xj) =

{
− logsig(−(r′ − nj)) · er

′−nj , nj ≤ r′,

0, nj > r′.
(5)

Eq.(5) is based on Eq.(3), but dj = r′−nj is reversed (di = ni−r). We can analyze that the learning
objectives in Eq.(3) and Eq.(5) are encouraging to contract normal features inside the hypersphere
with radius r and push abnormal features outside the hypersphere with radius r′. Thus, combining the
two learning objectives, we call the final loss as norm-oriented contrastive loss, which is defined as:

Lnorm(xi) = I[mi=0] · Lcon(xi) + I[mi=1] · L′
con(xi) (6)

In Eq.(6), we unify the symbols, xi can be either normal or abnormal, indicated by mi = 0 or 1.

Total Loss. By combining angle- and norm-oriented contrastive losses, the whole loss for training is
as follows:

L =
1

2N

2N∑
i=1

λ · I[i≤N ] · Langle(xi) + Lnorm(xi) (7)

where λ is set to 1 by default (please see the results in Tab.10 in Appendix E).

3.3 Feature Projector

As illustrated in the right part of Fig.2, the architecture of the Feature Projector is based on the
popular Transformer network [43]. Differently, we replace self-attention in vanilla Transformer with
our proposed Learnable Key/Value Attention. As we find that directly using vanilla Transformer as
the Feature Projector has poor performance (see Tab.2(b)).

Learnable Key/Value Attention. Specifically, we randomly initialize Nr learnable reference feature
representations and define them as R ∈ RNr×C . Then we utilize a fully connected layer to project
R to the hidden dimension in Transformer into Rh ∈ RNr×Ch , and a single Rh is used for all
layers. Our idea for enhancing the vanilla self-attention is to treat input features as Query vectors and
learnable reference representations as Key and Value vectors, and then apply a cross-attention between
them. After cross-attention, different from the original addition operation in the residual connection,
we merge the input features and attention outputs through a subtraction operation. We can understand
the learnable key/value attention module in this way: the learnable reference representations can
adaptively learn to represent normal patterns. As Value vectors, this makes attention outputs mainly
contain normal patterns. By subtraction, we aim to eliminate the normal representations in the
residual feature distribution adaptively learned by the network, further increasing the discrepancy
between normal and abnormal residual features. In Sec.4.3, we provide more explanations to our
Learnable Key/Value Attention based on the results in Tab.2(b).
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4 Experiments

4.1 Experimental Setup

Table 1: Anomaly detection and localization results with the original features and our pretrained
features. ·/· means image-level AUROC and PRO. † means our pretrained features are utilized in
these AD models. For GLASS, we use the GLASS-h variant in [6].

Model Datasets PaDiM
[8] PaDiM† PatchCore

[33] PatchCore† CFLOW
[12] CFLOW† GLASS

[6] GLASS† UniAD
[50] UniAD† FeatureNorm FeatureNorm†

DINOv2-Base [26]

MVTecAD 95.6/93.1 95.9+0.3/92.5-0.6 95.5/82.7 99.0+3.5/87.4+4.7 97.7/92.3 98.3+0.6/92.9+0.6 98.3/93.5 99.0+0.7/95.2+1.7 71.1/81.5 97.1+26.0/91.2+9.7 48.4/28.9 98.2/92.8
VisA 91.7/84.4 93.1+1.4/85.7+1.3 82.8/69.9 92.9+10.1/81.3+11.4 94.3/89.4 95.2+0.9/88.6-0.8 93.3/90.1 93.5+0.2/87.7-2.4 90.6/84.4 94.4+3.8/87.3+2.9 52.2/30.1 94.8/87.2

BTAD 96.6/74.4 95.2-1.4/74.7+0.3 90.2/61.7 94.3+4.1/62.2+0.5 93.2/70.4 95.2+2.0/72.3+1.9 92.3/78.2 95.2+2.9/81.6+3.4 78.0/67.9 93.4+15.4/71.1+3.2 54.9/15.3 95.1/71.7
MVTec3D 82.1/92.0 81.5-0.6/92.4+0.4 72.9/78.9 82.8+9.9/87.5+8.6 88.6/91.9 88.5-0.1/92.5+0.6 84.5/90.2 87.3+2.8/90.7+0.5 66.6/78.3 85.3+18.7/91.8+13.5 49.0/54.6 84.8/91.2

MPDD 80.9/87.8 88.3+7.4/92.1+4.3 89.4/72.2 92.4+3.0/88.7+16.5 91.3/93.2 91.7+0.4/93.7+0.5 91.1/90.6 95.7+4.6/92.3+1.7 76.9/53.4 88.6+11.7/91.9+38.5 44.0/36.3 93.6/93.1

DINOv2-Large [26]

MVTecAD 98.7/91.0 98.6-0.1/92.4+1.4 97.6/83.8 99.0+1.4/88.0+4.2 98.8/92.7 98.9+0.1/93.2+0.5 98.4/95.3 99.1+0.7/96.2+0.9 79.6/83.0 96.9+17.3/91.6+8.6 48.4/31.4 98.7/93.1
VisA 92.6/85.6 95.1+2.5/86.7+1.1 85.1/71.1 91.5+6.4/82.5+11.4 96.2/90.0 96.9+0.7/90.6+0.6 93.3/90.4 94.0+0.7/91.8+1.4 90.9/84.0 94.8+3.9/88.7+4.7 45.7/33.4 96.2/88.3

BTAD 94.0/75.2 94.6+0.6/75.6+0.4 93.6/63.2 93.5-0.1/61.8-1.4 94.8/74.7 95.8+1.0/76.4+2.0 93.8/80.9 95.6+1.8/82.3+1.4 85.1/71.9 92.3+7.2/72.5+0.6 46.1/18.7 94.3/73.7
MVTec3D 83.0/87.7 86.6+3.6/88.8+1.1 75.7/74.7 82.5+6.8/85.3+10.6 91.8/93.0 91.1-0.7/93.3+0.3 83.4/92.0 87.8+4.4/93.3+1.3 79.2/87.9 83.0+3.8/91.8+3.9 47.4/53.5 86.0/91.9

MPDD 87.5/86.8 94.3+6.8/90.1+3.3 93.6/79.5 90.7-2.9/87.0+7.5 95.3/94.0 93.4-1.9/94.1+0.1 91.6/95.7 95.3+3.7/98.0+2.3 76.0/62.9 90.6+14.6/92.6+29.7 39.1/45.8 94.6/95.0

CLIP-Base [29]

MVTecAD 93.4/89.9 98.1+4.7/91.8+1.9 92.9/76.0 98.3+5.4/85.7+9.7 94.2/90.3 96.7+2.5/91.2+0.9 97.1/94.8 98.0+0.9/93.8-1.0 92.2/87.7 93.1+0.9/88.8+1.1 48.7/36.3 96.9/91.4
VisA 87.7/75.6 92.6+4.9/80.3+4.7 81.2/63.3 92.5+11.3/80.6+17.3 89.5/83.4 91.5+2.0/84.7+1.3 92.1/85.0 91.4-0.7/85.4+0.4 83.5/79.8 87.0+3.5/79.8+0.0 48.9/31.9 92.5/82.6

BTAD 93.9/70.2 95.4+1.5/73.2+3.0 91.4/58.4 91.6+0.2/63.6+5.2 94.3/71.0 93.9-0.4/72.7+1.7 92.5/80.5 94.3+1.8/81.3+0.8 90.8/66.8 94.2+3.4/72.5+5.7 47.7/14.0 94.1/72.0
MVTec3D 71.7/80.8 81.3+9.6/87.1+6.3 65.0/62.7 77.9+12.9/84.6+21.9 82.1/90.1 83.8+1.7/90.4+0.3 79.2/90.8 80.7+1.5/89.2-0.6 65.3/81.6 82.6+17.3/90.7+9.1 50.9/10.4 81.4/90.6

MPDD 85.6/79.3 92.0+6.4/89.5+10.2 80.5/59.9 90.6+10.1/88.6+28.7 85.2/90.4 90.1+4.9/92.7+2.3 92.6/94.2 94.3+1.7/94.3+0.1 82.2/78.4 86.8+4.6/91.5+13.1 50.8/20.6 93.6/91.7

CLIP-Large [29]

MVTecAD 89.4/91.7 98.4+9.0/92.5+0.8 97.0/87.0 98.9+1.9/87.5+0.5 97.3/91.4 98.0+0.7/91.8+0.4 93.8/87.3 98.8+5.0/95.2+7.9 92.6/88.9 96.4+3.8/90.8+1.9 51.6/70.0 98.4/92.9
VisA 90.1/82.7 95.2+5.1/87.6+4.9 87.7/78.6 94.5+6.8/85.2+6.6 93.6/88.5 94.9+1.3/89.7+1.2 83.0/76.6 93.4+10.4/88.9+12.3 86.6/85.1 91.3+4.7/86.7+1.6 50.3/67.8 94.8/89.8

BTAD 90.8/73.4 95.4+4.6/74.9+1.5 91.8/64.1 93.9+2.1/65.7+1.6 93.7/74.4 94.8+1.1/72.9-1.5 94.0/76.4 95.5+1.5/82.6+6.2 83.8/71.5 94.8+11.0/74.2+2.7 54.8/15.0 94.2/74.8
MVTec3D 71.4/87.0 84.7+13.3/92.2+5.2 75.1/82.6 83.3+8.2/87.4+4.8 84.9/91.8 85.1+0.2/92.6+0.8 82.9/91.2 86.2+3.3/89.9-1.3 76.4/90.5 81.4+5.0/92.4+1.9 51.9/18.9 84.4/93.0

MPDD 82.9/88.8 94.8+11.9/94.2+5.4 87.7/83.4 92.6+4.9/92.5+9.1 92.2/93.5 90.1-2.1/94.7+1.2 91.6/95.7 94.1+2.5/98.3+2.6 73.0/76.2 91.7+18.7/94.5+18.3 50.3/26.4 94.1/95.1

ImageBind [11]

MVTecAD 97.9/92.6 98.8+0.9/92.1-0.5 98.5/88.9 98.9+0.4/88.8-0.1 97.8/90.7 98.6+0.8/91.5+0.8 98.7/95.6 99.4+0.7/96.4+0.8 96.0/91.2 98.1+2.1/91.5+0.3 83.5/80.3 98.6/92.6
VisA 92.6/86.3 95.6+3.0/88.6+2.3 91.4/81.9 94.8+3.4/86.3+4.4 94.9/89.5 95.3+0.4/90.2+0.7 94.9/88.7 95.9+1.0/91.0+2.3 90.3/87.4 93.2+2.9/88.2+0.8 70.0/73.6 95.3/90.0

BTAD 94.6/75.9 95.9+1.3/76.8+0.9 94.6/66.7 95.6+1.0/67.3+0.6 94.9/72.6 95.4+0.5/75.6+3.0 94.9/84.8 95.8+0.9/84.3-0.5 67.1/59.2 94.7+27.6/75.8+16.6 37.5/19.3 93.5/76.9
MVTec3D 79.5/90.3 84.4+4.9/92.0+1.7 78.4/86.3 82.6+4.2/87.0+0.7 85.8/91.8 83.5-2.3/91.8+0.0 83.5/91.8 86.2+2.7/91.8+0.0 80.2/90.8 80.8+0.6/92.0+1.2 52.2/64.5 83.3/92.2

MPDD 91.0/92.0 94.4+3.4/95.1+3.1 92.6/89.1 94.8+2.2/94.2+5.1 92.6/94.0 91.5-1.1/95.0+1.0 96.4/99.0 95.7-0.7/99.0+0.0 60.7/52.3 93.6+32.9/95.0+42.7 44.9/40.7 94.2/95.6

Datasets. We conduct extensive experiments on five AD datasets, including MVTecAD [2], VisA
[56], BTAD [25], MVTec3D [4], and MPDD [18], to evaluate the effectiveness of our pretrained AD
representations.

Metrics. For image-level anomaly detection, the standard metric in anomaly detection, AUROC, is
used [33, 3, 2]. Nonetheless, since abnormal areas are usually smaller than normal areas, this may
cause overestimated pixel-level AUROCs. This means that for small anomalies, even if they are not
correctly located, the pixel-level AUROC is still high. Thus, we adopt the Per-Region-Overlap (PRO)
metric proposed in [3] for anomaly localization evaluation.

Implementation Details. Like most pretraining works, we employ multiple backbones for anomaly
representation pretraining. In this way, we can more comprehensively validate our method and
provide more pretrained AD network options. Specifically, we select strong modern pretrained
backbones, including CLIP [29] series, DINOv2 [26] series and ImageBind [11]. Due to different
network depths, the intermediate layers to output features are different among these selected models.
The details are provided in Appendix D. Then, for each layer, we construct a Feature Projector (the
number of layers is 1) for learning pretrained AD representations. We fix the parameters of the
backbone networks, as preserving their basic visual representation capabilities is beneficial (see
Tab.2(a)). We use Adam [28] optimizer with 1e−4 learning rate to train. The batch size is set as 32
and the total training epochs are 10. The temperature hyperparameter τ and margin ∆r are set as
0.15 and 0.75. The Nr is set to 2048. We use 42 as the random seed during pretraining. All training
and test images are resized and cropped to 224× 224.

Setup. Our work is to learn proprietary pretrained features for AD tasks. Thus, we validate the
effectiveness of our pretrained features by applying them into embedding-based AD methods to
replace the original features. We mainly select representative methods as the baselines, including
PaDiM [8] and PatchCore [33] (they are based on feature comparison without learnable parameters,
thus can intuitively reflect the quality of pretrained features). Other methods include the influential
CFLOW [12] and UniAD [50], and the latest state-of-the-art method GLASS [6]. When generating
residual features, we match each input image with 8 reference samples. In addition, with the norm-
oriented contrastive loss, a valuable advantage of our pretrained features is that normals and anomalies
can be well distinguished based on feature norm. Then, we further propose a simple AD baseline
(denoted by FeatureNorm), where we directly utilize feature norms as anomaly scores.

4.2 Main Results

We report the dataset-level average results across their respective data subsets in Tab.1. To guarantee
the rationality of result comparison, with the five backbones, we reproduce these methods based on
their official open-source code and default hyperparameters and don’t perform any hyperparameter
tuning. By comparison, we can see that with our pretrained features, the performance of these
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methods can be consistently improved on multiple datasets with various backbone networks. This
demonstrates the superiority of our pretrained features and also confirms that learning proprietary
pretrained features for AD tasks is effective and valuable. Especially, in some cases (e.g., CLIP-
Base with PatchCore, DINOv2-Base with UniAD), the original features perform poorly, while our
pretrained features can bring more significant improvements. Finally, as shown in the last column
(FeatureNorm†), another superiority of our pretrained features lies in their capacity to achieve good
AD performance based on simple feature norms even without any downstream AD modeling, while
the ImageNet-pretrained features don’t have such an advantage.

Figure 3: Feature t-SNE visualization. “w/o”
and “w/” refer to without and with our pre-
trained features. These features are from
the “capsules” class of the VisA dataset. We
show more visualization results in Fig.5 in
Appendix F.

Explanations on Result Comparison. Our work
doesn’t directly propose an AD model, but aims to
provide better pretrained representations for AD tasks.
Thus, applying our pretrained features in existing AD
models to demonstrate performance improvement is
the most reasonable way to validate the effectiveness
of our work. Therefore, unlike previous AD papers
that compare their proposed models with other mod-
els, we focus on the performance improvement of the
same model with and without our pretrained features.

Qualitative Results. Due to page limitation, the
qualitative results are shown in Fig.4 in Appendix F.

Intuitive Visualization. To intuitively illustrate the
effectiveness of our method, we show the t-SNE visu-
alization of original features and our pretrained fea-
tures in Fig.3. It can be found that with our anomaly
representation pretraining, normal features are more compact, normal and abnormal features are
more separated from each other. This intuitively demonstrates that our pretrained features are more
discriminative AD representations.

4.3 Ablation Studies

In ablation studies, we utilize ImageBind [11] as the backbone network, followed by PaDiM and
PatchCore as the baseline AD methods. Moreover, we also measure anomaly scores by feature norms
(see the Setup part in Sec.4.1). We perform ablation experiments on the VisA dataset.

Are pretrained features effective? As shown in Tab.2(a), all three AD baselines can achieve better
results based on our pretrained features (ExpID 2.2 and 2.7 vs. 2.1). This demonstrates that our
anomaly representation pretraining method is effective.

Are residual features better pretrained AD representations? In Tab.2(a), the results show that
residual features can bring further gains (ExpID 2.7 vs. 2.2), especially under FeatureNorm. In ResAD
[46], the authors explained and verified that residual features are class-generalizable representations.
Our studies also confirm the authors’ statements and show that residual features are better pretrained
AD representations compared to the vanilla features extracted by the backbone network.

Contrastive Losses. The ablation studies on contrastive losses are also in Tab.2(a). Only learning
with the angle-oriented or norm-oriented contrastive loss can achieve good performance (ExpID 2.5,
2.6 vs. 2.1), while combining the two contrastive losses can further outperform each single loss
consistently (ExpID 2.7 vs. 2.5, 2.6). This indicates that the two proposed contrastive losses are
complementary and simultaneously optimizing the angle size and norm difference between features
is more conducive to obtain good representations for anomaly detection.

Does the backbone network need to remain fixed? In our method, we opt to keep the backbone
network fixed and only optimize the Feature Projector. Because we think that the basic visual
representation capabilities possessed in the pretrained backbone are still valuable and important,
and training the whole feature network on AD datasets may cause impairment to the basic visual
representation capabilities. The results in Tab.2(a) verify our confirmation that the learnable backbone
network will lead to performance degradation (ExpID 2.2 vs. 2.3 and ExpID 2.7 vs. 2.8). This also
indicates that the AD field still needs larger-scale and better-quality datasets to support full-backbone-
based anomaly representation pretraining.
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Table 2: Ablation study results. (a) Residual represents residual features. Non-residual means the
vanilla features extracted by the backbone network. Angle and Norm mean angle- and normal-oriented
contrastive losses, respectively. Fixed and Non-fixed represent whether the backbone network remains
fixed during pretraining. Note that when the backbone network is fixed, the Feature Projector is
required. Otherwise, there are no learnable parameters. (b) All Attentions actually represent the
Transformer structure (Attention + MLP).

(a) Framework ablation studies.

ExpID Pretrained
Representations

Contrastive
Losses

Feature
Projector

Backbone
Network PaDiM PatchCore FeatureNorm

2.1
Non-residual

/ / Fixed 92.6/86.3 91.6/81.3 49.2/44.5
2.2 Angle&Norm w/ Fixed 93.5/86.1 93.6/85.1 82.9/83.9

2.3 Angle&Norm / Non-fixed 89.3/83.4 91.9/84.8 81.0/83.2

2.4

Residual

/ / Fixed 93.9/85.6 92.9/86.5 91.3/86.8
2.5 Angle w/ Fixed 93.9/85.2 93.2/83.8 83.9/83.0
2.6 Norm w/ Fixed 93.7/85.3 90.9/84.5 92.4/85.1
2.7 Angle&Norm w/ Fixed 95.4/88.7 94.6/87.0 94.2/89.0

2.8 Angle&Norm / Non-fixed 81.3/56.0 78.4/32.1 51.9/20.7

(b) Architecture ablation studies for the Fea-
ture Projector.

Architecture PaDiM PatchCore FeatureNorm

Linear Projector 93.8/87.4 94.0/86.8 87.9/82.1
MLP Projector 93.4/88.1 94.2/79.1 94.2/90.2
Self Attention 93.7/88.8 92.9/84.3 92.9/84.9

Cross Attention 94.8/88.9 94.6/82.9 93.1/86.5
Self + Cross Attention 94.8/88.7 94.0/80.9 92.9/84.4

Learnable Key/Value Attention (ours) 95.5/88.8 94.7/87.6 94.5/89.3

Feature Projector Architecture. The results are shown in Tab.2(b). Our Learnable Key/Value
Attention (LKV-Attn) can outperform other network architectures. In Cross Attention, we convert
normal reference features into residual features and then utilize them as Key and Value. Compared
to Self Attention, Cross Attention can perform better. This indicates that only embodying normal
patterns in Key and Value should be effective. In our LKV-Attn, we further adopt learnable Key and
Value. Compared to limited normal patterns in Cross Attention, the learnable reference (Sec.3.3) in
our LKV-Attn can adaptively learn to represent normal patterns and better cover key normal feature
patterns in the residual feature distribution during pretraining.

For hyperparameter ablation studies, please see Appendix E.

4.4 Further Analysis

Sample Efficiency. We further conduct experiments about sample efficiency, where we utilize only
10% normal samples from each downstream AD dataset for training. The results are in Tab.3(a).
Compared to the results in Tab.1, with less training data, our pretrained features can bring more
significant performance improvement, indicating that our pretrained features are beneficial for
improving the sample efficiency of downstream AD models.

Table 3: Sample efficiency and robustness analysis. † means our pretrained features are utilized in
these AD models.

(a) Sample efficiency experiment results.

Datasets PaDiM PaDiM† PatchCore PatchCore†

MVTecAD 81.4/88.6 96.8+15.4/90.3+1.7 96.5/86.2 98.2+1.7/87.7+1.5
VisA 82.8/79.3 93.0+10.2/83.3+4.0 88.9/78.7 93.9+5.0/85.7+7.0

BTAD 89.2/75.2 94.8+5.6/76.3+1.1 93.1/65.5 94.0+0.9/68.9+3.4
MVTec3D 66.3/85.8 82.1+15.8/91.9+6.1 74.3/84.7 80.8+6.5/87.1+2.4

MPDD 63.1/75.6 91.4+28.3/94.8+19.2 79.1/84.4 90.8+11.7/93.3+8.9

(b) Robustness experiment results.

Datasets PaDiM PaDiM† PatchCore PatchCore†

MVTecAD 86.6/82.7 88.2+1.6/84.6+1.9 87.7/80.6 89.2+0.8/81.4+1.5
VisA 82.8/75.6 87.4+4.6/79.9+4.3 83.4/71.5 86.9+3.5/78.7+7.2

BTAD 85.4/70.9 90.5+5.1/73.4+2.5 85.1/62.4 86.3+1.2/65.6+3.2
MVTec3D 72.0/83.1 76.2+4.2/84.9+1.8 71.5/78.6 73.8+2.3/80.5+1.9

MPDD 79.8/83.8 84.0+4.2/86.4+2.6 83.4/79.1 84.5+1.1/85.8+6.7

Robustness to Noise. We further conduct experiments with noisy data to investigate the robustness.
Specifically, we add abnormal data from the test set to the training set with a noise ratio of 0.1. We
adopt the “overlap” setting from SoftPatch [19]. The results are in Tab.3(b). It can be found that the
performance of AD models significantly decreases when there is noisy data. However, our pretrained
features still bring performance improvement, and the magnitude is even greater compared to the
results in Tab.1. This indicates that our pretrained features are more robust to noisy data than the
original features. For the robustness, we think that a possible explanation may be: Although some
noises are added to the training set, it is still dominated by normal features. For PatchCore as an
example, the training process is to subsample a coreset. With better representation, abnormal features
are more likely to be sparse outliers, making them more likely not to be sampled into the coreset.
Thus, the results show better robustness.

Reference Set Sensitivity. Since residual features depend on few-shot normal refer-
ence samples, different normal reference samples may result in performance variations.
Thus, we further investigate the sensitivity of our pretrained features to the reference set.
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Table 4: Reference set sensitivity experiments.

Datasets PaDiM PaDiM† PatchCore PatchCore†

MVTecAD 97.9/92.6 98.6±0.14/92.1±0.05 98.5/88.9 98.8±0.09/88.4±0.37
VisA 92.6/86.3 95.4±0.21/88.7±0.09 91.4/81.9 94.4±0.24/86.8±0.37

BTAD 94.6/75.9 95.9±0.29/76.6±0.17 94.6/66.7 95.6±0.05/68.0±1.06
MVTec3D 79.5/90.3 84.1±0.31/92.0±0.05 78.4/86.3 82.1±0.37/87.3±0.22

MPDD 91.0/92.0 93.8±0.46/95.0±0.14 92.6/89.1 93.8±1.03/93.7±0.34

We randomly sample three reference sets (with
8 shot), conduct experiments respectively. We
report variance bars in Tab.4. Overall, our pre-
trained features are not very sensitive to the refer-
ence set, and the performance is not significantly
affected by reference variations. However, we
further point out that if the reference set is not

representative enough (lacking some normal patterns), the results would be more affected. We provide
more discussions in Appendix C and introduce a feasible method for tackling this issue.

Comparison to Fine-tuning Baselines. In Appendix B.1, we further discuss and compare with
previous per-dataset fine-tuning methods, such as FYD [54], MSC [31], and PANDA [30].

Pretraining-test Data Leakage. A non-negligible concern about our work is whether there may be
anomaly data leakage between the pretraining dataset and the test datasets. We discuss this issue in
Appendix B.2.

4.5 Few Shot Anomaly Detection

Table 5: Performance comparison with FSAD
methods on the MVTecAD and VisA datasets. “∗”
indicates results of these methods are from Win-
CLIP [17]. “#” indicates results of these methods
are from KAG-Prompt [38]. “‡” indicates these
methods employ ImageBind [11] as the feature ex-
tractor.

Setup Method Venue MVTecAD VisA

I-AUROC P-AUROC PRO I-AUROC P-AUROC PRO

2-shot

SPADE∗ arXiv2020 82.9 92.0 85.7 80.7 96.2 85.7
PatchCore∗ CVPR2022 86.3 93.3 82.3 81.6 96.1 82.6
WinCLIP∗ CVPR2023 94.4 96.0 88.4 84.6 96.8 86.2

AnomalyGPT#,‡ AAAI2024 95.5 95.6 90.0 88.6 96.4 83.4
PromptAD# CVPR2024 95.7 96.2 88.5 88.3 97.1 85.8

InCTRL CVPR2024 94.0 / / 85.8 / /
ResAD‡ NeurIPS2024 94.4 95.6 / 84.5 95.1 /

KAG-Prompt#,‡ AAAI2025 96.6 96.5 91.1 92.7 97.4 86.7

FeatureNorm‡ (ours) - 95.3 95.6 90.9 92.4 97.6 87.5

4-shot

SPADE∗ arXiv2020 84.8 92.7 87.0 81.7 96.6 87.3
PatchCore∗ CVPR2022 88.8 94.3 84.3 85.3 96.8 84.9
WinCLIP∗ CVPR2023 95.2 96.2 89.0 87.3 97.2 87.6

AnomalyGPT#,‡ AAAI2024 96.3 96.2 90.7 90.6 96.7 84.6
PromptAD# CVPR2024 96.6 96.5 90.5 89.1 97.4 86.2

InCTRL CVPR2024 94.5 / / 87.7 / /
ResAD‡ NeurIPS2024 94.2 96.9 / 90.8 97.5 /

KAG-Prompt#,‡ AAAI2025 97.1 96.7 91.4 93.3 97.7 87.6

FeatureNorm‡ (ours) - 96.2 95.9 91.3 94.5 98.1 89.3

As stated in the Setup part in Sec.4.1 and shown
in Tab.1, one valuable advantage of our pre-
trained features is that the feature norms can
be directly used as anomaly scores. This means
that when only few-shot normal samples are
accessible, we can easily construct a few-shot
AD (FSAD) method (denoted by FeatureNorm).
Specifically, for an input sample, we extract pre-
trained residual features. Then, for a pretrained
feature xi, the L2 norm ||xi||2 is used as the
anomaly score. To demonstrate the potential of
our pretrained features for FSAD, we compare
our FeatureNorm with mainstream FSAD meth-
ods. We follow the 2-shot and 4-shot settings in
KAG-Prompt [38], the results are in Tab.5. Com-
pared with these competing methods, our simple
FeatureNorm is comparable and even superior
(on VisA). This demonstrates that the essence of
FSAD still lies in the representation ability of
features. With better AD representation features,

we can achieve good FSAD results without the need to design elaborate methods (e.g., the Kernel-
Aware Hierarchical Graph in KAG-Prompt). Compared to the most relevant work, ResAD, our simple
FeatureNorm can outperform it, especially on the VisA dataset. Moreover, a major advantage of our
work is that we can provide better representation features for downstream AD methods, while ResAD
cannot empower other AD models.

5 Conclusion

In this paper, we explore the problem of anomaly presentation pretraining, which is important for the
anomaly detection field but has been inadvertently overlooked. We propose a novel AD representation
learning framework, which learns pretrained AD representations based on residual features and
consists of angle- and norm-oriented contrastive losses to fully optimize feature discrepancies.
Experiments comprehensively demonstrate that our proprietary pretrained features consistently
surpass the original ImageNet-pretrained features. As we all know, pretraining on ImageNet has
prompted the prosperity of computer vision. Analogously, in the AD field, a valuable question
is what kind of representations can serve as the fundamental (general) representation for anomaly
detection. Furthermore, more attention could be paid to anomaly representation pretraining in future
work, rather than constantly focusing on designing more sophisticated AD models dependent on
ImageNet-pretrained networks. The limitations of our method are discussed in Appendix B.5.
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Justification: We have summarized our contributions well in the abstract and introduction,
and the method and experiments sections also reflect these contributions.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
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much the results can be expected to generalize to other settings.
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are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
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Justification: Please see Appendix B.5.
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.
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should reflect on how these assumptions might be violated in practice and what the
implications would be.
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will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Justification: The paper does not include theoretical results.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
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referenced.
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• The proofs can either appear in the main paper or the supplemental material, but if
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proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Please see the implementation details in Sec.4.1 and Appendix D.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
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appropriate to the research performed.
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sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: As mentioned in Abstract, the open-source code will be available at https:
//github.com/xcyao00/ADPretrain.
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• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Please see Sec.4.1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Due to too large amount of experiments (please see Tab.1, with six AD methods,
five AD datasets, five backbones, and experiments with/without our pretrained features,
we need to conduct total 6 × 5 × 5 × 2 = 300 experiments), it’s very time-consuming
to use different random seeds for multiple experiments. To this end, we ensured that all
experiments were conducted under the same condition with the random seed set to 42. In
addition, in Tab.4, we utilize multiple random seeds to randomly sample different reference
sample sets and report the error bars based on partial AD methods. These results demonstrate
that our pretrained features are not very sensitive to the reference set.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Please see the computation costs in Tab.7.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics, and believe that our research
conforms the Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Please see Appendix B.7.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: We think that our paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The datasets used in the paper are all open-sourced, and we have also cited
corresponding papers.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: Our paper proposes a novel anomaly representation learning framework, does
not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our paper does not involve research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: The core method development in our work does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A Significance of Anomaly Representation Pretraining

Strictly speaking, from the implementation perspective, our method is not true “pretraining” as it
didn’t achieve pretraining the whole backbone network. However, the usage of “pretraining” has
two reasons: 1) We are indeed following the basic paradigm of pretraining: learning on a large-scale
dataset, and the learned features can be transferred to downstream datasets and models. 2) More
importantly, we want to emphasize that in the current development stage of anomaly detection,
fundamental representations specifically learned for anomaly detection are of great significance.
Current mainstream AD models mostly use pretrained networks to extract features. However,
regardless of supervised or self-supervised pretraining on natural images, the pretraining process
does not match the goal of anomaly detection. From the perspective of the development prospects of
AD, it’s necessary for AD tasks to have specialized pretrained features instead of continuously using
basic pretrained features. Our work is only an early exploration, and we hope to inspire more future
works to focus on anomaly representation pretraining.

B More Discussions

B.1 Discussions with Fine-tuning Baselines

We further provide a discussion with the previous finetune-based baseline methods, such as FYD [54],
MSC [31], and PANDA [30]. These methods aim to finetune pretrained features to adapt to the target
distribution in specific AD datasets. As the FYD paper does not provide open-source code, we can
only compare with the results provided in the paper. In FYD, anomaly detection is achieved based on
PaDiM. The paper provides the results on MVTecAD, which are 97.7/98.2 (image-level/pixel-level
AUROCs). Based on PaDiM, the results of our method are 98.1/98.5. In PANDA and mean-shift
contrastive loss (MSC), feature adaptation is based on global features, so only image-level anomaly
detection is performed. The two papers provide image-level AUROC on MVTecAD, with values
of 86.5 and 87.2. For a more reasonable comparison, we utilized the open-source code of MSC
and trained an adapted network (based on WideResNet50) on MVTecAD. Then, we utilized PaDiM
for AD modeling, and the obtained results are 96.8/97.0. Thus, compared with PANDA, MSC, and
FYD, our method has advantages in providing better features for AD models. Moreover, adaptive
feature fine-tuning requires specialized fine-tuning on each dataset. By comparison, a more important
advantage of anomaly representation pretraining is that pretrained features can be used on multiple
downstream AD datasets without the need for fine-tuning on each dataset.

It is crucial to point out that FYD does not utilize large-scale AD datasets for pretraining when
improving feature representations. Thus, what impact does the dataset scale have on feature fine-
tuning? To answer this, we further perform pretraining on the MVTecAD dataset. The results are in
Tab.6.

Table 6: Experimental analysis of the impact of pretraining dataset scale.
Datasets PaDiM (RealIAD) PaDiM ( MVTecAD) PatchCore (RealIAD) PatchCore (MVTecAD)

MVTecAD 98.9/92.1 97.7/92.1 98.9/88.8 98.8/88.0
VisA 95.6/88.6 93.0/85.6 94.8/86.3 93.4/86.0

BTAD 95.9/76.8 95.6/76.6 95.6/67.3 94.7/66.5
MVTec3D 84.4/92.0 82.8/91.2 82.6/87.0 80.6/87.3

MPDD 94.4/95.1 92.9/93.5 94.8/94.2 93.1/93.4

Impact of Pretraining Dataset Scale. It can be seen that with pretraining on MVTecAD, the results
are overall lower than the results obtained based on RealIAD pretraining. Thus, we think that the
scale of the dataset will have an impact, a larger scale is more advantageous for pretraining (better
transferability of the learned features). This also reflects that the AD field still needs larger and
higher-quality datasets in the future to better support anomaly representation pretraining.

However, in FYD, the transferability of the fine-tuned features is not discussed. In FYD, after
fine-tuning on MVTecAD, the fine-tuned model is effective on MVTecAD, but it has not been verified
whether it is still effective on other datasets. We think that FYD requires specialized fine-tuning
on each dataset. The reason is that the fine-tuning process in FYD is mainly to accomplish spatial
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alignment (beneficial to the PaDiM method) on feature maps. As the spatial distributions of objects
in different datasets are different, the learned affine transformation parameters in one dataset should
be hard to apply to other datasets. Therefore, even if we employ FYD to fine-tune on RealIAD,
the adapted network cannot be directly applied to other downstream datasets. Nevertheless, in our
paper, the results in Tab.1 have comprehensively verified that the pretrained features have good
transferability in downstream AD datasets.

B.2 Discussions on Data Leakage

A concern about our work is whether there may be anomaly data leakage between the pretraining
dataset and the test datasets. We think that the data leakage issue does not need to be concerned.
Because the product categories in RealIAD are completely different from those in the test AD datasets,
and the anomaly types are also quite different. Even if there are some similar types of anomalies
(e.g., broken), the visual appearance displayed on different products will also be different. For data
leakage, it’s hard to calculate a numerical indicator. Due to different products, the similarities between
pretraining images and test images are all low, making it hard to distinguish what constitutes anomaly
data leakage. In Tab.6, we report results of both pretraining and testing on the MVTecAD dataset.
This is a serious data leakage, but compared to RealIAD pretraining, it doesn’t bring significant
performance improvement. This indicates that data leakage is not a critical issue for the performance
gains in our work.

B.3 Discussions with SPD

We further provide a discussion with a previous pretraining-related method, SPD [56]. In the paper
spot-the-difference (SPD), the authors propose a data augmentation strategy called SmoothBlend
to create slight local differences (or called pseudo-anomalies). Then, the authors create pseudo-
anomalies on natural images from ImageNet to use as negative samples in contrastive learning. The
model is pretrained on ImageNet, while our model is pretrained on a real AD dataset, RealIAD. (1)
Compared to pseudo-anomalies, the negative samples used in our method are more realistic and more
in line with the abnormal characteristics in real-world scenarios. (2) In SPD, similar to classical
SSL methods (SimCLR, MoCo), contrastive loss is constructed based on global features, while we
construct contrastive loss based on more fine-grained local features. Although SPD mentioned that
it can promote local sensitivity compared to SimCLR, MoCo, etc., it still may lead to the loss of
information about local pseudo-anomalies in the global features, as the local augmentation is slight.
For fine-grained task like anomaly detection, contrastive learning based on fine-grained local features
should be more suitable. (3) SPD was evaluated only on the ResNet-50, PaDiM, and VisA and
MVTecAD datasets, while we evaluate our method on more backbones, AD models, and AD datasets.

B.4 More Discussions with ResAD

We think that we should further discuss some similarities and differences between our work and
ResAD [46]. Compared to ResAD, we mainly employ the wonderful residual features proposed
in ResAD as our pretrained AD representations. Because we expect that pretrained features can
serve as general features in anomaly detection, namely, it’s best for pretrained representations to be
domain-invariant. As the authors explained in [46], the residual features can be regarded as class-
generalizable representations, which satisfy our expectations just right. The results in Tab.2(a) also
demonstrate that residual features are better pretrained AD representations compared to the vanilla
features extracted by the backbone network. Our studies also further confirm the authors’ opinions
in [46] that residual features have the potential to be general representations in anomaly detection.
However, our work and ResAD are clearly two different works, with differences in motivations,
concerned problems, and implementation methods.

(1) Different Motivations and Concerned Problems. ResAD explores the problem of class-
generalizable anomaly detection. The authors mainly aim to learn a generalizable AD model that can
be directly applied to new classes to accomplish anomaly detection. By comparison, our work focuses
on a very valuable but inadvertently overlooked problem: anomaly representation pretraining. We
aim to learn better and proprietary representation features for AD tasks through contrastive learning
pretraining on large-scale AD datasets.
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(2) Class-generalizable Anomaly Detection vs. Anomaly Representation Pretraining. Although
class-generalization anomaly detection can also be seen as pretraining an AD model on a dataset and
then applying it to new datasets. However, it’s still significantly different from anomaly representation
pretraining, as anomaly representation pretraining aims to provide better AD representation features
for downstream AD methods, while class-generalizable anomaly detection (ResAD, InCTRL [55])
cannot empower other AD models. This is why in the experiments, we didn’t perform reverse setting
(train on the combination of MVTecAD, VisA and other datasets and eval on RealIAD). We need to
validate the effectiveness of our pretrained features in existing AD methods, rather than verifying the
cross-class generalization ability of AD models. The models in Tab.1 are also first trained on normal
samples with our pretrained features, and then evaluated.

(3) Different Implementation Methods. Our work doesn’t construct a model that can be directly
used for anomaly detection, while providing pretrained representation features for AD tasks. Our
pretraining framework is based on contrastive learning. To fully optimize discrepancies between
normal and abnormal features, we propose angle- and norm-oriented contrastive losses from the
feature similarity perspective. ResAD constructs a class-generalizable AD model that accomplishes
anomaly detection based on normalizing flow model [21] to learn residual feature distribution. In
addition, ResAD uses fixed normal samples as reference to generate residual features, without
considering the semantic misalignment issue. We realize this issue and provide an improvement (the
semantic-aligned reference matching module, Appendix C) for generating semantic-aligned residual
features.

(4) As for performance, we compare the FSAD performance with ResAD. As shown in Tab.5, our
simple FeatureNorm is better than ResAD, especially on the VisA dataset. Moreover, compared
to the more sophisticated normalizing flow modeling in ResAD, calculating feature norms in our
method is quite simple. This also demonstrates the value of our pretrained features.

B.5 Limitations

In this work, unlike conventional AD research works, we explore a very valuable but inadvertently
overlooked problem: anomaly representation pretraining. We propose a novel AD representation
learning framework to learn proprietary pretrained features for AD tasks. Even if incorporating our
pretrained features into embedding-based AD methods can manifest good performance improvement
on five AD datasets and five backbones (Tab.1), there are still some limitations of our work.

One limitation of our work is that we fix the backbone network and only optimize the Feature
Projector during training. However, we think that for an ideal feature extraction network in AD tasks,
the backbone part should be specially designed based on the characteristics of anomaly detection
and effectively learned during pretraining. For example, when encoding one image, the backbone
network can simultaneously consider multiple normal reference samples to increase the normal
context patterns. Then, the contrast between normal and abnormal can be implicitly embodied in
the network encoding process. Thus, the encoded normal and abnormal features would be more
discriminative.

Another limitation is that our pretrained features can only be incorporated into embedding-based AD
methods. Other AD methods that are not based on pretrained feature extractors (e.g., diffusion-based)
cannot benefit from our method. Therefore, future work should also focus on exploring pretraining
frameworks for more AD methods.

B.6 Computational Cost

In this work, we accomplish anomaly detection based on some embedding-based AD methods.
The computational cost of a complete AD model is determined by both the feature extractor and
the subsequent AD method. Compared to using ImageNet-pretrained features, our method mainly
introduces extra cost in the Feature Projector. For different backbones, the computational costs of the
Feature Projector are different. With the image size fixed as 224× 224, we calculate the number of
parameters and computation FLOPs in the Feature Projector. The results are shown in Tab.7.
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Table 7: Computational cost of the Feature Projector with different backbone networks.
DINOv2-Base DINOv2-Large CLIP-Base CLIP-Large ImageBind

parameters 21.3M 37.8M 21.3M 37.8M 59M
FLOPs 137.7G 309.2G 137.7G 309.2G 483.2G

B.7 Social Impacts and Ethics

As a work for learning robust and discriminative pretrained representations for anomaly detection,
the proposed method does not suffer from particular ethical concerns or negative social impacts. All
datasets used are public. All qualitative visualizations are based on industrial product images, which
don’t infringe personal privacy.

C Semantic-Aligned Reference Matching

Discussions on Reference-Set Sensitivity. Residual features are mainly relied on mutually eliminat-
ing class-related normal patterns in features through subtraction (please see the ResAD paper [46]
for more explanations), for being class-generalizable. However, if normal images have significant
variability, it may cause the few-shot reference samples to be not representative enough (lacking
some class-related normal patterns). This may lead to certain class-related normal patterns in the
input feature can’t be effectively eliminated. Then, the discriminability of residual features under
few-shot settings will be compromised.

For practical applications, this issue should be particularly focused and reasonably addressed. Of
course, the simplest solution is to increase the number of reference samples. This is feasible, as in
practical applications, the number of reference samples is usually not as strict as the 8-shot. However,
in practical applications, we expect that the reference samples can fully represent their class, so it’s
best to have sufficient differences between the reference samples. Thus, the sample selection strategy
cannot be random. A feasible method is to first cluster all available normal samples into different
clusters based on a clustering algorithm (e.g., KMeans). Then, based on the number of reference
samples, we evenly distribute it to each cluster. When selecting from a cluster, we can prioritize
selecting samples closer to the center. Another feasible strategy is to match spatially aligned samples
as reference samples for each input sample. Below, we provide a corresponding approach.

Residual Features with Semantic-Aligned Reference Matching. When constructing residual
features, it’s required to first match the nearest feature from the reference feature bank. To maintain
the efficiency of residual feature generation, the reference feature bank cannot be too large. Thus, in
[46], the authors use fixed few-shot normal samples to construct the reference feature bank. Although
efficiency is guaranteed, it may sacrifice the representation ability of residual features. In real-world
scenarios, different normal samples of the same class may have semantic differences (e.g., variable
object components or shapes, misaligned objects). When the semantic differences among normal
samples are too large, it can cause fixed few-shot normal samples can’t cover all normal patterns,
thereby the reference feature bank may not be representative enough. To address this, we can select
proper semantic-aligned (i.e., the components, shape, and orientation of the object in two images are
relatively consistent) reference samples for each input image. In specific, we propose a lightweight
semantic-aligned reference matching method, which calculates statistical histograms (distances from
local features to clustering centers) for the image and then measures the global distance between two
images by the KL divergence between histograms. Two aligned images usually have close spatial
feature distribution, so the histograms are similar, namely, smaller KL divergence. As histograms are
low-dimensional, the calculation of KL divergences has a very low cost. Thus, the matching module
will not introduce too much cost. Finally, we indicate that this module is not used during pretraining,
while it can be used when we apply pretrained features to downstream AD datasets.

Semantic-Aligned Reference Matching. We describe our semantic-aligned reference matching
method that can retrieve semantic-aligned samples from the normal sample set for the input image I .
Given total N normal images, we extract first layer features with a pretrained lightweight network
(e.g., ResNet-18), the corresponding features are denoted as {Fi ∈ RH1×W1×C1 |i = 1, 2, . . . , N}.
Then, for each image, the feature map Fi is evenly divided into S × S grids as:

Fu,v
i ∈ R

H1
S ×W1

S ×C1 , u, v = 1, 2, . . . , S (8)
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For each grid, we collect all raw patch features of different normal images together into the feature set
Pu,v = {Flatten(Fu,v

i )k ∈ RC1 |k = 1, 2, . . . , NH1W1/S
2}. The K-means clustering algorithm is

performed on Pu,v to obtain Nc clustering centers Cu,v = {ck ∈ RC1 |k = 1, 2, . . . , Nc}. For each
grid, we can obtain Nc clustering centers, and then the total number of centers is S2Nc.

The feature map Fi and clustering centers {Cu,v ∈ RNc×C1 |u, v = 1, 2, . . . , S} are further utilized
to calculate the block-wise statistics for each normal image Ii. Specifically, in the (u, v)-th grid, we
calculate the cosine similarity between the grid feature map Fu,v

i ∈ R
H1
S ×W1

S ×C1 and all centers
C ∈ RS2Nc×C1 . Then we obtain H1W1/S

2 histograms denoted by Hu,v
i = {hk ∈ RS2Nc |k =

1, 2, . . . , H1W1/S
2}, where hk denotes the cosine distance histogram of k-th feature in the grid with

respect to the codebook C. The histograms are then normalized so that ||hk||1 = 1, ∀k. Then, for
the input image I and the i-th normal image Ii, we can calculate the KL divergence between their
histograms to measure the spatial alignment degree between them. Specifically, the calculation of KL
divergence is based on grid, we calculate the block-wise KL divergence Du,v

i = KL(Hu,v
i , Hu,v)

for each block (u, v), where Hu,v means the histograms in (u, v)-th grid of the input image. As in
one grid, there are H1W1/S

2 histograms, the shape of Du,v
i should be RH1W1/S

2

. If the two grids
are semantically similar, the maximum KL divergence needs to be small enough. Therefore, we only
select the maximum KL divergence du,vi from Du,v

i as semantic alignment degree between two grids,
du,vi = max(Du,v

i ). The global semantic alignment degree between I and Ii is estimated as:

Dalign
i ≜

1

S2

S∑
u=1

S∑
v=1

du,vi (9)

Based on the global semantic alignment degree, we can sort the global distances between the input
image and N normal images and then retrieve the top-K neighbor normal images (we denote the set
of indices as ι) as few-shot normal reference images Nref = {Iι1 , Iι1 , . . . , IιK}. In implementation,
the hyperparamters S, Nc, and K are set as 5, 5, and 8, respectively.

Further Discussion. Employing the semantic-aligned reference matching approach is to provide
proper semantic-aligned reference samples for each input image. Generally speaking, such reference
samples should be more reference-informative, especially when the test images are highly non-aligned.
Moreover, in practical usage, when inputting a test image, the semantic-aligned reference matching
approach will not introduce too much extra cost for the inference process. We can employ it as
a preprocessing step by calculating histograms for all collected normal samples and storing these
histograms. Then, the input image only needs to calculate its own histograms and calculate the
block-wise KL divergences with the stored histograms, and the calculation of KL divergences has a
very low cost. When using ResNet-18 as the lightweight network, the cost of calculating the global
semantic alignment degree between I and Ii is only about 0.1 GFLOPs.

D Implementation Details

Like most pretraining works, we employ multiple backbones with different architectures and parame-
ter scales for anomaly representation pretraining. Specifically, we select DINOv2-B [26], DINOv2-L
[26], CLIP-B [29], CLIP-L [29], and ImageBind [11] as the backbone network. Due to different net-
work depths, the intermediate layers to output features are different among these models. DINOv2-B
and CLIP-B have a total of 12 layers, and we use the [3, 6, 9, 12] layers to output features. Network
layers in DINOv2-L and CLIP-L are 24, and features from the [6, 12, 18, 24] layers are used for
training. For ImageBind, the outputs from the [8, 16, 24, 32] layers are used for training.

Implementation Details About the Results in Tab.1. In Tab.1, to guarantee the rationality of result
comparison, with the five backbones, we reproduce these methods based on their official open-source
code. For each method, we use the default hyperparameters and don’t perform any hyperparameter
tuning. When applying our pretrained features in these methods, we make sure that we only replace
the original features without any additional modifications.

E Hyperparameter Sensitivity

In this section, we conduct more ablation experiments on the main hyperparameters in our method to
illustrate their sensitivity. Following the main text, in hyperparameter ablation studies, we also utilize
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ImageBind as the backbone network and produce results with PaDiM, PatchCore, and FeatureNorm
as the baseline AD methods.

Temperature Hyperparamter τ . In Tab.8, we ablate the temperature hyperparameter τ in the
angle-oriented contrastive loss (see Eq.(2)). The results show that larger τ (i.e., > 0.3) will lead to
degraded results. When τ is set to 0.3, the results produced by FeatureNorm are the best, but the
PRO result under PatchCore is poor. When τ is set to 0.1, the results produced by Patchcore are the
best, but the results under FeatureNorm are poor. Therefore, by overall consideration, setting the
temperature hyperparameter τ to 0.15 is the most suitable choice.

Table 8: Ablation studies about the temperature hyperparameter τ in the angle-oriented contrastive
loss (see Eq.(2)). ·/· means image-level AUROC and PRO.

Method
τ 0.1 0.15 0.2 0.25 0.3 0.5

PaDiM 95.4/87.8 95.5/88.2 95.4/87.9 95.3/87.8 95.1/87.5 94.9/87.3
PatchCore 94.4/87.5 94.6/87.0 94.3/87.4 94.5/86.5 94.5/86.5 94.6/85.5

FeatureNorm 93.3/87.7 93.9/88.1 93.9/87.9 94.1/87.9 94.1/88.1 93.8/87.5

Margin Hyperparamter ∆r. In Tab.9, we ablate the margin hyperparameter ∆r in the norm-oriented
contrastive loss (see Eq.(5)). The results show that our method is not very sensitive to the margin
∆r. We think the reason should be that in the norm-oriented contrastive loss, we only need to set a
certain margin to ensure that the norm of normal and abnormal features can be distinguished, rather
than having to set a large enough margin. When ∆r is set to 0.75, the results under three baseline
methods are overall better compared to other ∆r values. Therefore, we decide to set the margin
hyperparameter ∆r to 0.75 in our method.

Table 9: Ablation studies about the margin hyperparameter ∆r in the norm-oriented contrastive loss
(see Eq.(5), r′ = r +∆r).

Method
∆r 0.1 0.2 0.3 0.5 0.75 1.0

PaDiM 95.5/88.2 95.5/88.3 95.5/88.1 95.5/88.1 95.5/88.1 95.5/88.0
PatchCore 94.6/87.0 94.6/87.2 94.6/86.6 94.6/87.4 94.6/87.5 94.3/87.2

FeatureNorm 93.9/88.1 93.9/88.0 93.9/88.0 93.9/88.0 94.0/88.2 94.0/88.4

Loss Weighting Coefficient λ. The results are shown in Tab.10. It can be found that with λ set to 1,
the best results can be achieved.

Table 10: Ablation studies about the loss weight λ in the total loss (see Eq.(7)).

Method
λ 0.5 1 1.5 2 3 5

PaDiM 95.4/88.0 95.5/88.1 95.5/88.0 95.4/87.7 95.3/87.5 95.2/87.2
PatchCore 94.3/87.8 94.6/87.5 94.5/87.0 94.6/87.3 94.6/87.6 94.5/87.2

FeatureNorm 93.5/88.0 94.0/88.2 93.9/88.1 93.9/87.9 93.9/88.1 94.1/88.0

Number of Layers in the Feature Projector L. The results are shown in Tab.11. The results indicate
that more network layers don’t bring obvious performance improvement, instead, the PRO results
under PatchCore are lower than the counterpart (87.5) when L is 1. Considering that more network
layers require more computational cost, we only construct one attention layer in the Feature Projector.

Number of Learnable Reference Representations Nr. The results are shown in Tab.12. It can
be found that with Nr set to 2048, the PRO result under PatchCore is better than others, and the
results under PaDiM and FeatureNorm are also good. Thus, the number of learnable reference
representations is set to 2048 by default.

Number of Reference Samples during Training K. The results are shown in Tab.13. Compared to
a fixed number of reference samples, combining multiple reference sample numbers and randomly
selecting (Rand (1, 4, 8)) each time can achieve significant performance improvement. To vary the
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Table 11: Ablation studies about the number of attention layers in the Feature Projector.

Method
L 1 2 3

PaDiM 95.5/88.1 95.7/88.2 95.7/88.4
PatchCore 94.6/87.5 94.9/86.4 95.0/86.7

FeatureNorm 94.0/88.2 94.0/88.1 93.9/88.2

Table 12: Ablation studies about the number of learnable reference representations in the Feature
Projector.

Method
Nr 256 512 1024 1536 1792 2048 2560

PaDiM 95.4/88.1 95.6/88.3 95.5/88.1 95.6/88.3 95.6/88.1 95.5/88.0 95.5/87.9
PatchCore 94.8/87.3 94.8/86.7 94.6/87.5 94.5/86.5 94.6/87.4 94.7/88.0 94.6/87.3

FeatureNorm 94.0/88.1 94.2/88.3 94.0/88.2 93.8/88.0 93.6/87.9 93.8/88.1 93.7/88.1

number of reference samples during training, we think that it is beneficial for increasing residual
feature diversity.

Table 13: Ablation studies about the number of reference samples used during training. Rand(1, 4, 8)
means that we randomly select 1, 4, or 8 reference samples for each input sample.

Method
K 1 2 4 8 Rand(1, 4, 8)

PaDiM 95.5/88.0 95.3/88.0 95.3/88.1 95.2/88.7 95.5/88.8
PatchCore 94.7/88.0 94.4/87.5 94.6/87.7 94.3/87.5 94.7/87.6

FeatureNorm 93.8/88.1 94.3/89.0 94.5/89.3 94.2/89.2 94.5/89.3

F Qualitative Results

In this section, we show some qualitative results. To avoid redundant qualitative figures, we select to
generate anomaly score maps based on PatchCore as it is representative enough. PatchCore is based
on feature comparison without learnable parameters, and thus can intuitively reflect the quality of
pretrained features. In addition, we utilize CLIP-L as the backbone network. The qualitative results
are shown in Fig.4. It can be seen that by employing our pretrained features, the PatchCore method
can generate better anomaly localization maps compared to using the original ImageNet-pretrained
features. “PatchCore w/o pretrained” may generate many false positives in normal regions (e.g., line
1, right part of lines 4 and 5). By comparison, “PatchCore w/ pretrained” can effectively avoid false
positives in normal regions and locate anomalies more accurately (e.g., left part of lines 3, 4, and 5).

In Fig.5, we show more feature t-SNE visualization results.
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Figure 4: Qualitative results. The anomaly score maps are generated by PatchCore with CLIP-L as
the backbone network. “w/o pretrained” and “w/ pretrained” refer to without and with our pretrained
features.

（a) Candle （b) Chewinggum

（c) Pcb1 （d) Fryum

Figure 5: Feature t-SNE visualization. For (a), (b), (c), and (d), the features are from the “candle”,
“chewinggum”, “pcb1”, and “fryum” classes from the VisA dataset.
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