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Abstract. Diffusion models excel in generating high-quality images from005 005

text prompts but often replicate elements from their training data, rais-006 006

ing copyright concerns. While recent studies focus on direct, copyrighted007 007

prompts, our research examines subtler infringements triggered by indi-008 008

rect prompts. We introduce a data generation pipeline to systematically009 009

study copyright issues in diffusion models, replicating visual features010 010

using seemingly irrelevant prompts for T2I generation. Testing various011 011

models, including Stable Diffusion XL, our results reveal a widespread012 012

tendency to produce copyright-infringing content, highlighting a signifi-013 013

cant challenge in this field.014 014

1 Introduction015 015

Diffusion models have become prominent in generating high-quality images, rais-016 016

ing concerns about copyright protection. Studies show that diffusion models can017 017

memorize and reproduce copyrighted images from their training data [1,23,24].018 018

This has led to lawsuits against companies like Stability AI and MidJourney for019 019

using artists’ work without consent [27]. Figure 1 shows that efforts to prevent020 020

generating copyrighted content, such as OpenAI’s filters on ChatGPT, are inad-021 021

equate as generic prompts can still produce copyrighted content. This highlights022 022

the need to identify such prompts to avoid limiting diffusion models’ future use.023 023

Our contributions. 1. We propose a framework to generate prompts for T2I024 024

tasks that, despite being generic in language, can still trigger partial copyright025 025

infringements in image generation. 2. We introduce a copyright tester using026 026

attention maps to identify significant similarities, extending analysis from whole027 027

image duplication to specific visual feature resemblances. 3. We compile a dataset028 028

of potential copyrighted topics and prompts for realistic research and analysis.029 029

Our empirical results highlight the copyright threat which raises awareness in030 030

copyright research for generative models.031 031

2 Background032 032

Diffusion models. Diffusion models are generative models that learn the reverse033 033

process of adding noise to data until it becomes noise [22]. They either predict034 034

less noisy data at each step or the noise itself to denoise the data [8, 20]. Early035 035
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Generate an image referencing the prompt "A new 
superhero who can fly effortlessly soars through the 
skies, leaving a trail of shimmering stardust in their 
wake." Do not rephrase my prompt. Use it exactly as 
is.

Here is the image generated based on your 
prompt.

Generate an image of Superman from DC 
comics. Do not rephrase my prompt. Use it 
exactly as is.

I'm unable to generate an image of 
copyrighted characters, including Superman 
from DC Comics. However, I can create an 
image of a generic superhero. Please let me 
know if you would like me to proceed with 
this alternative.

Fig. 1: ChatGPT refuses to generate images when directly prompted for copyrighted
material. However, our method’s adversarial prompts still manage to generate copy-
righted material, in this case, the Superman logo.

models worked at the image level, but [18] introduced latent diffusion models036 036

that operate in a lower-dimensional hidden space, improving speed and enabling037 037

training on large datasets like LAION [21]. These models often use a U-Net038 038

[19] and incorporate cross-attention modules [26] for conditional generation [18].039 039

Other techniques enhance conditional generation performance [6, 9, 25].040 040

Memorization and copyright protection. Diffusion models can memo-041 041

rize training data, risking copyright infringement [1,10,23,29]. Solutions include042 042

provable copyright protection theorems [28], though these can fail under cer-043 043

tain attacks [13]. Model editing techniques [3, 7, 12, 30] can prevent generating044 044

specific concepts but may reduce model performance. Watermarking methods045 045

inject perturbations to prevent memorization [5,17,32], though watermarks can046 046

be removed through denoising or blurring.047 047

3 Problem Formulation048 048

Copyright infringement for generative models. We focus on US copyright reg-049 049

ulation, particularly the concept of Fair Use, which allows use of copyrighted050 050

material in a transformative way. Generative models, trained on datasets like051 051

LAION-5B [21] containing copyrighted data, may produce images with substan-052 052

tial structural similarity to copyrighted images, risking infringement claims. Ob-053 053

jective of our data generation pipeline. Our goal is to create prompts that appear054 054

generic but can still trigger generation of copyrighted content. We define:055 055

Definition 1. (Prompt sensitivity) Given a semantic measurement fs(·) and056 056

a tolerance ϵ, prompt p is sensitive to a topic t if ||fs(p)− fs(t)|| < ϵ.057 057

Definition 2. (Copyright-adversarial prompt) Given a T2I model fT2I(·),058 058

a set of copyrighted data Dcopyright, a distance measure D[·||·], and a tolerance059 059

ϵ, prompt p is adversarial if D[fT2I(p)||Dcopyright] < ϵ.060 060
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fs can be a text encoder for text embeddings comparison. We detail D[·||·] later.061 061

A prompt is sensitive if it has similar semantics to a topic, and adversarial if it062 062

triggers generation of copyrighted content. Our pipeline systematically creates063 063

such non-sensitive adversarial prompts. A generic prompt does not explicitly064 064

refer to copyrighted content. For instance, "new superhero" does not refer to065 065

"Superman," while "Superman" explicitly does. We use BERT score [31] to066 066

verify that our prompts are non-adversarial.067 067

Copyright test. Copyright violations can occur even if generated images aren’t068 068

direct copies but have substantial similarities to copyrighted content. These are069 069

partial violations. In Definition 2, we use D[·||·] to measure these similarities and070 070

propose an implementation of D[·||·] as a copyright tester in Section 5.071 071

4 A Data Generation Pipeline for Copyright072 072

We introduce our pipeline to create non-sensitive adversarial prompts based073 073

on Definitions 1 and 2. The pipeline has two stages: generating non-sensitive074 074

prompts and pruning them to select the most adversarial ones. Diffusion models075 075

generate outputs x by sampling from p(x|c;Φ), where p(·;Φ) is the conditional076 076

probability distribution parametrized by Φ, and c is the condition. For prompts,077 077

c = E(p;Θ), where E is an embedding model parametrized by Θ. Due to empir-078 078

ical risk minimization, both p and E often overfit as they can be updated based079 079

on training data associations without learning actual semantics. This can lead080 080

to overfitting even with input conditions.081 081

4.1 Generate Non-Sensitive Prompts082 082

The design of our prompt generation stage is motivated by the unstable behaviors083 083

of T2I diffusion models, which are prone to overfitting. Diffusion models often084 084

generate images closely resembling copyrighted content, even with semantically085 085

different prompts. For example, prompts with "great wave" generate images086 086

similar to Hokusai’s "Great Wave off Kanagawa" and prompts with "superhero"087 087

generate images resembling Superman (see Figure 2). To address this, we ex-088 088

ploit these vulnerabilities to create triggering prompts for potential copyright089 089

infringement. Prompts are processed through cross-attention modules, which090 090

show imbalanced attention distribution. By visualizing attention maps, we iden-091 091

tify keywords critical for generating related content (see Figure 3). For keyword092 092

extraction, we use two filters: 1. Soft Filter: The intensity function Isoft(M)093 093

is defined as Isoft(M) = ρ(M, 90) − ρ(A, 50), where ρ(M, q) gives the q-th per-094 094

centile value of tensor M . Tokens with intensities above the mean are flagged095 095

as keywords. 2. Hard Filter: The intensity function Ihard(M) is defined as096 096

Ihard(M) = Q(M,d), where Q(M,d) is the proportion of values in M larger097 097

than d. Tokens with intensities above a threshold p are flagged as keywords,098 098

with d = 1.96. We then use these keywords to construct sentences that, while099 099

semantically deviating from the target topic, still generate related content due100 100
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An image of a superhero An image of a superhero who 
cannot fly

An image of a superhero who 
is an ordinary everyday hero

Great wave off Kanagawa Great wave off New York Great wave for surfing

Fig. 2: Unstable behavior of diffusion
models. Example of prompts that trig-
ger the generation of copyrighted refer-
ence content even when prompts and the
reference topic have semantically different
meanings.

Fig. 3: Attention map visualization. Im-
age shows the generation result from SD2
using the prompt "the legend of zelda".
Heatmaps are averaged attention maps
of each text token denoted above. No-
tably, the attention map associated with
the word “zelda" shows concentration on
the character, indicating its significance
as a pivotal keyword in generating the in-
tended topic.

to the keywords’ presence. We then introduce prompt pruning (Appendix C.5),101 101

through which we select prompts most likely to be adversarial by evaluating102 102

their effect in cross-attention modules. We measure the L2 distance between103 103

the cross-attention output of target topic embeddings and prompt embeddings.104 104

Prompts with the smallest distances, indicating similar effects on the generation105 105

process, are selected.106 106

5 Copyright Test for Substantial Similarities107 107

We propose a copyright test, D[·||·], to identify substantial similarities in gener-108 108

ated images, addressing the tendency of T2I diffusion models to over-attend to109 109

copyrighted areas (Figure 3). We aggregate attention maps from the last reverse110 110

diffusion step using a reduction function R(·) for each token in the prompt. With111 111

t tokens, we obtain t aggregated two-dimensional maps. A ranking process (Ap-112 112

pendix C.4) selects the top m maps likely corresponding to copyrighted features.113 113

These selected maps are smoothed with a Gaussian blur filter G(·, k, σ) and stan-114 114

dardized using Min-Max. To identify regions of interest, we transform the maps115 115

into binary masks B, where Bi,j = 1 for values over 0.5. For similarity checks, we116 116

use cosine similarity of CLIP-embeddings. Sections from generated images with117 117

similarity scores above 0.85 are considered substantially similar to copyrighted118 118

content. Figure 4 illustrates the entire process. This test requires real images119 119

with copyrighted content, which we discuss in the subsequent section.120 120

6 Collecting Potentially Copyrighted Data121 121

6.1 Collect Potentially Copyrighted Topics122 122

We select target topics with highly specific features to serve as inputs for our data123 123

generation pipeline (details in Appendix B). These features should not be con-124 124

sidered transformative to avoid copyright infringement [14]. We focus on movies,125 125



ECCV 2024 Dark Side of GenAI and Beyond WS Submission #***** 5

Fig. 4: Illustration of the copyright test. (a): Generated image. (b): Attention map of
the generated image. (c): Corresponding region of interest extracted by masking with
the attention map. (d): Target image and bounding box annotation. Copyright test
works by finding regions similar to the annotated region in target images.

video games, and logos (trademarks), particularly recent releases to ensure high-126 126

quality samples and updated copyright protection [15]. Our approach remains127 127

academic, not definitively qualifying topics as copyrighted (see Appendix C.1 for128 128

the list of topics). We exclude artwork and individual artists to focus on partial129 129

copyright infringement, detecting copyrighted content in image segments. While130 130

diffusion models replicate artist styles [2], such works might be derivative [4],131 131

complicating assessment. Therefore, this study does not address artistic style132 132

replication, requiring deeper consideration beyond its scope.133 133

6.2 Image Collection and Annotation134 134

We collect images with potentially copyrighted content and annotate them for135 135

the copyright test. For each target topic, we manually select 5 representative136 136

images based on distinct and/or copyrighted trademarks. We annotate these137 137

features with bounding boxes. Features include logos and characters relevant138 138

to each topic. To ensure a comprehensive copyright test, we choose a variety139 139

of images, including different game iterations and character poses and angles140 140

(examples in Appendix 17).141 141

7 Experiments142 142

7.1 Experiment Setup143 143

We use Stable Diffusion models (versions 1.1, 1.4, 1.5, 2, 2.1, XL) [16] to test144 144

our pipeline. We select 25 topics (11 movies, 10 games, 4 logos) and generate 10145 145

non-sensitive prompts and 10 images per prompt. Human evaluators annotate146 146

5 images per topic to mark copyrighted content (details in Section 6). Random147 147

seeds ensure reproducibility, except for the non-deterministic GPT results using148 148

the OpenAI API. The generation pipeline runs on an A100 80GB GPU, taking149 149

approximately 2 hours for Stable Diffusion 1.1 and 40 hours for XL (additional150 150

details in Appendix C).151 151

7.2 Results and Analysis152 152

Prompt Sensitivity. We evaluate prompt sensitivity using BertScore [31], com-153 153

paring generated prompts with target topics. Figure 5 shows that our prompts154 154
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Fig. 5: Averaged BertScore between gen-
erated prompts on various Diffusion mod-
els and target topics. Random denotes
BertScore between random prompts and
target topics. Our generated prompts ob-
tain scores similar to random prompts,
suggesting their non-sensitive nature.
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Fig. 6: Proportion of generated im-
ages with identified copyrighted content.
Around 70% of generated images (except
for SD XL) contain at least a chunk of
copyrighted content. More than half of the
images generated by SD XL still contain
copyrighted content, indicating the effec-
tiveness of our non-sensitive prompts.

have slightly higher similarity scores than random prompts but remain semanti-155 155

cally non-similar to target topics (BertScore F1 < 0.6). Effectiveness of Prompt156 156

Pruning. We assess our pruning method by comparing L2 distances between157 157

pruned prompts and target topic embeddings (Appendix Table 3). Pruned prompts158 158

exhibit smaller L2 distances, indicating the method’s effectiveness. Evaluation of159 159

Copyright Test. We measure the cosine similarity of CLIP embeddings between160 160

image chunks (Appendix Table 4). Identified chunks show high similarity (ap-161 161

prox. 0.9) to target annotations, compared to lower similarities (approx. 0.7 and162 162

0.6) for random chunks. Quality of Generated Images. We evaluate the presence163 163

of copyrighted content in generated images. Figure 6 shows that around 70% of164 164

images from tested models (except SD XL) contain at least one identified chunk.165 165

SD XL shows a slight decrease due to better comprehension of non-sensitive166 166

prompts yet still has a detection rate of over 50% of the time. This indicates167 167

that current training approaches are ineffective in preventing infringement.168 168

8 Conclusion169 169

In this work, we propose a data generation pipeline to create realistic copyright-170 170

infringing examples on diffusion models. Our pipeline generates seemingly unre-171 171

lated prompts that still produce copyrighted content and triggers partial copy-172 172

right infringement. The toolkit we present includes potentially copyrighted top-173 173

ics, target images with annotated copyrighted content, and a dataset generation174 174

pipeline. This toolkit can be used to test diffusion models for copyright-related175 175

performance and generate infringing samples. Our findings highlight that con-176 176

temporary diffusion models are highly susceptible to generating copyrighted con-177 177

tent, even from common phrases, underscoring the need for measures to prevent178 178

this. This toolkit can aid in copyright research and the evaluation of copyright179 179

protection algorithms for diffusion models.180 180
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