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ABSTRACT

Model sparsification aims to accelerate and compress models by removing
redundant connections. Most methods relied on estimating parameter importance
on pretrained models, which is computationally intensive to train. Other
approaches try to reduce training cost through sparse training either by producing
sparsified models early in training or randomly and greedily explore new
sparse architecture during training by prune and grow. The early weak feature
representation and greediness of the unreliable exploration strategy limit the
quality of such methods. In this work, we propose a simple, novel, and
effective model sparsification method called LookAhead and directly address
the shortcomings of previous methods by enforcing an iterative exploitation-
exploration process into dynamic sparsity pursuit through training. The
exploitation phase assumes stability of current sparse architecture and trains it to
maximize performance. Whereas the exploration phase challenges the assumption
by reactivating pruned parameters, quickly updating them while freezing existing
ones, and updating the sparse architecture. We demonstrate the effectiveness and
efficiency of LookAhead with extensive experiments covering both unstructured
and structured latency sparsity on ImageNet and CIFAR-10 for classification and
PASCAL VOC for object detection across multiple configurations. Not only do
we observe state-of-art accuracy of LookAhead surpassing multiple latest weight
and channel pruning methods but also tremenduous training cost saving. We
also design metrics to study the effectiveness of sparsity architecture exploration
strategy.

1 INTRODUCTION

Convolutional Neural Networks (CNNs) (LeCun et al., 1998) have constituted the modern
cornerstone for fundamental computer vision tasks such as image classification, object detection,
and segmentation. As the literature progresses for improved performance, so do the model size,
computation, and latency. Modern networks may contain billions of parameters (Brown et al., 2020)
for competitive advantages but the associated huge costs hinder deployment to applications that
suffer stringent resources, e.g., edge device applications. Therefore, effectively compressing CNNs
through removing redundant parameters for efficient storage and computation has been a very active
research area. Despite the diversity in the compression schemes proposed in recent years, chasing
sparsity via pruning, either in a structured (removing channels) or unstructured manner (removing
weights), has been one of the central topics with initial solutions dated back to (Hassibi & Stork,
1992; LeCun et al., 1990). A plethora of pruning methods has yielded profound progresses in model
compression (LeCun et al., 1990; Han et al., 2015; Louizos et al., 2018; Gale et al., 2019; Zhou et al.,
2021), providing practical speedup and memory benefits (Li et al., 2017; Molchanov et al., 2019;
He et al., 2020; Lin et al., 2020a; Yuan et al., 2021) through hardware-friendly sparsity (Wu et al.,
2020; Yang et al., 2018; Li et al., 2020; Shen et al., 2022b) that trades off accuracy and performance
via FLOPs/latency. Despite noticeable progresses, the majority of literature focuses on pruning
pretrained models, causing unnecessary initial training costs when (i) knowingly trains a full model
that is redundant for final inference, (ii) but, seemingly important, with sufficient connections and
high enough degree-of-freedoms to support exploration with optimizer.

The recent trend of exploring model sparsity without dense model pretraining (Frankle & Carbin,
2018; Lee et al., 2018; Wang et al., 2019; Tanaka et al., 2020; Wimmer et al., 2020; Liu et al.,
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Figure 1: LookAhead unstructured and structured pruning results on ImageNet. Left: Unstructured weight
sparsity with different pruning ratios as a function of FLOPs and train cost, the top-left is better; Right:
Structured pruning targeting various latency constraints, as a function of frame per second during inference
where the top-right is better, and train cost the top-left is better.

2021; Alvarez & Salzmann, 2016; Shen et al., 2022a) has gained attention for promising efficient
sparse training paradigms. Such methods generate a sparse model right at the initialization or early
in the training stage. Yet one noticeable challenge for the trend remains - a sharp performance drop
caused by (i) a limited number of data samples processed before pruning, and (ii) the inability of
network capacity to recover once pruned. The former causes difficulty in model exploration and
potential lacks proper guidance as the rich feature manifold is not learned yet, whereas the latter
prevents the network from regaining the capacity to learn the needed richer manifold. Addressing
these challenges for early pruning methods will make them more compelling.

We solve (i) and (ii) simultaneously by formulating model sparsification as an iterative exploitation-
exploration process to pursue dynamic sparsity during training. The exploitation phase assumes that
the sparse model at hand has the final structure thus performs training on it for better exploitation
of the convergence space. The exploration phase challenges the quality of the current sparse
architecture and explores the space of the previously removed weights for a fresh and higher-quality
sparse structure via growth-and-prune. Several previous works (Mocanu et al., 2018; Bellec et al.,
2018; Dettmers & Zettlemoyer, 2019; Dai et al., 2019; Wortsman et al., 2019; Evci et al., 2020;
Ma et al., 2021) including the popular RigL (Evci et al., 2020), mostly referred to as dynamic
sparse training, have considered the idea of such growth-and-prune scheme to search better sparsity
structure through training. Though yielding promising results, these methods are based on random or
greedy exploration to search new sparsity architecture, leading to limited coverage of sparse patterns
and potentially sub-optimal model quality. For more effective exploration to directly address those
issues, we draw some insights from Optimistic Initialization approaches (Machado et al., 2015;
Lobel et al., 2022), which are usually used to deal with the random nature of greedy exploration
in tasks like Reinforcement Learning. We show that the resulting solution, named as LookAhead,
effectively overcome the shortcomings of the previous solutions. It can be easily embedded into
training in a naturally iterative fashion, bringing the dynamic adjustment capability throughout the
entire training and constituting a new pruning efficacy Pareto front.

We conduct extensive experiments and ablation studies to demonstrate the effectiveness and
efficiency of LookAhead. Our results demonstrate state-of-the-art in a wide range of settings,
covering (i) both structured and unstructured sparsity on (ii) CIFAR-10 (Krizhevsky et al., 2009)
and ImageNet (Deng et al., 2009) for classification and PASCAL VOC (Everingham et al., 2010)
for object detection with (iii) four widely-used model architectures: ResNet50 (He et al., 2016),
WideResNet (Zagoruyko & Komodakis, 2016), MobileNet-V1 (Howard et al., 2017), and SSD(Liu
et al., 2016) across pruning targets including (iv) weight sparsity and latency. Figure 1 offers
a glimpse of our comprehensive experiments. We do not only observe superior state-of-the-art
results of LookAhead, but also tremendous training cost saving. Moreover, to validate LookAhead
indeed improves upon previous random and greedy methods, we design metrics to directly evaluate
exploration effectiveness of LookAhead and explicitly compare with them. Our contributions can
be summarized as follows:

• We propose LookAhead, a simple, novel, and effective dynamic network sparsification method
with an iterative exploitation-exploration scheme.

• We design new metrics to evaluate effectiveness of sparsity structure exploration strategy and
empirically demonstrate ours is more performant than previous solutions.
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Figure 2: An overview of LookAhead. In each LookAhead update step, we first train the kept weights ΘK

for H steps then prune a number of connections in the existing architecture. We later train the weights just
selected for J steps for better exploiting the current architecture. For exploration of a potentially better sparse
architecture, we temporarily activate all of the removed weights ΘP and train them for K steps while freezing
ΘK . We then evaluate the importance scores of the activated ΘP to grow the top-ranked weights. This
completes one full LookAhead update step, and it is repeated until the update period ends.

• We demonstrate that the method outperforms previous state-of-the-art sparsification methods
by large margin across multiple datasets, model architectures, target compactness, pruning
criterion, for both structured and unstructured sparsity.

• We further instantiate the method with a hardware-aware compression scheme taking latency
into account for hardware-friendly sparsity, setting the new state-of-the-art for latency pruning.

2 RELATED WORKS

In general, our work can be categorized into the field of model compression, or model sparsification
and pruning in particular. We will provide recap of three popular schemes below. LookAhead is
closest to the family of Dynamic Sparse Training works but differs from them in that we explicitly
address the randomness or greedy nature of the exploration to discover enhanced sparse structure
more solidly and effectively during the training.
Pruning from Pretrained Networks The majority of pruning methods evaluate parameters weight
magnitude as their importance scores on well-performed pretrained dense weights and remove the
lower-ranked ones in an either one-shot (Thimm & Fiesler, 1995; Ström, 1997) or iterative (Han
et al., 2015; Narang et al., 2017; Zhu & Gupta, 2017; Gale et al., 2019) fashion, followed by an
additional finetuning session to recover the accuracy. In addition to the magnitude-based indicator,
there have been other importance criterion proposed such as Hessian-based scores (LeCun et al.,
1990; Hassibi & Stork, 1992) and probability-based scores (Zhou et al., 2021; Srinivas et al., 2017;
Molchanov et al., 2017). In this paper, we focus on weight magnitude metric as the saliency score
for unstructured sparsity.

Some works, targetting structured sparsity, aim to prune convolutional filters (Li et al., 2017) or
attention heads (Michel et al., 2019), thus enjoy immediate memory and latency benefit without
specialized hardware and library support (Han et al., 2016). Exemplary channel importance criterion
relied on metrics like weight norm (Li et al., 2017; Chin et al., 2020; He et al., 2020; 2018a; Yang
et al., 2018), Taylor expansion (Lin et al., 2018; Molchanov et al., 2019; You et al., 2019), geometric
median (He et al., 2019), and feature maps rank (Lin et al., 2020a). Other works (Chen et al., 2018;
Shen et al., 2022b) including the very recent HALP consider channel pruning under a latency or
FLOPs constraint, aiming for more hardware-friendly structured sparse architecture with practical
speed-up. In our latency-constrained structured sparsity experiment, we build upon the pruning
scheme developed in HALP, exploring better sparse structure in terms of both accuracy and inference
latency.

Static Sparse Training Albeit the decent performance of pruning on pretrained models, the dense
model pretraining is usually computationally demanding and redundant. To address this, a group of
works (Frankle & Carbin, 2018; Lee et al., 2018; Wang et al., 2019; Tanaka et al., 2020; Wimmer
et al., 2020; Liu et al., 2021; van Amersfoort et al., 2020; Verdenius et al., 2020; Shen et al., 2022a)

3



Under review as a conference paper at ICLR 2023

trained sparse networks generated from scratch or early in training. This is also referred to as zero-
shot pruning or pruning at early stage. Despite the reduced computation, the performance of these
methods are notably worse than pruning from the pretrained since they compress models based
on a limited number of data samples which usually can’t represent the rich features in large-scale
datasets.

Dynamic Sparse Training Another group of works (Mocanu et al., 2018; Dettmers & Zettlemoyer,
2019; Mostafa & Wang, 2019; Kusupati et al., 2020; Wortsman et al., 2019; Dai et al., 2019; Evci
et al., 2020; Lin et al., 2020b; Ma et al., 2021; Yuan et al., 2021) have considered the idea of
repeated alternating prune-grow sessions to dynamically configure the sparsity structure through
training from scratch, giving the model more flexibility. This scheme is also referred to as iterative
prune-grow or neural rewiring. SET (Mocanu et al., 2018) prunes weights according to the standard
magnitude criterion then adds weights back at random. DeepR (Bellec et al., 2018) augments
Stochastic Gradient Descent (SGD) with a random walk in parameter space. SNFS (Dettmers &
Zettlemoyer, 2019) uses momentum of each parameter as the growing criterion. NeST (Dai et al.,
2019) and RigL (Evci et al., 2020) employ magnitude-based pruning and grow greedily based on
instantenious gradients on a small data-batch, achieving promising results. PC-GAP (Ma et al.,
2021) iteratively prune and grow in a schedule by breaking the model into several partitions. Though
decent in accuracy the method needs 1.2K training epochs on ImageNet. DPF (Lin et al., 2020b)
and DCIL (Kim et al., 2021) dynamically train the model with soft masking techniques estimating
gradients on sparse parameters. Very few dynamic sparse training works consider structured sparsity
mainly due to the difficultly of estimating pruned channel gradients. SCS (Yuan et al., 2021)
formulates the model growing into the optimization problem and utilizes continuous structured
sparsification.

3 ITERATIVE PRUNE-GROW LOOKAHEAD(S)

We now introduce the details of our approach. Without loss of generalizability, we focus on
unstructured pruning to describe the algorithm and leave the structured sparsity formulation for
the Supplemental material.

We iteratively run LookAhead step during training to update the sparse architecture on-the-fly until
reaching the total number of LookAhead update steps needed. The new sparse architecture is defined
concretely by a prune stage which removes a fraction of parameters based on the saliency metric and
a grow stage which activates a selected portion of pruned parameters. The novelty of LookAhead lies
in how we select the pruned weights to grow back and how we schedule each prune and grow session
with interleaved training stages to enforce exploitation-exploration. As mentioned, we explicitly
improve upon the random and greedy heuristic in previous solutions (Mocanu et al., 2018; Dai et al.,
2019; Evci et al., 2020) with insights drawn from Optimistic Initialization approaches(Machado
et al., 2015; Lobel et al., 2022). With this strategy, all the actions are first deemed to be optimal
and then are explored at least multiple times to challenge the assumption. We perform this by first
temporarily activating all of the weights to be explored then training those connections quickly for
a few iterations while freezing the currently selected architecture to look ahead the performance if
growing those parameters back to the currently selected sparse weights. We evaluate importance
scores of the temporarily activated weights which will unveil what parameters are worth continued
exploration and grow the top-ranked ones. We discuss next the details of the approach.

Notation. Let us consider a neural network with weights Θ = {Θ(l)}L1 , where L is the number
of layers in the network, Θ(l) is the set of parameters for the layer l and ml is the number of
parameters of that layer, with m =

∑L
l=1 m

l the total number of parameters in the network. We
also define a binary mask B = {Bi}m1 ,Bi ∈ {0, 1} to identify the parameters of the network that
are meant to be kept ΘK = {Θi;Bi = 1}, and those to be removed ΘP = {Θi;Bi = 0}, such
that Θ = ΘK ∪ ΘP . Also suppose our target sparsity is S. Given a training set D consisting of N
input-output pairs {(xi, yi)}Ni=1 , we can formulate the learning and sparsification of the network as
solving an optimization problem of the form

min
Θ,B

1

N

N
|B|∑
i=1

ℓ(f(Θ⊙ B;xi),yi), (1)

s.t.||B||0 ≤ (1− S) ·m,
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where ⊙ is the element-wise multiplication, ∥ · ∥0 is the L0-norm, and ℓ(·) is the training loss over
a batch (xi,yi) = {(xj , yj)}(i+1)·|B|

i·|B| of size |B| sampled from the training set D. We next describe
the LookAhead steps, the core components of the algorithm.

3.1 LOOKAHEAD

Algorithm 1 LookAhead Pseudocode
Input:Θ, D, S, fdecay, α, T , H , J , K

1: ΘK ,ΘP ,B ← Sparsify Θ using S
2: ∆T ← H + J +K
3: t, f lag ← 0, 0
4: for i← 1 to |D| do
5: if (i+ J +K) mod ∆T = 0 and t < T then
6: for l← 1 to L do
7: IlK ← Importance(Θl

K)
8: nl ← fdecay(t;α, T ) ·ml · (1− Sl)

9: Ip ← ArgTopK(−IlK , nl)
10: //Prune Connections
11: Update ΘK ,ΘP ,B with Ip
12: end for
13: else if (i+K) mod ∆T = 0 and t < T then
14: flag ← 1
15: else if i mod ∆T = 0 and t < T then
16: for l← 1 to L do
17: IlP ← Importance(Θl

P )
18: Ig ← ArgTopK(IlP , n

l)
19: //Grow Connections
20: Update ΘK ,ΘP ,B with Ig
21: end for
22: t← t+ 1
23: flag ← 0
24: end if
25: if flag then
26: //Reactivate&Explore
27: ℓi ← ℓ(f(ΘP ∪ΘK ;xi), yi)
28: ΘP ← lr · ∇ΘP li
29: else
30: //Importance Estimation
31: //Accuracy Improvement
32: ℓi ← ℓ(f(Θ⊙ B;xi), yi)
33: ΘK ← lr · ∇ΘK li
34: end if
35: end for

LookAhead is an iterative approach where
each step consists of five stages: Importance
Estimation, Prune, Accuracy Improvement,
Reactivate & Explore, and Grow. The overview
of the method is shown in Figure 2 and the
algorithmic description in Algorithm 1.

IMPORTANCE ESTIMATION. The process
starts with an initial training stage to exploit the
current selected architecture ΘK that has the
target sparisty of S. In short, we train the kept
weights ΘK for H iterations and accumulate
the pruning importance score while updating
the network weights. In this paper, without
loss of generality, we consider magnitude
importance (Han et al., 2015) for unstructured
sparsity and Taylor importance (Molchanov
et al., 2019) for structured sparsity to compute
Importance(·).
PRUNE. In the second stage, we remove a
fraction of currently active parameters ΘK . For
each layer l, we prune the parameters given by
ArgTopK(−I(Θl

K), nl), where ArgTopK(·, k)
gives the indices of the top-k elements of its
input. After pruning, we set the mask elements
for the pruned parameters in B to 0, and ΘK ,
ΘP are also updated accordingly. Notice that
we do not zero out the actual weight values,
but rather keep them and mask weights during
forward pass as f(Θ ⊙ B;xi). To determine
nl, the number of parameters to be selected
each time, we follow the prior work (Evci et al.,
2020; Ma et al., 2021) and use a cosine decay
function fdecay (Evci et al., 2020), such that the
number of neurons to be pruned is defined as:

nl = fdecay(t;α, T )m
l(1− Sl), (2)

where T is the total number of LookAhead update steps, ml is the number of parameters in layer l,
and α is the initial update ratio.

ACCURACY IMPROVEMENT. With the newly selected set of ΘK , we carry out another training
stage for J iterations on ΘK with the goal to stabilize and fully exploit the architecture just selected
to improve its performance. We show in ablation that this further exploitation step is crucial to the
performance of LookAhead.

REACTIVATE & EXPLORE. We now explore the pruned weights ΘP for an updated better sparse
architecture. In reactivate, we temporarily activate all of the pruned connections ΘP by setting all
elements in B to 1 then quickly update them for K iterations in Reactivate & Explore for a solid
exploration. Notice that in the previous Prune stage, we do not zero out the weight values Θ but
only the mask B. When reactivated, the previously pruned connections ΘP inherit their MRU (i.e.,
Most Recently Used values) before they were turned off. Importantly, we freeze the previously
selected architecture ΘK and only update ΘP here. We later show in ablation that this freezing is
curcial to the performance of LookAhead by preserving the current selected architecture for a stable
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METHOD SPARSITY TOTAL SPARSITY RATIO 80% SPARSITY RATIO 90%
DISTRIBUTION EPOCHS TOP-1 ACC(%)↑ FLOPS(×e9)↓ TRAIN FLOPS(×e18)↓ TOP-1 ACC(%)↑ FLOPS(×e9)↓ TRAIN FLOPS(×e18)↓

DENSE (Li et al., 2020) 77.2 8.2 ×1(w.r.t.3.2) 77.2 8.2 ×1(w.r.t.3.2)
STATIC UNIFORM 100 70.6 1.7 ×0.23 65.8 0.8 ×0.10
SNIP (Lee et al., 2018) UNIFORM 100 72.0 1.7 ×0.23 67.2 0.8 ×0.10
SET (Mocanu et al., 2018) UNIFORM 100 72.9 1.7 ×0.23 69.6 0.8 ×0.10
RIGL (Evci et al., 2020) UNIFORM 100 74.6 1.7 ×0.23 72.0 0.8 ×0.10
LOOKAHEAD(OURS) UNIFORM 100 75.6 1.7 ×0.26 73.0 0.8 ×0.16
STATIC ERK 100 72.1 3.4 ×0.42 67.7 2.0 ×0.24
SNIP (Lee et al., 2018) NON-UNIFORM 100 69.7 2.8 ×0.34 61.9 1.9 ×0.23
GRASP (Wang et al., 2019) NON-UNIFORM 100 72.1 2.8 ×0.34 68.1 1.9 ×0.23
DSR (Mostafa & Wang, 2019) NON-UNIFORM 100 73.3 3.3 ×0.41 71.6 2.5 ×0.30
RIGL (Evci et al., 2020) ERK 100 75.1 3.4 ×0.42 73.0 2.0 ×0.24
SNFS (Dettmers & Zettlemoyer, 2019) ERK 100 75.2 3.4 ×0.61 72.9 2.0 ×0.50
LOOKAHEAD(OURS) ERK 80 75.6 3.4 ×0.37 73.6 2.0 ×0.24
LOOKAHEAD(OURS) ERK 100 76.2 3.4 ×0.45 74.3 2.0 ×0.30
IP-FT (Wimmer et al., 2022) NON-UNIFORM 200 77.2 − ×1.55∗ 75.8 − ×1.38∗

DCIL (Kim et al., 2021) NON-UNIFORM 100 76.2 − ×1.80∗ 75.3 − ×1.75∗

LOOKAHEAD(OURS) ERK 200 77.1 3.4 × 0.92 75.7 2.0 ×0.60
RIGL (Evci et al., 2020) ERK 500 77.1 3.4 ×2.10 76.4 2.0 ×1.23
LOOKAHEAD(OURS) ERK 500 77.8 3.4 ×2.30 76.8 2.0 ×1.50

Table 1: ImageNet1K unstructured sparsity results using ResNet50 for 80% and 90% sparsity. Averaged
results over two runs. ∗ sign indicates estimated cost with an ERK sparse forward pass.

exploration. This training stage with ΘK frozen can be formulated as:

min
ΘP

1

K

K∑
i=1

ℓ(f(ΘP ∪ΘK ;xi),yi). (3)

GROW. During the previous stage, Reactivate & Explore, the importance scores for ΘP have been
computed. These solid importance scores are used to choose which connections in ΘP are worth
exploring. For each layer l, we grow the parameters given by ArgTopK(I(Θl

P ), n
l) and set the

corresponding mask elements in B to 1. The sets ΘK and ΘP are also updated accordingly. Also
notice that nl is the same as Eqn.2 here so model sparsity remains the same after one prune-grow.
We then cycle back to Importance Estimation for another LookAhead step.

4 EXPERIMENTS

We next demonstrate the effectiveness of our approach across a comprehensive set of scenarios.
We first focus on unstructured sparsity and compare our results to other approaches in the
literature on ResNet50 (He et al., 2016) and WideResNet22-2 (Zagoruyko & Komodakis, 2016) for
ImageNet (Deng et al., 2009) and CIFAR10 (Krizhevsky et al., 2009). Then, we focus on structured
sparsity using MobileNet-V1 (Howard et al., 2017) and ResNet50 on ImageNet. In order to show the
generability of LookAhead, we also include object detection results on PASCAl VOC (Everingham
et al., 2010). Finally, we ablate our method and analyze the effectiveness of LookAhead growing
strategy. We run the experiments on 8 Nvidia Tesla V100 GPUs for ImageNet and 1 GPU for
CIFAR-10. We include more details in supplementary material.

4.1 UNSTRUCTURED SPARSITY

We first compare our results with several state-of-the-art methods on unstructured sparsity on
ImageNet and CIFAR-10 datasets. We show results using different sparsity levels and distributions
for models trained with a different number of epochs. In our experiments, we aim for a specific final
FLOP budget given a sparsity level. The sparsity level of every layers is predefined and set to be
either Uniform or ERK, and we avoid redistributing the sparsity across layers throughout training
for a fair comparison with methods like RigL (Evci et al., 2020). In the former, the sparsity of each
layer Sl is equal to the total sparsity S, i.e., S = Sl. In the latter, we use the Erdős-Rényi-Kernel
(ERK) formulation (Mocanu et al., 2018; Evci et al., 2020) to set sparsity for each layer, which
means higher sparsity is assigned to those layers with more parameters i.e., Sli > Slj if mli > mlj .

Results on ImageNet. For this experiment, we used ResNet50 (He et al., 2016) and set the update
period of our approach as (H = J = K = 150). Table 1 compares the top-1 accuracy and the
performance of LookAhead with prior works in the literature using different sparsity distributions,
training lengths, and sparsity levels. As shown, our approach consistently outperforms all the other
methods by a significant margin. For instance, compared to RigL (Evci et al., 2020) under 100
training epochs, our approach yields an improvement of 1.0% top-1 accuracy at both 80% and 90%
uniform sparsity levels. The improvement is even more significant when using a non-uniform ERK
sparsity distribution: 1.1% and 1.3% at 80% and 90% sparsity levels, respectively. Importantly, our
approach at 80% sparsity level trained for 500 epochs yields a 0.6% top-1 accuracy improvement
compared to the dense ResNet50 baseline. Compared with the latest work IP-FT (Wimmer et al.,
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METHOD SPARSITY TOTAL SPARSITY RATIO 80% SPARSITY RATIO 90%
DISTRIBUTION EPOCHS TOP-1 ACC(%)↑ FLOPS(×e8)↓ TOP-1 ACC(%)↑ FLOPS(×e8)↓

DENSE (Zagoruyko & Komodakis, 2016) 94.6 3.2 94.6 3.2

PRUNING (Gale et al., 2019) NON-UNIFORM 250 93.5 0.5 93.3 1.1
STATIC ERK 250 92.9 0.5 91.6 1.1
RIGL (Evci et al., 2020) ERK 250 93.5 0.5 92.9 1.1
LOOKAHEAD (OURS) ERK 250 93.8 0.5 93.6 1.1

STATIC ERK 500 93.2 0.5 91.8 1.1
RIGL(Evci et al., 2020) ERK 500 93.7 0.5 93.3 1.1
LOOKAHEAD (OURS) ERK 500 94.5 0.5 93.8 1.1

Table 2: CIFAR-10 unstructured sparsity results using WideResNet22-2 for 80% and 90% sparsity. Averaged
results over three runs.

METHOD TOP-1 ACC(%)↑ TOP-5 ACC(%)↑ FLOPS(×e9)↓ FPS(IM/S)↑ EPOCHS TRAIN FLOPS(×e18)↓ PRETRAINED

DENSE (Li et al., 2020) 77.2 92.9 4.1 1019 90 ×1 (w.r.t.1.6) –

EAGLEEYE-2G(Li et al., 2020) 76.4 92.9 2.1 1471 90 + 120 ×1.68 ✓
GREG-2(Wang et al., 2021) 75.4 – 1.8 1414 90 + 90 ×1.44 ✓
SCOP(Tang et al., 2020) 76.0 2.2 – 90 + 140 ×1.83 ✓
GBN(You et al., 2019) 76.2 92.8 2.4 – 90 + 260 ×2.69 ✓
HALP-55%(Shen et al., 2022b) 76.6 93.2 2.1 1672 90 + 90 ×1.51 ✓
LOOKAHEAD-55%-PRETRAINED 77.0 93.2 2.0 1554 90 + 130 ×1.71 ✓
DSA(Ning et al., 2020) 74.7 92.1 2.0 – 120 ×1.11 ✗
SCS(Yuan et al., 2021) 75.2 – 2.1 – 120 ×1.12 ✗
TAS(Dong & Yang, 2019) 76.2 93.1 2.3 – 240 ×1.50∗ ✗
LOOKAHEAD-55% (OURS) 76.6 93.1 2.1 1654 130 ×0.71 ✗

EAGLEEYE-1G(Li et al., 2020) 74.2 91.8 1.0 2429 90 + 120 ×1.33 ✓
GREG-2(Wang et al., 2021) 73.9 – 1.3 1514 90 + 90 ×1.32 ✓
DSNET(Li et al., 2021) 74.6 – 1.2 – 90 + 150 ×1.49 ✓
POLARIZE(Zhuang et al., 2020) 74.2 – 1.2 – 90 + 158 ×1.51 ✓
HALP-30%(Shen et al., 2022b) 74.5 91.8 1.2 2597 90 + 90 ×1.29 ✓
LOOKAHEAD-30%-PRETRAINED 74.8 92.2 1.1 2621 90 + 130 ×1.39 ✓
METAPRUNING(Liu et al., 2019) 73.4 – 1.0 2381 160 ×0.43∗ ✗
DMCP(Guo et al., 2020) 74.1 – 1.1 – 150 ×0.45∗ ✗
LOOKAHEAD-30% (OURS) 74.6 92.1 1.0 2736 130 ×0.39 ✗

Table 3: ImageNet1K structured sparsity results using ResNet-50 for different pruning ratios. We use
LookAhead-X% to refer to the percentage of parameters remaining in the model at the end of training. Averaged
results over two runs. Detailed training flops calculation provided in supplementary material. "∗" sign indicates
lower-bound train cost for sparse training only for NAS-based methods.

2022) and DCIL (Kim et al., 2021), LookAhead achieves better or comparable accuracy with much
less training cost needed as also demonstrated in Figure 1 (left).

Results on CIFAR10. We additionally evaluate our approach using WideResNet22-2 on CIFAR-10.
In this case, we set the update periods to 65 and 150 for 250 and 500 training epochs, respectively.
We detail the rest of the experimental settings in the supplementary material. As shown in Table 2,
our approach outperforms the existing approaches while using only half the training time. In
addition, as also happened for ImageNet, our approach with 80% sparsity and 500 training epochs
achieves competitive performance compared to the dense model baseline. The results show the
efficacy of LookAhead extends to small dataset as well, performing much better than other random
exploration strategies like RigL (Evci et al., 2020).

4.2 STRUCTURED SPARSITY

We next move to the more challenging structured sparsity task, where we focus on latency-aware
structured sparsity (Shen et al., 2022b). To this end, we modify the LookAhead Prune-Grow stages
to consider network channels rather than single parameters. We follow HALP (Shen et al., 2022b)
but impose the dynamic regime of LookAhead into the knapsack process. First, we formulate the
pruning step as a global cost-constraint importance maximization problem, where we take into
account the latency benefits incurred every time we remove a channel from one of the layers of
the network. Similarly, the growing step can also be formulated as a cost-constraint importance
maximization problem where, in this case, we consider the latency increase for every additional
channel added to a layer of the network. We provide the detailed formulation, and the experimental
setup used in our experiments in the supplementary material.

Most structured sparsity approaches in the literature start from a pretrained model. Whereas in our
approach, we start training the model from scratch and use an exponential scheduler to gradually
increase the pruning ratio until we reach the target constraint. This leads to a significant reduction in
the training costs. For additional insights and comprehensive comparison, we also consider the case
where we start from a pretrained model in our experiments. In addition, we compare with prior art
on resource or hardware-aware pruning covering a wider range of algorithms like (Li et al., 2020;
Liu et al., 2019; Shen et al., 2022b), standard channel pruning methods like (Tang et al., 2020;
Zhuang et al., 2020), the structured dynamic sparse training method SCS (Yuan et al., 2021), and
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Figure 3: MobileNet-V1 on ImageNet1K structured
sparsity results as a function of frames per second
(left, top-right is better) and train cost (right, top-left
is better).
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Figure 4: The mAP and inference FPS trade-off for
pruning SSD512-RN50 on PASCAL VOC dataset.

results for AutoML and NAS-based methods such as AutoSlim (Yu & Huang, 2019) and AMC (He
et al., 2018b).

Results on ImageNet. We show results for two different architectures: ResNet50 and MobileNet-
V1 on ImageNet dataset. Results for these two experiments are shown in Table 3 and Figure 3. Our
approach consistently outperforms all the referenced methods, including the very recently proposed
state-of-the-art latency pruning method HALP (Shen et al., 2022b). For ResNet50, compared to
other dynamic sparse training methods such as SCS (Yuan et al., 2021) our approach yields up
to 1.4% (76.7% v.s. 75.2%) accuracy improvement with a 2.1G-FLOPs model. We can observe
similar patterns for the more efficient architecture MobileNet-V1, with LookAhead obtaining much
more superior latency-accuracy tradeoff as clearly shown in Figure 3. Moreover, our approach
trains networks from scratch yielding significant training cost saving compared with HALP which
performs on a dense pretrained model, as shown in Figure 1 (right). We included detailed training
FLOPs cost and epochs in the table to demonstrate the computation saving by LookAhead. We show
the high efficacy of a dynamic sparsification method in-training is now made viable to offer similar
or enhanced compact models compared to the literature.
Generalization to Object Detection We further demonstrate the generalizability of our approach
to object detection task. The experimental settings and hyperparameters for this experiment are
detailed in the supplemental material. We report our results of pruning a SSD512 (Liu et al., 2016)
using a ResNet50 backbone on the popular PASCAL VOC dataset (Everingham et al., 2010) in
Figure. 4. As shown, LookAhead clearly outperforms other methods in the literature with higher
accuracy and/or a faster FPS, and even surpass the dense model while reducing the latency in half.

4.3 ABLATION STUDIES Grow Criterion Init Freeze Accuracy Improvement
Update Period Sparsity 90% ERK

H=J=K Top1 Acc(%)↑

Magnitude Trained ✓ ✓ 100 73.9
Magnitude Trained ✓ ✓ 150 74.3
Magnitude Trained ✓ ✓ 200 74.0

Magnitude Trained ✗ ✓ 150 73.6

Magnitude Trained ✓ ✗ 150 73.4

Random Trained ✓ ✓ 150 NaN
Magnitude ZeroInit ✓ ✓ 150 74.0

Figure 5: Performance of our approach as a function of
the update period, grown initialization, weight freezing,
and inclusion of Accuracy Improvement stage. Results
obtained using unstructured weight sparsity on Imagenet
using ResNet50 with 90% ERK weight sparsity trained for
100 epochs.
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Figure 6: (a) Architecture convergence using mask IoU after
pruning and growing; (b) Grown Neurons Survival Rate for
our approach and RigL (Evci et al., 2020).

In this section, we perform ablations and
conduct additional analysis to validate our
design choices and provide observations
for (i) the update period, (ii) freezing
parameters (see Reactivate & Explore in
Section3.1), (iii) the effect of the Accuracy
Improvement stage, (iv) growing criterion
of the neurons, and (v) initialization of the
grown neurons. For these experiments, we
use a ResNet50 with 90% ERK sparsity
trained for 100 training epochs from
scratch on ImageNet.

Sensitivity to the update period. We
first study the effect of the update period
H,J,K, which controls the balance
between exploration and exploitation.
A longer update period leads to more
exploitation of the current selected sparse
structure but fewer explorations. As
shown in Table 5, we observe intuitive
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degradation in performance given
emphasis towards either end and observe 150 batches as a reliable amount.

Freezing ΘK in Reactivate & Explore and inclusion of the Accuracy Improvement stage. We
mentioned in Sec.3.1 that the inclusion of Accuracy Improvement stage and freezing currently
selected architecture ΘK in Reactivate & Explore are crucial to the performance with more thorough
exploitation and stable exploration. The ablation results are demonstrated in Table 5. We observe
a significant drop in performance when we do not enable these features. This demonstrates that
explicitly forcing exploitation and exploration stages offers noticeable benefits.

Growing criterion and initialization. We further study the sensitivity of our algorithm to the
growing criterion and the initialization of the grown neurons. As shown in Table 5, random growing
the connections as in SET (Mocanu et al., 2018)(v.s. growing by magnitude criterion after Reactivate
& Explore) leads to NaN with overflowed gradients after a few epochs. If we use ZeroInit, that is,
initializing the grown neurons to 0 as in RigL (Evci et al., 2020), the performance also drops. We
achieve the best results when we grow neurons using the weight magnitude criterion and initialize
the grown ones using the trained values obtained after the Reactivate & Explore stage.

4.4 DISCUSSIONS

Architecture convergence. We also analyze the convergence of the sparse architecture of our
proposed method. To this end we report the mask IoU of the model mask B between two consecutive
LookAhead update steps as training progresses. In particular we express the binary mask at the t–th
LookAhead update step as Bt and measure the mask IoU between the t–th and (t+1)–th LookAhead
step as IoU = |Bt∩Bt+1|

|Bt∪Bt+1| . Bt can either be the binary mask immediately after pruning, denoted as
Bt
p, or immediately after growing, denoted as Bt

g .

Figure 6(a) shows the evolution of the mask IoU as the training progresses as a proxy for architecture
convergence. As we can see, for both pruning and growing mask IoU there is a clear convergence
towards IoU = 1, indicating that the discovered sparse architecture becomes more stable towards
the end of the training process.

Effectiveness of the exploration strategy. To demonstrate the effectiveness of LookAhead
exploration strategy compared to the previous random and greedy exploration approaches,
RigL(Evci et al., 2020) as the representative, we propose a new metric named as the neuron growth
survival rate. The main idea is to gauge the fraction of newly grown neurons that is still active
after the subsequent pruning step, indicating its reliability and usability once grown, joint with
a side benefit to hint on architectural stability. This quantifiable metric is formally defined as
|(Bt

g−Bt
p)∩Bt+1

p |
|Bt

g−Bt
p|

. Intuitively, a high survival rate suggests an effective growth step as those newly
grown parameters persist in the architecture for future training. As shown in Figure 6(b), the survival
rate of our approach is significantly higher than RigL (Evci et al., 2020) for all exploration steps,
demonstrating the effectiveness of our solid growing strategy.

Limitations As demonstrated in Sec.3, LookAhead requires additional hyperparameters like
H,J,K which may need tuning effort for different datasets. Furthermore, our exploration step
Reactivate&Explore introduce additional small amount of overhead as demonstrated in our tables
and explained in the supplementary material.

5 CONCLUSIONS

In this paper, we re-formulate network sparsification as an iterative exploitation-exploration
process to dynamically configure the network sparse structure through training. We introduce a
novel LookAhead prune-grow scheme to balance both kept and removed parameters to discover
enhanced sparse architecture while directly addressing the random and greedy nature of previous
exploration solutions. We conduct extensive experiments with two different datasets and three model
architectures on both unstructrued and structrued sparsity and demonstrate our method beats prior
arts by a clear margin in various configurations. We also conduct a rigorous ablation study and
design metrics to directly evaluate the effectiveness of our growing criterion.
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A APPENDIX

A.1 FORMULATION OF LOOKAHEAD WITH LATENCY-CONSTRAINED STRUCTURED
SPARSITY

We now present LookAhead with latency-constrained structured sparsity setting. Specifically, we
will highlight the different parts from our formulation with unstructured sparsity setting presented
in Section 3.

A.1.1 NOTATION

For the neural network with L layers in total, we represent its parameters as Θ =
⋃L

l=1 Θ
l, s.t. Θl ∈

RCl
out×Cl

in×Kl×Kl

. For the binary mask B indicating pruned and kept parameters, we now have
B =

⋃L
l=1 Bl,Bl ∈ RCl

out ,Bl ∈ {0, 1}Cl
out . , where Cl

out represents the number of output channels
of layer l. We briefly denote Cl

out as ml for simplicity. Unlike the element-wise multiplication of
model parameters and corresponding binary mask, we now represent the model masking producing
sparse model weights as follows:

Θ • B =

L⋃
l=1

Θl ⊙ diag(Bl), (4)

where diag is a diagonalization operator broadcasting Bl to the same shape as Θl. In PyTorch, this
would simply be:

Θ • B =

L⋃
l=1

Θl ⊙ Bl.view(−1, 1, 1, 1), (5)

Moreover, ΘK represents kept channels, expressed as ΘK = {
⋃L

l=1

⋃ml

i=1 Θ
l
i;Bl

i = 1}, and ΘP

represents pruned channels, expressed as ΘP = {
⋃L

l=1

⋃ml

i=1 Θ
l
i;Bl

i = 0}. Finally, we use pl to
define the active number of channels at layer l, expressed as pl = ∥Bl∥0.

A.1.2 RECAP OF HALP AND LATENCY-CONSTRAINED PRUNING

For our latency-constrained structured sparsification, we follow the latest resource-constrained
pruning method HALP (Shen et al., 2022b) but impose the dynamic regime of LookAhead. Same as
HALP, we formulate the pruning step as a global cost-constraint importance maximization problem,
where we take into account the latency benefits incurred every time we remove a channel from one of
the layers of the network. Similarly, we also formulate our unique growing part as a cost-constraint
importance maximization problem. In this section, we will provide a brief recap of HALP and how
it’s used for the pruning step in our LookAhead iterative prune-and-grow setup. Given a global
resource constraint C defining the maximum amount of resource we could use, HALP aims to find
a sets of channels defining a sub-network achieving the best performance under the constraint C.
In this case, C represents the inference latency for a target hardware platform. With the structured
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latency constraint, learning of the network sparsification (Eqn.1) now becomes:

min
Θ,B

1

N

N
|B|∑
i=1

ℓ(f(Θ • B;xi),yi), (6)

s.t.
L∑

l=1

T l(pl−1, pl) ≤ C,

where T l(pl−1, pl) defines the layer latency at layer l with pl−1 active input channels and pl active
output channels. In order to obtain the layer latency T l(pl−1, pl), HALP uses a pre-built layer-wise
look-up table recording the latency at certain channel number and kernel dimension configuration.
With this latency look-up table, HALP associates a potential latency reduction value Rl

j to each jth
channel of layer l, computed as follows:

Rl
j = T l(pl−1, j)− T l(pl−1, j − 1), 1 ≤ j ≤ pl (7)

Rl
j estimates the potential latency saving if we prune the corresponding channel. Now, in

order to estimate the performance of the selected sub-newtwork, HALP measures the importance
score Il

j for each jth channel of layer l. The importance score metric adopted here is Taylor
importance (Molchanov et al., 2019), which is evaluated as follows:

Il
j = |gγl

j
γl
j + gβl

j
βl
j |, (8)

where γ and β are the BatchNorm layer’s weight and bias. With R and I calculated, HALP
formulates the channel pruning as a Knapsack problem where we try to maximize the total
importance but under the latency constraint C:

max

L∑
l=1

pl∑
j=1

I lj , s.t.
L∑

l=1

pl∑
j=1

Rl
j ≤ C, 0 ≤ pl ≤ ml, I l1 ≥ I l2 ≥ . . . I lpl (9)

Notice here the ranking of channels by the importance, in practice, HALP rank channels globally by
importance and then consider their latency contribution. Concretely, if we prune the least important
channel at layer l, the number of active channels will change from pl to pl − 1, leading to a latency
reduction Rl

pl assigned as this channel’s importance score. For solving Eqn.9, HALP developed
an augmented Knapsack solver Knapsack(V,W,C) , where V and W are lists of values and
weights for each item and C is the global resource contraint. Knapsack(V,W,C) returns the items
achieving maximum value while the accumulated weight is below the global constraint C.

A.1.3 LATENCY-CONSTRAINED GROWING

Each LookAhead update step consists of alternative prune-and-grow to fully explore the sparse
architecture. With a structured latency-constrained setting, during growing, we also want to take
the model latency into account to prevent some latency-costly channels getting added back. We
now present a latency-constrained growing step based on the Knapsack scheme developed in
HALP (Shen et al., 2022b) and summarized in Sec.A.1.2. Similarly, we first use the latency look-up
table to associate a potential latency addition value Al

j to each jth channel of layer l, computed as
follows:

Al
j = T l(pl−1, j)− T l(pl−1, j − 1), (pl + 1) ≤ j ≤ ml (10)

Al
j estimates the potential latency increase if we grow the corresponding channel. We then estimate

the importance of the grown channel I similarly using a Taylor importance metric. With A and
I calculated, we also treat the channel growing as a Knapsack problem to maximize the regrown
importance but under the assigned growing latency budget G:

max

L∑
l=1

pl+gl∑
j=pl+1

I lj , s.t.
L∑

l=1

pl+gl∑
j=pl+1

Al
j ≤ G, 0 ≤ pl + gl ≤ ml, I lpl+1 ≥ I lpl+2 ≥ . . . I lpl+gl

Here, gl would be the number we choose to grow back for layer l. Similarly, we impose a ranking
on the channels based on the importance for channel latency assignment. During growing, if we
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grow the most important channel from ΘP , the number of active channels will change from pl to
pl+1, leading to a latency addition Al

pl assigned as this channel’s importance score. The augmented
Knapsack solver Knapsack(V,W,C) is also used here to solve this constrained optimization
problem.

A.1.4 UPDATE SCHEDULE

Given C as our final targeted latency, we gradually decrease the total latency of the model using
exponential scheduler (de Jorge et al., 2021) similar to HALP (Shen et al., 2022b). Suppose the total
number of update steps is T , we have the latency target at each step t as C1 > C2 > · · · > CT = C.
We also assign a latency budget to the model at each update step to grow an amount of connections.
The grown latency budget at update step t could also be determined by an exponential scheduler or
cosine annealing scheduler. However, we notice that a latency budget given by Gt = α·(Ct−Ct−1)
yields good performance. In practice, we set α = 0.75.

A.1.5 PROCEDURE

To recap, in the prune step, we apply the Knapsack latency-constrained pruning as described in
Sec.A.1.2 on the kept parameters ΘK ; and in the grow step, we apply the Knapsack latency-
constrained growing as described in Sec.A.1.3 on the removed parameters ΘP . We use the scheduled
{C1, . . . , CT } and {G1, . . . , GT } to control the amount we prune and grow latency-wise at each
LookAhead step. The other parts and the overall procedure is the same as the scheme we present in
Sec.3 for the unstructured sparsity setting.

We provide an algorithmic description of the latency-constrained LookAhead dynamic sparse
training scheme in Algo.2 for completeness.

A.2 DETAILED EXPERIMENT HYPERPARAMETER AND OPTIMIZATION SETTINGS

The large-scale image classification dataset ImageNet (Deng et al., 2009) is of version
ILSVRC2012 (Russakovsky et al., 2015), which consists of 1.3M images of 1000 classes. We
run all experiments on ImageNet and PASCAL VOC with eight NVIDIA Tesla V100 GPUs.
Experiments on CIFAR10 (Krizhevsky et al., 2009) are conducted with a single NVIDIA Tesla V100
GPU. All experiments are conducted with PyTorch (Paszke et al., 2017) V1.4.0. For experiments
that require pretrained model weights, we take the ones provided by the official PyTorch model zoo.

A.2.1 UNSTRUCTURED WEIGHT SPARSITY ON RESNET50-IMAGENET

We use an individual batch size of 128 per GPU and follow NVIDIA’s recipe (NVIDIA) with
mixed precision and Distributed Data Parallel training. The learning rate is warmed up linearly in
the first 8 epochs reaching its highest learning rate then follows a cosine decay (Loshchilov & Hutter,
2016) over the remaining epochs. While reproducing the results of RigL (Evci et al., 2020), similar
to PC-GAP (Ma et al., 2021), we found that the original optimization settings provided by RigL
does not yield stable results particularly in the longer training with 500 epochs. However, with our
hyperparameters and optimization setting, we’re able to reproduce RigL (Evci et al., 2020) and even
obtain better results than theirs, ensuring a fair comparison. Moreover, in main paper, we mentioned
that for unstructured weight sparsity experiments, we leveraged a cosine decay function expressed
as nl = fdecay(t;α, T )m

l(1 − Sl) to determine the number of neurons to update at each step. In
practice, we set α as 0.3 and choose T to be the 3/4 of the entire training duration. For example, if
we train the model for 100 epochs, the LookAhead update step will repeat until the 75th epoch.

A.2.2 UNSTRUCTURED WEIGHT SPARSITY ON WIDERESNET22-2-CIFAR10

In our experiments section, we also include results of WideResNet22-2, which is Wide Residual
Network (Zagoruyko & Komodakis, 2016) with 22 layers using a width multiplier of 2. We use an
individual batch size of 128, an initial learning rate of 0.1 decaying by a factor of 5 every 30000
iterations, an L2 regularization coefficient of 5e − 4, and a SGD momentum of 0.9. Similarly,
results of RigL are reproduced using the same hyperparameters and optimization settings as ours,
ensuring a fair comparison. Choices of α and T are similar to the above ImageNet settings.
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A.2.3 LATENCY CONSTRAINED STRUCTURED SPARSITY

Algorithm 2 LookAhead Pseudocode with
Latency-Constrained Structured Sparsity
Input:Θ, D, T ,
{C1, C2, . . . , CT },{G1, G2, . . . , GT }, H , J ,
K

1: ΘK ,ΘP ,B ← Θ, {},1
2: ∆T ← H + J +K
3: t, f lag ← 0, 0
4: for i← 1 to |D| do
5: if (i+ J +K) mod ∆T = 0 and t < T then
6: IK ←= {

⋃L
l=1

⋃ml

i=1 I
l
i ; Θ

l
i ∈ ΘK}

7: R←= {
⋃L

l=1

⋃pl

i=0 R
l
i}

8: Ip ← Knapsack(IK , R, Ct)
9: //Prune Connections

10: Update ΘK ,ΘP ,B with Ip
11: else if (i+K) mod ∆T = 0 and t < T then
12: flag ← 1
13: else if i mod ∆T = 0 and t < T then
14: IP ←= {

⋃L
l=1

⋃ml

i=1 I
l
i ; Θ

l
i ∈ ΘP }

15: A←= {
⋃L

l=1

⋃ml

i=pl+1 A
l
i}

16: Ip ← Knapsack(IP , A,Gt)
17: //Grow Connections
18: Update ΘK ,ΘP ,B with Ig
19: t← t+ 1
20: flag ← 0
21: end if
22: if flag then
23: //Reactivate & Explore
24: ℓi ← ℓ(f(ΘP ∪ΘK ;xi), yi)
25: ΘP ← lr · ∇ΘP li
26: else
27: //Importance Estimation
28: //Accuracy Improvement
29: ℓi ← ℓ(f(Θ⊙ B;xi), yi)
30: ΘK ← lr · ∇ΘK li
31: end if
32: end for

ImageNet We follow HALP (Shen et al.,
2022b) for setting the hyperparameters and
optimization settings of experiments on latency
constrained structured sparsity with ResNet50
and MobileNet-V1. They are also similar to
the recipe described in A.2.1. We set T , the
total number of updates, as 45 and H,J,K
as 50. Total number of training epochs is
set to 110. We also follow HALP (Shen
et al., 2022b) for constructing the latency
lookup table, which is pre-generated targetting
the NVIDIA TITAN V GPU inference by
iteratively reducing the number of channels
in a layer and characterize the corresponding
latency with NVIDIA cuDNN (Chetlur et al.,
2014) V7.6.5. The latency measurement is
conducted 100 times to avoid randomness.
We also refer to HALP for some special
implementation detail such as how to deal
with the group convolution in MobileNet-V1,
negative latency contribution, pruning of the
first model layer, which are all described in
detail in HALP.

PASCAL VOC We follow the "07 + 12"
setting as in (Liu et al., 2016) and use the
union of VOC2007 and VOC2012 trainval as
our training set and VOC2007 test as test
set. Our SSD model, similar to HALP (Shen
et al., 2022b), is based on (Liu et al., 2016).
Following (Huang et al., 2017), for efficiency,
we remove the last stage of convolution layers,
last avgpool, and fc layers from the original
ResNet50 classification structure. Also, all
strides in the third stage of ResNet50 layer
are set to 1 × 1. We train our models for
900 epochs with SGD optimizer and learning
rate schedule same as (Shen et al., 2022b)
with an initial learning rate of 8e − 3 which
warms up in the first 50 epochs then decays by
3/8, 1/3, 2/5, 1/10 at the 700, 800, 840, 870th
epoch

A.3 MAGNITUDE RANK VARIATION

Within one LookAhead step, we included three training stages, namely Importance Estimation,
Accuracy Improvement, Reactivate Explore. To further analyze and understand LookAhead,
we track and visualize the magnitude rank variation of the removed neurons in the prune step
across one LookAhead update step. We conduct this study with the ResNet50-ImageNet 90%
ERK unstructured weight sparsity setting. Concretely, same as 4.4, we denote the binary mask
immediately after pruning at the tth update step as Bt

p and the binary mask immediately after
growing at the tth update step as Bt

g . We express the active neurons at the tth update step before
pruning as:

Θt
α = {Θi;Bt−1

gi = 1} (11)
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Figure 7: Magnitude rank of |Θt
γ | and |Θt

α − Θt
γ |

among |Θt
α| after Importance Estimation, Accuracy

Improvement, and Reactivate & Explore respectively.
Some of the neurons originally lower ranked in
magnitude and pruned get updated significantly and
higher ranked through one LookAhead update step.

Figure 8: LookAhead without freezing in Reactivate
& Explore. Magnitude rank of |Θt

γ | and |Θt
α − Θt

γ |
among |Θt

α| after Importance Estimation, Accuracy
Improvement, and Reactivate & Explore respectively.
Compared to Fig.7, magnitude of pruned neurons get
much less updated through one LookAhead update
step, illustraing the effectiveness of our freezing ΘK .
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Figure 9: Variation of average magnitude ranking of |Θt
γ | and |Θt

α − Θt
γ | among |Θt

α| after Importance
Estimation(Imp.Est.), Accuracy Improvement(Acc.Impr.), and Reactivate & Explore(Re.Expl.) for different
portions respectively.

Moreover, the newly pruned neurons at the tth update step Θt
γ can be expressed as:

Bt
γ = Bt−1

g − Bt
p (12)

Θt
γ = {Θi;Bt

γi = 1} (13)

Obviously, we have Θt
γ ⊂ Θt

α. The set of neurons that survive the Prune stage of the tth LookAhead
update step can thus be expressed as Θt

α−Θt
γ . Within one LookAhead update step which consists of
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Importance Estimation, Prune, Accuracy Improvement, Reactivate & Explore, and Grow, we track
the magnitude of the pruned |Θt

γ | and the survived portions |Θt
α − Θt

γ | respectively after each one
of the three train sessions (Importance Estimation, Accuracy Improvement, Reactivate & Explore).
In other words, we sorted and ranked all neurons in Θt

α and inspected how those newly pruned
neurons Θt

γ change in magnitude by Accuracy Improvement and Reactivate & Explore compared
with those survived neurons Θt

α − Θt
γ . Visualization is provided in Fig. 7. As expected, we see

Θt
γ get ranked in the bottom after Importance Estimation since our pruning importance score is

directly the magnitude of neurons. Then, after Accuracy Improvement when only the kept neurons
Θt

α − Θt
γ get trained, the magnitude rank of |Θt

γ | and |Θt
α − Θt

γ | get barely altered as visualized
in the middle subplot. Finally, after Reactivate & Explore when we freeze Θt

α − Θt
γ and only train

the pruned sub-network containing Θt
γ for exploration, we see quite a few neurons in Θt

γ get much
higher ranked and even surpass those in Θt

α − Θt
γ . The Grow step following Reactivate & Explore

will then bring those neurons back to the model. To further understand the influence of freezing we
conduct in Reactivate & Explore, we also show the magnitude rank variation diagram of LookAhead
without freezing in Fig. 8. We can see that the magnitude rank of Θt

γ get barely changed, and Θt
γ

remains ranked in the bottom after Reactivate & Explore.

To gain more understanding of which portion of Θt
γ and Θt

α − Θt
γ get updated significantly by

LookAhead, we calculated and visualize the average magnitude rank of Θt
γ in different portions.

First, we use Top(Θt
γ)25% to denote the subset of neurons originally ranked in the top 25% of Θt

γ

after Importance Estimation. Similarly, we use Bot(Θt
γ)25% to denote the bottom 25% of Θt

γ .
Top(Θt

α−Θt
γ)25% and Bot(Θt

α−Θt
γ)25% thus denote the top and bottom 25% portion of Θt

α−Θt
γ

after Importance Estimation. Moreover, we use Avg(Rank(|Θt
γ |)) to denote the average magnitude

rank of Θt
γ . Since the number of neurons differs a lot for each layer, we scale the rank by the

inverse of number of active parameters of each layer. Specifically, for each layer l, we compute
Rank′(|Θtl

γ |) = Rank(|Θtl
γ |)/∥Θtl

α∥0. The visualization is provided in Fig. 9. From the figure, we
could see that the magnitude ranks that vary the most within one LookAhead update step are mostly
in Top(Θt

γ)25% and Bot(Θt
α −Θt

γ)25%. At some layer, Reactivate & Explore increase the average
scaled magnitude rank of Top(Θt

γ)25% by 13% from 26% to 39%. On the other hand, the neurons
which originally already rank pretty high Top(Θt

α − Θt
γ)25% or low in magnitude Bot(Θt

γ)25%
after Importance Estimation barely get their values changed much as visualized. The maximum of
increase in the average scaled magnitude rank of Bot(Θt

γ)25% by Reactivate & Explore is around
0.005, much smaller compared to the change in Top(Θt

γ)25%.

A.4 TRAINING FLOPS COST COMPUTATION

In tables presented in the paper, we demonstrate the training cost of LookAhead as well as other
methods. FLOPs needed for a single forward pass inference of sparse model is computed by
counting the total number of multiplications and additions. However, during training, the FLOPs
computation would be slightly different due to different usage of the back-propagation gradients.
In summary, training a neural network consists of 2 main steps which are forward pass and the
backward pass. During the forward pass, we calculate the loss of the given batch of data using the
current set of model parameters. Activations of each layer are stored in memory for the following
backward pass. During the backward pass, we use the loss value as the initial error signal and
back-propagate the error signal to calculate the gradients of parameters. We calculate respectively
the gradient of the activations of the previous layer and the gradient of its parameters. Roughly, the
FLOPs needed for backward pass will be twice the FLOPs needed for forward pass. Suppose a given
dense architecture has forward pass FLOPs represented as ζD and its pruned or sparsified model has
FLOPs ζP . Training a sample with dense model can be expressed as 3 · ζD.
LOOKAHEAD Each LookAhead step consists of three training stages, namely: Importance
Estimation, Accuracy Improvement, and Reactivate & Explore. For each Importance Estimation
and Accuracy Improvement, we need 3× ζP FLOPs for both sparse forward and backward pass. For
Reactivate & Explore, since we are training with temporarily reactivated ΘP , we need 2× ζP + ζD
FLOPs to take care of the dense forward pass. We still use sparse gradients for updating due to the
frozen ΘK . After the entire update period, the FLOPs needed would simply be 3 × ζP . Since the
update period ends at 3/4 of the entire training epochs, the average training cost can be calculated
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as:
3

4
· (H + J) · 3 · ζP +K · (2 · ζP + ζD)

H + J +K
+

1

4
· 3 · ζP

With H = J = K, the cost would be:
11 · ζP + ζD

4
This would be slightly higher than completely training a sparse model from scratch which is 3 · ζP
but still substantially lower than dense model training cost (3 · ζD).
Also notice that, according to our above description of LookAhead with structured sparsity, we
follow the exponential scheduler of HALP (Shen et al., 2022b), and the update period ends much
earlier than 3/4 of the total training epochs. The update with LookAhead for latency-constrained
structured sparsity will instead end at 45× (50× 3) = 6750, which roughly corresponds to the 5th
epoch. The average training cost of LookAhead will also be much lower. With 130 training epochs
in total, according to the calculation we provide above, it will instead be:

5

130
· (H + J) · 3 · ζP +K · (2 · ζP + ζD)

H + J +K
+

125

130
· 3 · ζP

With H = J = K, the cost would approximately be:
388.3 · ζP + 1.7 · ζD

130

SOFT MASKING Now for the family of soft masking methods like SNFS (Dettmers & Zettlemoyer,
2019), DPF (Lin et al., 2020b), and DCIL (Kim et al., 2021), training cost vary based on
different methods. Since these methods typically maintain dense gradients during backpropagation,
training cost would usually be noticeably higher than typical sparse training approaches. For
SNFS (Dettmers & Zettlemoyer, 2019), the total number of training FLOPs scales with 2 · ζP + ζD.
For DCIL (Kim et al., 2021), the work requires two forward and backward passes each time to
measure two sets of gradients(one with dense weight and one with sparse weight) for weights update,
and the total number of training FLOPs scales with 5 ·ζD+ζP , which is nearly doubled dense model
training cost (6 · ζD).
ZERO-SHOT PRUNING For the family of static sparse training or zero-shot pruning, the cost can be
expressed as 3 · ζP .
PRUNING FROM PRETRAINED Most of the pruning from pretrained methods nowadays employed
iterative pruning. For simplicity here, we estimate a very loose theoretical lowerbound with one-
shot pruning and no further gradients calculation on the pruned parameters during finetuning. The
training cost of pretrained dense model scales with 3 · ζD as discussed. In the later finetuning stage,
the cost would scale with 3 · ζP since the model deals with a sparse model now.
RIGL (EVCI ET AL., 2020) For the representative state-of-the-art dynamic sparse training work
RigL, iterations with no connections updates need 3 · ζP FLOPs. At every ∆T iteration, RigL
calculates the dense gradients. The averaged FLOPs for RigL is given by 3·ζP+2·ζP+ζD

∆T+1 .
INTERSPACE PRUNING For the very latest interspace pruning work (Wimmer et al., 2022), authors
use FB convolution layers which introduce additional forward and backward overhead. Given the
information provided in the paper, for a particular convolution layer with size cout × cin ×K ×K,
the relative increase of forward pass would be K2/cout times the dense forward pass. Notice that
this is a constant overhead independent of the pruning rate and sparsity of the model. Similarly, the
authors provide that the backward pass would introduce an additional constant overhead of K2/cin
times the dense computation of gradients. Since authors provide no exact FLOPs of the model,
we also estimate a lower bound of K2/cout and K2/cin as 32/128 ≈ 0.07 for ResNet-50. This
is a lower bound since as identified in many works before the spatial size is the largest in the early
layers with a large K and small cout and cin processing large-sized feature maps and dominating the
overall FLOPs of the model. Now we could calculate the FLOPs needed to train a single example
as ζP + 0.07 · ζD + 2 · (ζP + 0.07 · ζD) which is approximately 3 · ζP + 0.21 · ζD.
NAS-BASED METHODSWe also demonstrate the results of some NAS-based methods (Liu et al.,
2019; Dong & Yang, 2019; Guo et al., 2020) in the main paper for comparison. Since the searching
involved is very hard to quantify the training cost estimation, we only report the estimated training
cost of the discovered pruned model (3 · ζP ). Now notice that this is a very loose lower bound, and
the actual cost could be much higher with the architecture search.

A.5 ABLATION ON CIFAR-10
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METHOD MAP↑ FLOPS(×e9)↓ TRAIN FLOPS(×e18)↓ FPS(BS=1)↑ FPS(BS=32)↑
SSD512-RN50, BASE MODEL 77.98 65.56 ×1.00(w.r.t.2.60) 68.24 103.48

SSD512-RN50-SLIM 75.83 46.09 ×0.70 76.49 114.80
SSD300-RN50 75.69 16.23 ×0.25 128.85 309.32

SSD300-VGG16 Liu et al. (2016) 76.72 31.44 ×0.48 122.28 262.93
RETINANET-RN50 Lin et al. (2017) 77.27 106.50 ×1.62 36.92 -

SSD512-RN50-HALP Shen et al. (2022b) 77.42 15.38 ×1.23 132.57 323.36
SSD512-RN50-SMCP Humble et al. (2022) 77.72 10.02 ×1.75 139.30 -

LOOKAHEAD (OURS) 78.62 16.41 ×0.29 132.46 318.46

Table 5: PASCAL VOC structured sparsity results on SSD512-RN50.
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Figure 10: PASCAL VOC structured sparsity results on SSD512-RN50 as a function of frames per second
(left figure, top-right is better) and train cost (right figure, top-left is better).

Total Epochs Update Period (H=J=K) Top1 Acc(%)
250 50 93.1± 0.03
250 65 93.6± 0.02
250 80 93.2± 0.03

500 135 93.4± 0.03
500 150 93.8± 0.01
500 165 93.4± 0.02

Table 4: CIFAR-10 unstructured sparsity results using
WideResNet-22 for 90% sparsity ratios. Ablation on
LookAhead update period. Averaged results over three
runs.

Update period is an important factor in our
algorithm as it controls how much we exploit
and explore. As mentioned in the main paper,
the update period we use for WideResNet22-
2 training on CIFAR-10 dataset is different for
250 and 500 epochs training. We demonstrate
the ablation results on the update period (H =
J = K) in Table 4. The results suggest that
LookAhead with more training epochs enjoy
longer update period.

A.6 DETAILED RESULTS OF OBJECT DETECTION

As shown in Table 5, we demonstrate the detailed results of object detection on the PASCAL
VOC Everingham et al. (2010) dataset compared with several strong baselines. Concretely, we
compared with the base SSD model Liu et al. (2016) with different backbone architecture including
our adopted ResNet-50 and VGG-16 without any pruning, RetinaNet Lin et al. (2017) for improved
detection performance without pruning, and the same SSD model latency-pruned by HALP Shen
et al. (2022b). The superiority of the proposed LookAhead method is clearly observed. We
significantly surpassed the mAP achieved by the latest HALP pruned model (78.62 v.s.77.42)
with comparable latency. Moreover, LookAhead is much better than the other methods in terms
of training cost, indicating that LookAhead can achieve superior performance while also saving
tremendous computation cost. The comparison of training cost is also presented in detail in
Figure 10.
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