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Abstract

The LLM-as-a-Judge paradigm shows promise001
for evaluating generative content but lacks re-002
liability in reasoning-intensive scenarios, such003
as programming. Inspired by recent advances004
in reasoning models and shifts in scaling laws,005
we pioneer bringing test-time computation into006
LLM-as-a-Judge, proposing MCTS-Judge, a007
resource-efficient, System-2 thinking frame-008
work for code correctness evaluation. MCTS-009
Judge leverages Monte Carlo Tree Search010
(MCTS) to decompose problems into sim-011
pler, multi-perspective evaluations. Through012
a node-selection strategy that combines self-013
assessment based on historical actions in the014
current trajectory and the Upper Confidence015
Bound for Trees based on prior rollouts, MCTS-016
Judge balances global optimization and refine-017
ment of the current trajectory. We further de-018
signed a high-precision, unit-test-level reward019
mechanism to encourage the Large Language020
Model (LLM) to perform line-by-line analy-021
sis. Extensive experiments on three bench-022
marks and five LLMs demonstrate the effec-023
tiveness of MCTS-Judge, which improves the024
base model’s accuracy from 41.0% to 80.0%,025
surpassing the o1-series models with 3× fewer026
tokens. Further evaluations validate the supe-027
riority of its reasoning trajectory in logic, ana-028
lytics, thoroughness, and overall quality, while029
revealing the test-time scaling law of the LLM-030
as-a-Judge paradigm.031

1 Introduction032

LLM-as-a-Judge, wherein Large Language Models033

(LLMs) serve as the golden rule for evaluation cri-034

teria (Gu et al., 2024), has been proposed for appli-035

cations such as generative content assessment (Li036

et al., 2024b), and data captioning (Chen et al.,037

2024), serving as a cost-effective solution com-038

pared to human expert evaluators. Among those,039

LLM-as-a-Judge has revolutionized code evalua-040

tion by automating judgment (Yang et al., 2024),041

repair (Liu et al., 2024), and explanation (Weyssow042
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Figure 1: With test-time scaling, our MCTS-Judge
method doubles the accuracy of DeepSeek-Coder-V2-
16B-Instruct on the APPS benchmark, surpassing o1-
series models and Qwen-QwQ-32B, while using 3×
fewer tokens and a smaller model. The circle sizes indi-
cates the relative sizes of the models.

et al., 2024), replacing inaccurate similarity-based 043

execution-free methods (Ren et al., 2020; Tran 044

et al., 2019), and expensive execution-based meth- 045

ods reliant on manually-crafted test cases (Zheng 046

et al., 2023; Zhuo et al., 2024). 047

Despite its growing adoption, recent studies 048

highlight critical challenges in the LLM-as-a-Judge 049

paradigm, including bias (Gu et al., 2024), mis- 050

alignment (Ye et al., 2024), and fairness con- 051

cerns (Li et al., 2024a), questioning its reliability 052

for accurate, human-like judgments. To address 053

these issues, researchers have focused on pretrain- 054

ing (Hui et al., 2024), fine-tuning (Wang et al., 055

2024a), and in-context learning (Wei et al., 2022) 056

to improve reasoning capabilities, which are highly 057

demanded in programming scenarios. Unfortu- 058

nately, as LLMs near the upper bounds imposed by 059

scaling laws, further advancements involve increas- 060

ing costs in training with diminishing returns (Snell 061

et al., 2024). 062

To address these limitations, inspired by the 063

shift of scaling laws from training to test time (Xu 064

et al., 2025) and recent breakthroughs in Reason- 065

ing LLMs, such as OpenAI’s o-series (Jaech et al., 066

2024), we introduce the first framework that in- 067
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tegrates test-time computation into the LLM-as-a-068

Judge paradigm. We target code correctness evalua-069

tion and propose MCTS-Judge, a resource-efficient070

LLM-as-a-Judge framework with System-2 think-071

ing, offering human-like reasoning for more re-072

liable evaluations. It achieves State-Of-The-Art073

(SOTA) performance compared to prior LLM-as-074

a-Judge methods, which rely on rapid and super-075

ficial System-1 thinking (Tong and Zhang, 2024;076

Zhuo, 2023). MCTS-Judge leverages a tailored077

Monte Carlo Tree Search (MCTS) to decompose078

problems into simpler, multi-perspective evalua-079

tion tasks. In the selection phase of MCTS, we in-080

troduce a global-local node selection strategy that081

combines self-assessment based on historical ac-082

tions in the current trajectory, and the Upper Confi-083

dence Bound for Trees (UCT) algorithm, guided by084

prior rollouts, to balance the optimization of high-085

value regions in the global search space with local086

reasoning trajectories. We further designed a high-087

precision simulated execution reward mechanism.088

This mechanism combines cost-effective automatic089

test case synthesis with LLM-as-an-interpreter ex-090

ecution, prompting line-by-line analysis for unit-091

test-level reliability.092

Extensive experiments on five LLMs093

across three challenging code bench-094

marks—BigCodeBench (Zhuo et al., 2024),095

HumanEval-X (Zheng et al., 2023), and096

APPS (Hendrycks et al., 2021)—with varying code097

complexity and languages, highlight the reliability098

of MCTS-Judge powered by test-time computation.099

As shown in Fig. 1, our approach elevates the100

accuracy of DeepSeek-Coder-Lite-16B (Zhu et al.,101

2024) from 41.0% to 80.0%, surpassing o1-series102

models (Jaech et al., 2024) and open-source Qwen-103

QwQ-32B (Qwen, 2024), while using only 3×104

fewer tokens and a smaller model. Furthermore,105

we achieve SOTA performance on all experiments106

compared to previous System-1 thinking-based107

LLM-as-a-judge frameworks, with up to 32%108

improvement on APPS, and demonstrate strong109

robustness in generalizable scenarios without code110

references. Case studies on HumanEval-X further111

showcase MCTS-Judge’s superior reasoning112

across four fine-grained dimensions, such as logic113

and analytics, achieving a higher win rate over114

o1-series models. Finally, we validated that scaling115

test-time computation, including tree depth and116

rollouts, further enhances MCTS-Judge’s accuracy,117

shedding light into the test-time scaling law for118

LLM-as-a-judge paradigms.119

2 Related Work 120

2.1 Code Correctness Evaluation 121

Code correctness evaluation can be broadly bro- 122

ken down into two paradigms. Execution-free 123

methods, such as BLEU (Papineni et al., 2002), 124

ROUGE-L (Lin, 2004), METEOR (Denkowski and 125

Lavie, 2014), ChrF (Popović, 2015), RUBY (Tran 126

et al., 2019), and CodeBLEU (Ren et al., 2020), 127

assess code based on textual or code-specific fea- 128

ture similarity to reference code. In this paper, 129

we refer to them as similarity-based evaluation 130

methods. However, reference code is often un- 131

available in practice, and these methods struggle 132

to distinguish semantically equivalent but syntac- 133

tically different code, leading to low accuracy, as 134

shown in Appendix B. In contrast, execution-based 135

methods, commonly used in code generation bench- 136

marks (Zheng et al., 2023; Zhuo et al., 2024), assess 137

code correctness by executing it against test cases. 138

However, this approach demands comprehensive 139

handcrafted test cases and isolated environments, 140

making it costly and operationally complex (Zhang 141

et al., 2022). To address these limitations, recent 142

efforts have explored LLM-as-a-Judge paradigms 143

with in-context learning. ICE-Score (Zhuo, 2023) 144

integrates evaluation criteria into prompts, while 145

CODEJUDGE (Tong and Zhang, 2024) employs 146

a two-stage prompting approach. However, these 147

methods rely on System-1 thinking (Kahneman, 148

2011), leading to rapid, superficial decisions that 149

are constrained by the inherent uncertainties of 150

LLMs, resulting in limited reliability. 151

2.2 Test-time Computation Boost Reasoning 152

Recent studies highlight a shift in scaling laws 153

from train-time to test-time (Ji et al., 2025; Xu 154

et al., 2025), as pretrained models approach data 155

scale limits (Snell et al., 2024), while reasoning 156

models leverage test-time computation, demon- 157

strating remarkable performance improvements, 158

exemplified by OpenAI’s o-series models (Jaech 159

et al., 2024). To advance human-like System-2 160

thinking, key innovations include chain-of-thought 161

data curation (Wang et al., 2022, 2024b), reinforce- 162

ment learning (DeepSeek-AI, 2025; Qwen, 2024), 163

and reward models (Guan et al., 2025; Yu et al., 164

2024). As a core support, search paradigms like 165

beam search and MCTS dynamically select diverse 166

reasoning trajectories, significantly enhancing ac- 167

curacy in large search spaces. Examples include 168

ReST-MCTS (Zhang et al., 2024a), rStar (Qi et al., 169
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2024), MCTSr (Zhang et al., 2024b), and (Xie et al.,170

2024), which integrate MCTS with reinforced self-171

training, self-play mutual reasoning, and prefer-172

ence optimization, driving advancements in reason-173

ing tasks such as math and code problem-solving.174

Building on this remarkable improvement in relia-175

bility, we pioneeringly integrate test-time computa-176

tion into the LLM-as-a-Judge paradigm, proposing177

a novel framework, MCTS-Judge, which leverages178

System-2 thinking to generate reliable, human-like179

reasoning trajectories for comprehensive, multi-180

perspective code correctness evaluation.181

3 MCTS-Judge182

In this section, we first introduce the overview of183

MCTS-Judge for code evaluation (Sec.3.1), then184

detail its MCTS architecture (Sec.3.2) and reward185

mechanism (Sec. 3.3).186

3.1 Overview187

The code correctness evaluation task determines188

whether a code snippet c correctly implements the189

functionality described in a problem statement p,190

expressed as x = (c, p). In MCTS-Judge, we de-191

compose this task into subtasks, each prompting192

the LLM to verify a specific requirement. The193

action space of our MCTS consists of these sub-194

tasks and a null action representing no evalua-195

tion. At each node in the search tree, the sub-196

action space includes one non-repeating subtask197

and the null action. Each action in MCTS pro-198

duces an output si ∈ S with state transitions de-199

fined as si = L
(
x, s1, . . . , si−1

)
, where L repre-200

sents an LLM. This forms a reasoning trajectory201

t = x ⊕ s1 ⊕ · · · ⊕ sk, where k is the maximum202

depth of the search tree. The prediction for a tra-203

jectory is computed as f(t,g), where f aggregates204

the subtask outcomes in t along with a global evalu-205

ation g. A task-specific terminal reward is assigned206

based on the agreement between f(t,g) and the207

simulated execution result. We perform multiple208

rollouts, yielding a set of reasoning trajectories209

T =
{
t1, t2, . . . , tn

}
. The cumulative rewards210

R(ti) =
∑

s∈ti r(s) for these trajectories are used211

for weighted sampling to select the optimal tra-212

jectory tb. The final prediction for x is given by213

f(tb,g).214

3.2 Architecture Design215

We chose MCTS to implement System-2 think-216

ing essential for code evaluation for two reasons:217

First, MCTS breaks down the overall code eval- 218

uation task into simpler subtasks, reducing the 219

task complexity compared to other System-2 meth- 220

ods like Best-of-N (Brown et al., 2024) and self- 221

consistency (Wang et al., 2022), which require gen- 222

erating complete solutions in a single inference. 223

Second, our MCTS introduces rewards to guide 224

the search and select the optimal trajectory, further 225

improving the reliability of the LLM-as-a-Judge 226

paradigm. As shown in Fig. 2, our tailored MCTS 227

follows four key stages: selection, expansion, sim- 228

ulation, and backpropagation. 229

1) Selection. The selection process begins at 230

the root node and progresses hierarchically until 231

it reaches a node that has not been fully expanded 232

yet. We propose a selection strategy that combines 233

global and local information to balance the opti- 234

mization of high-value regions in the search space 235

with the current trajectory, resulting in a more co- 236

herent evaluation. Specifically, we employ a two- 237

level approach: a global-level UCT algorithm (Koc- 238

sis and Szepesvári, 2006), leveraging insights from 239

previous rollouts, and a local-level LLM-driven 240

self-assessment, which evaluates historical actions 241

within the current trajectory. The final selection is 242

obtained through weighted sampling, with the UCT 243

result weighted by wu and the self-assessment re- 244

sult weighted by wl. The UCT algorithm selects 245

the node with the highest UCT value, computed as: 246

UCT (s) =
Q(s)

N(s)
+ α ·

√
lnNparent(s)

N(s)
, (1) 247

248where Q(s) represents the cumulative reward of 249

node s, N(s) is the visit count of s, Nparent(s) 250

the visit count of s’s parent node, and α is a con- 251

stant that helps balance exploration and exploita- 252

tion. The LLM self-assessment result is obtained 253

by prompting the LLM whether including this sub- 254

task enhances code evaluation completeness based 255

on the completed subtasks in the current trajectory. 256

2) Expansion. If the maximum depth has not 257

been reached, a new child node is added to the 258

selected node by randomly sampling an unused 259

action and executing it. If the action is not null, 260

a subtask outcome is obtained by prompting the 261

LLM to carefully analyze c and p (optionally with 262

reference code) from a specific perspective and 263

then summarize the analysis into a binary decision. 264

3) Simulation. During the simulation process, 265

MCTS-Judge consistently selects non-null actions 266

to execute until the maximum depth is reached. 267

At this point, a complete reasoning trajectory t = 268

x ⊕ s1 ⊕ · · · ⊕ sk that evaluates the code across 269
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Figure 2: MCTS-Judge generates reasoning trajectories with multi-dimensional evaluations using Monte-Carlo
Tree Search (MCTS). Each trajectory is iteratively constructed through selection, expansion, simulation, and
backpropagation. Our node selection strategy combines LLM-driven self-assessment, based on historical actions in
the current trajectory, with the Upper Confidence Bound for Tree (UCT) algorithm based on prior rollouts. This
strategy effectively integrates global and local information, balancing the optimization of high-value regions in the
search space with the refinement of the current trajectory. Moreover, we introduce a high-precision, unit-test-level
reward mechanism, encouraging the LLM to perform line-by-line analysis. This simulated execution reward guides
the search process and selects the final answer from candidate trajectories.

multiple dimensions is generated. The prediction270

of this trajectory (i.e. f(t,g)) is determined by a271

consistency check using the majority vote across272

all binary subtask outcomes, combined with an273

additional global evaluation g.274

4) Backpropagation. Once the maximum depth275

is reached, a terminal reward is calculated for276

the trajectory and propagated upward through the277

search tree. Each node in the trajectory updates its278

Q(s) by adding the terminal reward and increment-279

ing its N(s) by one.280

3.3 Reward Mechanism281

Reward is crucial in MCTS to guide the search to-282

ward promising paths while minimizing suboptimal283

exploration. Moreover, cumulative rewards directly284

determine the final answer in MCTS-Judge, further285

underscoring the importance of reward accuracy.286

However, verifying the correctness of predictions287

without ground truth labels is challenging. Ap-288

proaches like M∗ (Kang et al., 2024) and LLaMA-289

Berry (Zhang et al., 2024c) attempted to address290

this issue by training a reward model, but these291

methods often struggle with data collection and292

risk overfitting. RAP (Hao et al., 2023) introduced293

a self-evaluation mechanism where rewards are de-294

rived by asking the LLM to identify errors in its295

reasoning within a single completion. However,296

this mechanism may perform close to random if297

the LLM’s capabilities are limited (Qi et al., 2024).298

Therefore, inspired by execution-based evalua-299

tion methods (Liu et al., 2024; Xia et al., 2024;300

Zhang et al., 2024d) and the recently established301

Test Case Generation

Test Case Execution Simulation

Analyze 

f(t, g)

Analysis

Reorganize Validate

Execute

h(x)
RewardCheck Check

Problem

Storage

Interpreter

Test Case

.py .py

Figure 3: Flowchart of the fully LLM-driven Simulated
Execution Reward Mechanism. f(t,g) represents the
prediction of the trajectory, and h(x) represents the
simulated execution result.

success of commercial models, represented by 302

GPT-4o, in code-related tasks and applications (Ma 303

et al., 2025; Liu et al., 2025; Anysphere, 2024), we 304

propose a fully LLM-powered simulated execution 305

reward mechanism that requires no training and im- 306

proves reliability through cross-checking and step- 307

by-step, in-depth analysis. As illustrated in Fig.3, 308

the mechanism comprises two key phases: test case 309

generation and execution simulation. The test case 310

generation phase occurs prior to the MCTS process 311

and requires only the problem statement p. GPT- 312

4o(OpenAI, 2024) is used to construct, validate, 313

and store diverse test cases. The execution sim- 314

ulation phase is invoked once MCTS reaches its 315

maximum depth and is carried out using the same 316

LLM as in the search phase. Each test case is repre- 317

sented as an input-output pair, where the evaluated 318

code must produce the correct output correspond- 319

ing to a given input. 320

1) Recipe for Test Case Generation. In the 321

test case generation phase, we instructe GPT-4o to 322
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analyze the problem statement thoroughly, identi-323

fying key requirements, constraints, boundary con-324

ditions, and special cases. Based on this analysis,325

the model generates low-complexity test cases that326

span a range of scenarios, each with a brief expla-327

nation. These cases are organized into structured328

input-output pairs. To ensure correctness, each pair329

undergoes a validation process in which the LLM330

is prompted β times to self-evaluate whether the331

output aligns with the input and the intended behav-332

ior. Test cases that consistently pass this validation333

are retained, while those that do not are discarded.334

2) LLM-driven Execution Simulation. When335

the MCTS search reaches its maximum depth, the336

test case execution simulation phase begins. We337

randomly select γ stored test cases, mask their out-338

puts, and provide the inputs to the LLM one by one.339

We instruct the LLM to simulate a code interpreter,340

executing the code line by line while tracking vari-341

able changes, and then determining the expected342

output for the given input based on this execution343

trace. This process repeats δ times per test case,344

and the generated outputs are compared with the345

originally stored outputs. The majority vote from346

the δ repetitions finally determines whether a test347

case passes. The reward mechanism predicts that348

the code is correct only if all sampled test cases349

pass, and the result is expressed by h(x). This de-350

sign mirrors practical test case evaluation: if a code351

passes all test cases, it may be correct; however, if352

it fails any test case, it is definitively incorrect. Fi-353

nally, if the trajectory’s prediction f(t,g) matches354

h(x), the trajectory receives a terminal reward ϵ.355

In doing so, our reward mechanism is both cau-356

tious and reliable, leveraging the characteristics of357

the code evaluation task to establish a systematic,358

cross-checking evaluation process that effectively359

minimizes errors. Additionally, by simulating an in-360

terpreter that executes the code line by line, our ap-361

proach encourages LLMs to perform fine-grained362

deductive reasoning, considering code flow, vari-363

able updates, and logical branches. This detailed364

analysis helps uncover potential errors that might365

otherwise go unnoticed with a superficial “general366

impression”, ensuring that final conclusions are367

grounded in concrete and verifiable evidence.368

4 Experiments369

4.1 Setup370

Following previous work (Tong and Zhang, 2024),371

we evaluated MCTS-Judge on three challeng-372

ing benchmarks: HumanEval-X (Zheng et al., 373

2023), APPS (Hendrycks et al., 2021), and Big- 374

CodeBench (Zhuo et al., 2024). HumanEval-X 375

includes 164 introductory coding tasks across five 376

programming languages. APPS consists of Python 377

coding tasks of three different difficulty levels, 378

from which we randomly selected 100 competition- 379

level tasks. BigCodeBench contains 1,140 practical 380

and challenging Python programming tasks, cov- 381

ering 723 function calls from 139 libraries. For 382

tasks in BigCodeBench that lack meaningful input- 383

output pairs, such as drawing or compressing, we 384

shift the reward mechanism from simulated exe- 385

cution to simulated discussions, granting rewards 386

only when all reasoning steps yield positive signals 387

that enhance generalizability. 388

MCTS-Judge is a general framework compatible 389

with various LLMs. To assess its effectiveness and 390

generalizability, we employed five different LLMs 391

as base models, including code-specialized LLMs: 392

Qwen2.5-Coder-14B (Hui et al., 2024), DeepSeek- 393

Coder-V2-16B-Instruct (Zhu et al., 2024) and 394

Mistralai-Codestral-22B (team, 2024), as well 395

as general LLMs: Llama-3.1-8B-Instruct (Tou- 396

vron et al., 2023) and GPT-4o-mini (Achiam 397

et al., 2023). We compare MCTS-Judge with 398

three System 2 thinking LLMs, including Ope- 399

nAI o1-preview (Jaech et al., 2024), o1-mini (Jaech 400

et al., 2024), and Qwen-QwQ-32B (Qwen, 2024), 401

as well as two LLM-as-a-Judge paradigms de- 402

signed for code evaluation with System 1 think- 403

ing: CodeJudge (Tong and Zhang, 2024) and ICE- 404

Score (Zhuo, 2023).1 We further introduce a 405

Vanilla baseline, which prompts the LLM directly 406

for code correctness, reflecting its native evalua- 407

tion capability. Additionally, we also include a 408

test-case-only verification baseline using GPT-4o, 409

demonstrating that the MCTS-Judge’s effective- 410

ness derives from its architecture rather than model- 411

specific advantages. BigCodeBench is excluded 412

here as it’s evaluated with non-test-case-based ap- 413

proach. More details such as hyperparameters and 414

prompts are included in Appendix A. 415

4.2 Main Results 416

Table 1 presents the comparison results between 417

MCTS-Judge and baselines. We highlight three 418

key observations: (1) MCTS-Judge significantly 419

enhances the code evaluation capabilities of all 420

1ICE-Score produces ratings ranging from 0 to 4. Follow-
ing the approach in (Tong and Zhang, 2024), only a rating of
4 is considered correct.
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Table 1: Accuracy (%) of MCTS-Judge and baselines on BigCodeBench, APPS, and HumanEval-X. MCTS-Judge
significantly improves the accuracy of base models and achieves the highest accuracy among existing LLM-as-a-
Judge methods across all benchmarks and five LLMs (highlighted in bold). It also surpasses larger reasoning model,
Qwen-QwQ-32B in most tasks and outperforms o1-series models in certain tasks (highlighted with underlines).

Method Approach BigCodeBench APPS HumanEval-X

Python Java C++ JavaScript Go Average

Test-case Verification
GPT-4o System-1 - 55.00 59.09 53.79 60.61 62.12 65.91 60.30

Commercial Reasoning LLMs
GPT-o1-preview System-2 82.02 75.00 82.58 89.39 87.12 86.36 83.33 85.76
GPT-o1-mini System-2 75.70 78.00 95.45 92.42 94.70 90.91 88.64 92.42

Open-sourced Reasoning LLMs
Qwen-QwQ-32B System-2 50.96 60.00 72.73 75.00 75.00 64.39 78.03 73.03

Code-Specialized Base Model: Qwen2.5-Coder-14B-Instruct
Vanilla System-1 63.33 62.00 62.12 64.39 68.94 64.39 73.48 66.66
ICE-Score System-1 70.44 65.00 72.73 74.24 71.97 72.73 78.79 74.09
CodeJudge System-1 63.33 68.00 86.36 81.06 79.55 82.58 75.75 81.06
MCTS-Judge (Ours) System-2 71.23 79.00 90.15 85.61 84.09 84.85 81.06 85.15

Code-Specialized Base Model: DeepSeek-Coder-V2-16B-Instruct
Vanilla System-1 51.75 41.00 73.48 64.39 63.64 66.67 60.61 65.76
ICE-Score System-1 57.89 48.00 71.21 76.52 69.70 70.45 74.24 72.42
CodeJudge System-1 52.45 62.00 73.48 69.70 67.42 69.70 66.67 69.39
MCTS-Judge (Ours) System-2 62.46 80.00 80.30 77.27 80.30 78.79 82.58 79.85

Code-Specialized Base Model: Mistralai-Codestral-22B
Vanilla System-1 42.81 62.00 82.58 68.18 70.45 62.88 66.67 70.15
ICE-Score System-1 51.93 56.00 82.58 68.18 60.61 63.64 61.36 67.27
CodeJudge System-1 49.04 54.00 85.61 69.70 68.94 71.21 66.67 72.43
MCTS-Judge (Ours) System-2 68.77 72.00 87.78 75.76 77.27 73.48 75.76 78.01

General Base Model: Llama-3.1-8B-Instruct
Vanilla System-1 43.16 56.00 65.91 63.64 64.39 62.12 70.45 65.30
ICE-Score System-1 45.88 42.00 72.73 64.39 62.88 56.82 54.55 62.27
CodeJudge System-1 63.86 53.00 73.48 73.48 75.76 70.45 67.42 72.12
MCTS-Judge (Ours) System-2 71.84 62.00 74.24 79.55 77.27 70.45 71.97 74.70

Commercial General Base Model: GPT-4o-mini
Vanilla System-1 72.37 65.00 86.36 82.58 85.61 86.36 84.85 85.15
ICE-Score System-1 77.37 72.00 84.85 78.79 86.36 83.33 85.61 83.79
CodeJudge System-1 70.70 72.00 87.12 83.33 87.88 86.36 84.09 85.76
MCTS-Judge (Ours) System-2 79.12 76.00 87.88 86.36 88.64 88.64 85.61 87.43

base models. When using open-source LLMs with421

substantially smaller model sizes, its performance422

can match or even surpass o1-series models. This423

phenomenon is illustrated more clearly in Fig. 4.424

On average, MCTS-Judge achieves a 14.34% accu-425

racy improvement across five different base mod-426

els on three benchmarks. In particular, DeepSeek-427

Coder-V2-16B-Instruct, originally at 41% accuracy428

on the APPS benchmark, improved dramatically429

to 80% with MCTS-Judge, surpassing both o1-430

preview and o1-mini. (2) Any base model we evalu-431

ated, when powered by MCTS-Judge, outperforms432

the open-source reasoning model Qwen-QwQ-32B433

on most tasks. For instance, MCTS-Judge based434

on Llama-3.1-8B-Instruct, with a model size only435

a quarter of Qwen-QwQ-32B, outperforms it in all436

tasks except those using the Go language, achiev- 437

ing up to a 20.88% higher accuracy. (3) Com- 438

pared to previous LLM-as-a-Judge paradigms with 439

System 1 thinking, MCTS-Judge demonstrates sig- 440

nificantly superior performance in all tasks. For 441

example, MCTS-Judge with DeepSeek-Coder-V2- 442

16B-Instruct achieved 18% higher accuracy than 443

CodeJudge and 32% higher than ICE-Score on the 444

APPS benchmark. 445

4.3 Inference Efficiency 446

To evaluate the test-time computational efficiency 447

of MCTS-Judge, we analyzed the average num- 448

ber of reasoning tokens generated on the APPS 449

benchmark. As presented in Table 2, when us- 450

ing DeepSeek-Coder-V2-16B-Instruct as the base 451
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Figure 4: MCTS-Judge (darker colors) significantly
enhances LLMs’ inherent code evaluation capabilities
(lighter colors) across three benchmarks.

model, MCTS-Judge outperforms o1-preview in452

accuracy, while only consuming one third as many453

reasoning tokens, with an additional 20% equiv-454

alent token consumption for simulation in paral-455

lelization indicated by the superscript, and main-456

taining a model size that is 19 times smaller2.457

Methods Model Size
# Reasoning

Acc
Tokens

o1-preview ~300B 5631 75.0
o1-mini ~100B 3755 78.0

Qwen-QwQ-32B 32B 2559 60.0
Ours w/ Deepseek 16B 2065+412 80.0

Table 2: Compared to advanced reasoning LLMs,
MCTS-Judge is cost-effective. With DeepSeek-Coder-
V2-16B-Instruct on the APPS benchmark, it achieves
the highest accuracy using the fewest tokens and the
smallest model size.

4.4 Fine-grained Quality Assessment458

MCTS-Judge demonstrated superior code correct-459

ness evaluation ability, while simultaneously gen-460

erating multi-perspective analyses during reason-461

ing trajectory construction. We believe that this462

may offer developers deeper insights into the code,463

providing a distinct advantage over both similarity-464

based and execution-based evaluation methods. To465

evaluate the quality of meta-analysis and reasoning466

capabilities, we compared the reasoning trajecto-467

ries generated by MCTS-Judge with three reason-468

ing models—o1-preview, o1-mini, and Qwen-QwQ-469

32B across four critical dimensions: thoroughness,470

logic, analysis, and overall reasoning quality, with471

GPT-4o assessing the win rate. As shown in Ta-472

2The model sizes of o1-preview, o1-mini, and GPT-4o-
mini are referenced from this paper (Abacha et al., 2024).

ble 3, MCTS-Judge with Deepseek-Coder-V2-16B- 473

Instruct and Qwen2.5-Coder-14B-Instruct consis- 474

tently achieves higher win rates, particularly ex- 475

celling at thoroughness and depth of analysis. 476

Dimensions

Deepseek-Coder-
V2-16B-Instruct

Qwen2.5-Coder-
14B-Instruct

o1-preview Ours o1-preview Ours

Thoroughness 35.6% 64.4% 28.8% 71.2%
Logic 51.5% 48.5% 49.2% 50.8%
Analysis 33.3% 66.7% 34.8% 65.2%
Overall 54.5% 45.5% 52.3% 47.7%

o1-mini Ours o1-mini Ours

Thoroughness 25.8% 74.2% 14.4% 85.6%
Logic 40.9% 59.1% 22.7% 77.3%
Analysis 16.7% 83.3% 15.9% 84.1%
Overall 46.2% 53.8% 47.0% 53.0%

QwQ Ours QwQ Ours

Thoroughness 28.0% 72.0% 31.1% 68.9%
Logic 25.8% 74.2% 43.2% 56.8%
Analysis 38.6% 61.4% 40.1% 59.9%
Overall 49.2% 50.8% 43.9% 56.1%

Table 3: Comparison of MCTS-Judge’s reasoning tra-
jectories with advanced reasoning LLMs across thor-
oughness, logic, analysis, and overall reasoning quality,
with GPT-4o assessing the win rate.

4.5 Extensions to General Scenarios 477

Reference code is crucial for similarity-based eval- 478

uation but is often unavailable in practice. While it 479

aids LLMs in understanding problems, LLM-as-a- 480

Judge methods should adapt to more generalizable 481

settings without it. We evaluated MCTS-Judge 482

and baselines on three benchmarks without refer- 483

ence code (full results in Appendix C). As shown 484

in Table 4, the absence of reference code signifi- 485

cantly degrades the performance of existing LLM- 486

as-a-Judge frameworks. In contrast, our MCTS- 487

Judge demonstrates exceptional robustness, with 488

only minimal performance drop, highlighting its 489

promising generalization capabilities.

Method BigCode- APPS Human
Bench Eval-X

ICE-Score 45.9 42.0 62.3
w/o reference 34.5 (-11.4%) 46.0 (+4%) 52.3 (-10.0%)

CodeJudge 63.9 53.0 72.1
w/o reference 41.4 (-22.5%) 47.0 (-6.0%) 57.4 (-14.7%)

Ours 71.8 62.0 74.7
w/o reference 65.8 (-6%) 62.0 (+0.0%) 69.5 (-5.2%)

Table 4: In the absence of reference code, MCTS-Judge
with Llama-3.1-8B-Instruct demonstrates robustness
with minimal performance drop, while other baselines
degrade significantly. 490
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# Test Cases # Execution Times

  Maximum Tree Depth # Rollouts

Ours w/DeepSeek-Coder-V2-16B-Instruct
Ours w/Qwen2.5-Coder-14B-Instruct o1-preview

o1-mini

Figure 5: Increasing test cases (α), executions per case
(δ), tree depth, and rollouts improves MCTS-Judge’s
accuracy on APPS, revealing a test-time scaling law.

4.6 Scaling Test-time Computation491

We explore the relationship between test-time com-492

putational scale and performance gains under our493

LLM-as-a-Judge framework. MCTS-Judge relies494

on simulated execution of test cases to determine495

the terminal reward, thereby providing more accu-496

rate guidance for MCTS and final prediction selec-497

tion. Intuitively, increasing the number of test cases498

(α) reduces the likelihood of misjudging incorrect499

code as correct, while increasing the execution500

times per test case (δ) further enhances accuracy.501

Furthermore, extending the maximum tree depth502

provides a more comprehensive evaluation, and503

more rollouts enable broader exploration. Fig. 5504

demonstrates the impact of these key hyperparam-505

eters on the APPS benchmark using DeepSeek-506

Coder-V2-16B-Instruct and Qwen2.5-Coder-14B-507

Instruct as base models. MCTS-Judge bene-508

fits from increased test-time computation, though509

the gains vary with specific hyperparameters and510

models. These results align with OpenAI’s find-511

ings (Openai, 2024), highlighting the potential of512

test-time scaling for LLM-as-a-Judge frameworks.513

4.7 Ablation Studies514

Table 5 presents ablation results evaluating the515

key components of MCTS-Judge. Under System-516

1 thinking, the Vanilla baseline reflects the base517

model’s intrinsic evaluation capability, while Ma-518

jority Vote executes all subtasks and selects the519

most frequent answer. Majority Vote improves ac-520

curacy by 13% over Vanilla, highlighting the value521

of incorporating multi-perspective evaluation.522

Under System-2 thinking, driven by MCTS, re-523

ward mechanisms are further analyzed. RMSC 524

assigns rewards based on self-consistency majority 525

voting (Qi et al., 2024), while RMSE incorporates 526

self-evaluation rewards (Hao et al., 2023). Our pro- 527

posed simulated execution reward, closely aligned 528

with ground truth, surpasses RMSC and RMSE by 529

13% in accuracy. Moreover, a variant using pure 530

UCT-based node selection is outperformed by the 531

full MCTS-Judge, highlighting the benefit of our 532

global-local-aware node selection strategy. 533

Method Reward Node AccModel Selection

System-1 Thinking
Vanilla - - 41.0
Majority Vote - - 54.0

System-2 Thinking

Monte Carlo
Tree Search

RMSC UCT 65.0
RMSE UCT 65.0
RMOurs UCT 78.0
RMOurs UCT+LLM 80.0

Table 5: Ablation of System-2 thinking, reward mech-
anism, and node selection strategy on APPS with
DeepSeek-Coder-V2-16B-Instruct highlights the effec-
tiveness of our designed components. The grey line
represents the complete MCTS-Judge, improving from
41.0% to 80.0% over Vanilla.

5 Conclusion 534

In this work, we propose MCTS-Judge, a novel 535

resource-efficient, test-time computation LLM-as- 536

a-Judge framework with System-2 thinking for 537

code correctness evaluation. Powered by a fully 538

LLM-driven MCTS, MCTS-Judge decomposes 539

problems into simpler, multi-perspective evalua- 540

tions. Through our global-local node selection 541

strategy, along with guidance from a simulated 542

execution reward mechanism, MCTS-Judge per- 543

forms line-by-line deep analysis. Experiments on 544

five LLMs and three benchmarks show that MCTS- 545

Judge significantly improves base model accu- 546

racy, surpassing o1-series models and Qwen-QwQ- 547

32B with one-third of the tokens and a smaller 548

model size. Compared to existing LLM-as-a-Judge 549

frameworks with System-1 thinking, MCTS-Judge 550

achieves SOTA performance while reducing depen- 551

dence on reference code. Moreover, its reasoning 552

trajectory shows superiority in logic, analytics, thor- 553

oughness, and overall quality. We further reveal 554

the test-time scaling law of MCTS-Judge, mark- 555

ing an important first step in integrating test-time 556

computation with the LLM-as-a-Judge paradigm. 557
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6 Limitation558

In this work, we propose a System-2 thinking559

approach with a carefully designed architecture560

for code correctness evaluation. Our current re-561

ward mechanism leverages GPT-4o, one of the562

few models capable of producing reliable and563

well-formatted reward signals. In contrast, exist-564

ing open-source LLMs often struggle with accu-565

rate, line-by-line code execution using only pre-566

trained capabilities and frequently fail to generate567

structured, precise outputs for programming tasks.568

Looking forward, we aim to integrate future ad-569

vancements in open-source models to develop a570

more cost-effective and broadly deployable solu-571

tion. To ensure full and reliable reproducibility, we572

will release the complete codebase, data flywheel573

pipeline for test case generation, and comprehen-574

sive documentation upon acceptance. For review575

purposes, we have also included our source code576

in the Supplementary Materials.577
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A Experiment Settings 812

Table 6 details the hyperparameter settings of 813

MCTS-Judge employed to generate the results pre- 814

sented in this paper. These settings encompass 815

various aspects of the MCTS architecture, includ- 816

ing maximum tree depth, number of rollouts, ex- 817

ploration constant α, LLM sample weight wl, and 818

UCT sample weight wu. Additionally, the reward 819

mechanism parameters include the number of test 820

case validations β, number of test cases used γ, 821

number of test case simulations δ, and reward scal- 822

ing factor ϵ. Hyperparameters related to the LLM 823

configuration, such as temperature, top_p, top_k, 824

and maximum output tokens, are also specified. All 825

experiments were executed on a single H100 GPU 826

with 80GB of memory, ensuring consistency and 827

reproducibility in computational performance. 828

Hyperparameter Value
Maximum tree depth 9
Number of rollouts 8
Constant α 3
LLM sample weight wl 0.1
UCT sample weight wu 0.9
Number of test case validations β 5
Number of test cases used γ 3
Number of test case simulations δ 7
Reward ϵ 1.1
Temperature 0.4
Top_p 0.95
Top_k 40
Maximum tokens 2048

Table 6: Hyperparameters of MCTS-Judge.

B Limitations of Execution-Free Methods 829

In this experiment, we evaluate whether similarity- 830

based execution-free metrics, which do not require 831

test cases and isolated environments, can be used to 832

accurately assess code correctness. We evaluated 833

six representative metrics on the APPS benchmark: 834

BLEU, ROUGE-L, METEOR, ChrF, CodeBLEU, 835

and RUBY. Fig. 6 shows that the score distributions 836

for incorrect and correct code differ only slightly 837

for these metrics. This further highlights the impor- 838

tance of developing high-precision execution-free 839

methods for assessing code correctness. 840

C Evaluation without References 841

As discussed in Sec.4.5, we present the complete 842

results for extending to more general scenarios, 843
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Figure 6: Score distributions of six execution-free met-
rics on the APPS benchmark show negligible distinction
between correct and incorrect code, indicating a lack of
reliability.

specifically in the absence of reference data. Ta-844

ble7 compares the performance of MCTS-Judge845

with baselines across three benchmarks and five846

LLMs. The results highlight MCTS-Judge’s greater847

robustness and generalization ability, as evidenced848

by reduced performance decay compared to other849

LLM-as-a-Judge methods, aligning with the con-850

clusions drawn in the main paper’s analysis.851

D Case Study852

We demonstrated the superiority of analysis meta-853

data from reasoning chains generated by MCTS-854

Judge across four key dimensions in Section 4.4. To855

further highlight MCTS-Judge’s advantages over856

the System-1 thinking approach in terms of accu-857

racy and comprehensive analysis, we present a case858

study comparing the vanilla Deepseek-Coder-V2-859

16B-Instruct model with the one integrated with860

MCTS-Judge.861

As shown in Fig. 7, at each step, MCTS-Judge862

provides evaluations from diverse perspectives,863

such as verifying whether requirements are met864

(Step 2) and assessing the correctness of the code865

logic (Step 5). In contrast, the vanilla model gener-866

ates an incorrect answer with only superficial anal-867

ysis, demonstrating a lack of deeper understanding.868

Reasoning trajectory of MCTS-Judge:
Step 1：
Analysis: Objectively, we're determining if two strings share the same 
characters. The given code sorts both strings and compares them. This is 
effective if the goal is to check whether the two strings are anagrams (i.e., 
identical characters with identical frequencies). However, for checking 
only the presence of the same unique characters, frequency doesn't matter, 
so this code may not align with the exact requirement.
Decision (�1): True

Step 2：
Analysis: The formal requirement states: 'Check if two words have the 
same UNIQUE characters, ignoring frequency and order.' The sorting-
based code compares frequency and order. Thus, it does not satisfy the 
exact requirement of ignoring frequency. A set-based comparison would 
do that correctly
Decision (�2): False

Step 3：
Analysis: According to the specification, we need to identify unique 
characters in each string and compare those sets. Sorting compares ordered 
characters, including duplicates. Hence, it goes beyond just checking 
presence of characters. The specification is not fully met by the provided 
code.
Decision (�3): False

Step 4：
Analysis: We can declare the code as correct for an anagram check, since 
sorting ensures that same-frequency characters appear in identical 
positions. But for the stated requirement—comparing only unique 
characters—it falls short.
Decision (�4): True

Step 5：
Analysis: Logically, sorting each string and comparing them is a sound 
approach for determining if they have the same characters AND the same 
counts. But since the problem only requires checking for unique-character 
presence, there's a logical mismatch between the solution and the stated 
requirement.
Decision (�5): False

Step 6：
Analysis: Functionality demands ignoring frequency and order. The 
sorting solution goes beyond that by implicitly matching frequencies. 
Hence, for THIS functionality (unique characters only), the code is not 
correct. But for an anagram check, it would be correct.
Decision (�6): False

Step 7：
Analysis: From an algorithmic standpoint, sorting is O(n log n), set 
comparison is typically O(n). For ignoring frequency, sets are both more 
appropriate and more efficient. Still, sorting is a valid algorithm for 
verifying anagrams, but not for simply checking shared unique characters.
Decision (�7): True

Step 8：
Analysis: Revalidating the initial problem: it asks to see if two words share 
the same set of unique characters. Sorting inevitably measures frequency 
as well. Therefore, for the EXACT requirement, the sorting solution is 
inadequate.
Decision (�8): False

Summary:
Some of the 8 agents evaluated the problem and concluded that the 
provided sorting-based code does not meet the problem's requirements. 
Final consensus from all agents: False

Answer from Vanilla:
This method efficiently checks for anagrams, which are words or phrases 
created by rearranging the letters of another word or phrase, utilizing all 
original letters exactly once. It's a concise and effective approach for 
comparing the characters between two strings. Final Answer: True

Problem Statement:
Check if two words have the same characters.
Code Snippet:
def same_chars(s0: str, s1: str): 

return sorted(s0) == sorted(s1)

 

Ground Truth: False

Figure 7: Case Study: System-2 Thinking vs. System-
1 Thinking. MCTS-Judge leads with comprehensive
evaluations, while vanilla fails with superficial analysis.
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Method Approach BigCodeBench APPS HumanEval-X

Python Java C++ JavaScript Go Average

Commercial Reasoning LLMs
GPT-o1-mini System-2 71.14 78.00 93.18 86.36 86.36 89.39 87.88 88.63

Open-sourced Reasoning LLMs
Qwen-QwQ-32B System-2 51.05 69.00 61.36 68.18 66.67 67.42 77.27 68.18

Code-Specialized Base Model: Qwen2.5-Coder-14B-Instruct
Base Model System-1 46.84 61.00 60.61 62.88 68.94 65.91 76.52 66.97
ICE-Score System-1 66.23 69.00 75.00 66.67 71.21 72.73 75.00 72.12
CodeJudge System-1 47.02 62.00 87.12 75.76 79.55 81.06 73.48 79.40
MCTS-Judge (Ours) System-2 70.35 74.00 86.36 87.12 80.30 82.58 82.58 83.79

Code-Specialized Base Model: DeepSeek-Coder-V2-16B-Instruct
Base Model System-1 35.09 49.00 69.70 58.33 53.79 53.79 56.06 58.33
ICE-Score System-1 47.19 56.00 74.24 69.70 71.21 66.67 69.70 70.30
CodeJudge System-1 35.44 62.00 75.76 66.67 63.64 66.67 66.67 67.89
MCTS-Judge (Ours) System-2 51.58 71.00 82.58 72.73 84.85 75.00 81.82 79.40

Code-Specialized Base Model: Mistralai-Codestral-22B
Base Model System-1 32.63 43.00 75.76 58.33 58.33 57.58 58.33 61.67
ICE-Score System-1 31.05 41.00 76.52 57.58 53.03 59.09 53.79 60.00
CodeJudge System-1 35.44 48.00 78.79 59.09 59.09 60.61 63.64 64.24
MCTS-Judge (Ours) System-2 52.37 74.00 79.55 72.73 75.76 65.91 77.27 74.24

General Base Model: Llama-3.1-8B-Instruct
Base Model System-1 33.95 58.00 59.85 60.61 62.88 64.39 67.42 63.30
ICE-Score System-1 34.47 46.00 62.12 51.52 50.76 54.55 42.42 52.27
CodeJudge System-1 41.40 47.00 61.36 60.61 58.33 54.55 52.27 57.42
MCTS-Judge (Ours) System-2 65.79 62.00 71.21 69.70 65.15 68.18 73.48 69.54

Commercial General Base Model: GPT-4o-mini
Base Model System-1 71.05 61.00 81.82 80.30 83.33 83.33 83.33 82.42
ICE-Score System-1 58.60 62.00 78.03 75.00 75.76 81.06 82.58 78.49
CodeJudge System-1 57.46 70.00 81.06 82.58 85.61 84.85 83.33 83.49
MCTS-Judge (Ours) System-2 73.68 72.00 82.58 83.33 87.12 87.12 85.61 85.15

Table 7: Accuracy (%) of MCTS-Judge and baselines without reference code on BigCodeBench, APPS, and
HumanEval-X. Compared to existing LLM-as-a-Judge methods, MCTS-Judge without reference code still achieves
the highest accuracy across all benchmarks and five LLMs (highlighted in bold). MCTS-Judge without reference
code maintains its advantage over advanced reasoning LLMs, with superior accuracy compared to the o1-series
models highlighted with underlines.

E Prompts869

We present the key prompt designs utilized870

in MCTS-Judge, including the vanilla baseline871

(Fig. 8), the test-case verification baseline (Fig. 9),872

the LLM-driven self-assessment (Fig. 10), the logic873

assessment action (Fig. 11), the test case genera-874

tion and validation (Fig. 12), and the simulated875

execution (Fig. 13).876
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Vanilla
<|system|>:Determine the correctness of the code snippet. Output Yes or No.
<|user|>: Problem Statement:{problem}
Example:{example}
Reference Solution ({language}):{reference code}
Code Snippet ({language}):{code}
<|assistant|>:Answer (Yes or No only):

Table 8: Prompt of the baseline named Vanilla.

Test Cases Generation
<|system|>:You are an AI assistant specialized in analyzing Python functions and generating test cases.
You will be provided with a problem statement and its solution to evaluate the correctness of the code.
<|user|>: Full Code:{language}{code}
Public Test Case for the Main
Function:{example}
Instructions: Please analyze how the {function name} function is used within the main function and how
it contributes to the expected outputs in the gold test case. For each test case, you should analyze
step-by-step based on both the input and the expected output of the main function, and then provide the
corresponding input and expected output for the {function name} function. Ensure that the generated test
cases are consistent with the behavior expected in the public test cases.
<|assistant|>:Let’s break down the code and give the input and expected output of the {function name}
function step-by-step for each given gold test case ignoring any discrepancie between the function’s logic
and the expected outputs of public test case:
Test Case Validation
<|system|>: You are an AI assistant specializing in test case validation. Your task is to assess the
correctness of a given test case based on the problem description, which consists of four parts: the
problem statement, input description, output description, and several input-output pair examples.
<|user|>: Problem:{problem}
Test Cases:{test_cases}
### Instructions: Validate the correctness of the test case and determine if it aligns with the expected
behavior outlined in the problem description. Do not provide a corrected version. Return PASS or FAIL
to indicate the accuracy of the given test case.
<|assistant|>: Let’s validate the correctness of the test case step-by-step:
Simulated Execution
<|system|>: You are an AI assistant skilled in executing {language} scripts.
<|user|>:Execute the following {language} script. Analyze the code and run each subfunction in the test
case step-by-step.
Code:{code}
Test Case: {test case}
Instruction: Act as a {language} interpreter to execute the code line-by-line, tracking changes in each
variable throughout the process. Based on this execution trace, determine the output of the unit test case.
<|assistant|>:Let’s execute the code step-by-step, analyzing the input test case:

Table 9: Prompt for the test-case verification baseline.
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LLM-drive Self-Assessment for Node Selection
<|system|>: You are a code evaluation planning expert. Your task is to assess whether the suggested
evaluator agent should proceed based on the provided problem statement, code snippet, and evaluation
history. Determine if this evaluator will enhance coverage or completeness of the assessment.
<|user|>: Problem Statement: {problem}
Code Snippet:{language}{code}
Proposed Next Evaluator: {agent}
Evaluation History: Agents previously used: {history}
Instruction: Skip the evaluation only if it very negatively affect the assessment. Otherwise, please
respond ’Yes’ to include the evaluator.
<|assistant|>: Decision: (Yes or No only)

Table 10: Prompt for LLM-driven self-assessment in MCTS node selection.

Code Logic Evaluation
<|system|>: You will be provided with a problem statement, a code snippet that supposedly addresses
the problem in {language}, and a reference solution in {language}. Your task is to check if the code
snippet covers the required functionalities. Do not provide a corrected version.
Evaluation Steps:1. Read the problem statement carefully and identify the required functionalities of the
implementation. You can refer to the example and reference answer to understand the problem better.
2. Read the code snippet and analyze its logic. Check if the code snippet covers all the required
functionalities of the problem. 3. Finally, conclude your evaluation.
<|user|>:Problem Statement:{problem}
Example:{example}
Reference Solution ({language}):{reference code}
Code Snippet ({language}):{code}
<|assistant|>:Evaluation (Code Logic Analysis):
Analysis Summarization
<|system|>: You will be provided with an analysis result of a code snippet. If the analysis believes that
the code snippet is correct, output: "Yes". Otherwise, output: "No".
<|user|>: Analysis Result:{analysis}
<|assistant|>: Final Answer (Yes or No only):

Table 11: Example of subtasks: prompt focused on logic assessment
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Initial Test Cases Generation
<|system|>: You are an AI assistant specializing in problem analysis and test case generation, with
particular expertise in {difficulty} test cases. Your task is to generate comprehensive test cases based
on the given problem description.
<|user|>: Problem:{problem}
### Instructions: Please analyze the problem statement carefully and create five well-rounded test
cases. The test cases should be at {difficulty} difficulty level. Your test cases should: 1. Cover a
variety of scenarios to thoroughly validate code correctness 2. Avoid excessively large computations
3. Avoid extreme edge cases unless specifically required 4. Include common use cases and reasonable
boundary conditions 5. Focus on practical, real-world scenarios
For each test case, please provide:- Input values - Expected output- Brief explanation of what the
test case verifies.
<|assistant|>:I’ll analyze the problem systematically and create carefully curated test cases.
**Analysis Approach:**1. First, I’ll identify the key requirements and constraints 2. Then, I’ll
determine important edge cases and boundary conditions 3. Finally, I’ll design test cases that
progressively increase in complexity
Let’s examine each test case:
JSON Reformation
<|system|>: You are an AI assistant specializing in test case reformatting. Your task is to extract
and reformat the test cases based on the examples provided.
<|user|>: Problem:{problem}
Test Cases:{test_cases}
### Instructions:Reformat the test cases and return them in a list of JSON format, where each test
case is structured as follows:
{{"<root_function_name>": {{ "input": "<input>" (as a string), "expected_output": "<expected_
output>" (as a string)}}}}
Use the main function name identified in each test case as the key. Retain the original input and
output formats, ensuring that all provided test cases are included.
<|assistant|>: Reformatted Test Cases only, without explanation:
Test Case Validation
<|system|>: You are an AI assistant specializing in test case validation. Your task is to assess the
correctness of a given test case based on the problem description.
<|user|>: Problem:{problem}
Test Case:{test_case}
### Instructions: Validate the correctness of the test case and determine if it aligns with the
expected behavior outlined in the problem description. Do not provide a corrected version. Return
PASS or FAIL to indicate the accuracy of the given test case.
<|assistant|>: Let’s validate the correctness of the test case step-by-step:

Table 12: Prompt for test case generation and validation.
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Simulated Execution
<|system|>: You are an AI assistant skilled in executing {language} scripts.
<|user|>: Execute the following {language} script. Analyze the code and run each subfunction in the
test case step-by-step.
Code:{code}
Test Case:{test_case}
Instruction: Act as a {language} interpreter to execute the code line-by-line, tracking changes in each
variable throughout the process. Based on this execution trace, determine the output of the unit test case.
<|assistant|>: Let’s execute the code step-by-step, analyzing the input test case:
Compare Execution Results with Expected Outputs of Test Cases
<|system|>: You are an expert in code validation with a focus on comparing code execution outputs.
Your goal is to determine if the actual output matches the expected behavior, being flexible about
formatting and minor differences that don’t affect correctness.
<|user|>: Problem: {problem}
Test Case:{test_case}
Actual Output:{answer}
### Instruction: 1. Extract the final execution result from the actual output. Compare this result with
the expected answer, focusing on correctness rather than specific formatting. Note: Do not judge
the code; simply validate whether the results match.
<|assistant|>: Let’s check the results, and conclude with **MATCH** or **NOT MATCH** after
the comparison.

Table 13: Prompt for simulated execution and verify whether the execution results match the expected answers.
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