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ABSTRACT

Graph domain adaptation (GDA) emerges as an important problem in graph ma-
chine learning when the distribution of the source graph data used for training
is different from that of the target graph data used for testing. While much of
the prior work on GDA has focused on the idea of aligning node representations
across source and target domains, recent studies show that such approaches can
be suboptimal in the presence of conditional structure shift (CSS), where the dis-
tribution of graph edges conditioned on labels changes across domains. In this
work, we develop a unified framework to solve CSS and show that existing GDA
methods for CSS arise as special cases of our framework. This framework further
allows us to develop a new method, Pairwise-Likelihood maximization for graph
Structure Alignment (PLSA), which uses rich information from pairwise nodes
and edges to improve the estimation of target connection probabilities. We es-
tablish conditions under which our method is identifiable and introduce a simple
edge reweighting scheme based on importance weights to align the source and tar-
get graphs. Theoretically, under the contextual stochastic block model (CSBM),
we derive finite-sample guarantees using recent results in matrix concentration in-
equalities for U-statistics. We complement our theoretical results with empirical
studies that demonstrate the effectiveness of our method.

1 INTRODUCTION

With the growing prevalence of graph-structured data across domains, graph neural networks
(GNNs) have emerged as powerful tools for achieving remarkable performance in many graph ma-
chine learning tasks (Kipf & Welling, 2017; Zhang & Chen, 2018; Chami et al., 2022). Despite
their empirical successes, a key challenge arises when the distribution of data available for train-
ing (source) is different from that encountered at test time (target) (Wu et al., 2024; You et al.,
2023). Such distributional shifts may occur due to changes in node attributes, class proportions,
or the graph structure that encodes dependencies between nodes. These discrepancies can result in
significant degradation in model performance, limiting the reliability of GNNs in real-world deploy-
ments (Liu et al., 2024b;c; Zhu et al., 2021a). Graph domain adaptation (GDA) seeks to address this
challenge by transferring knowledge from a source domain with sufficient supervision to a target
domain with no labels (Cai et al., 2024; Liu & Ding, 2024; Ma, 2024).

Unlike the classical domain adaptation (DA) problem which typically involves (marginal or con-
ditional) feature shift or label shift, GDA is more complicated because it must also account for
the shift in the graph structure. Existing GDA methods are largely motivated by domain-invariant
representation learning (Ganin et al., 2016; Hoffman et al., 2018) and generally aim to align the
source and target distributions of node representations after aggregating neighborhood information
in GNNs (Zhu et al., 2021a; Xiao et al., 2022; You et al., 2023; Liu et al., 2024a;b). However, it
remains unclear under which assumptions these approaches succeed; in particular, since classical
domain-invariant representation methods are known to fail in the presence of label-flipping fea-
tures (Zhao et al., 2019; Johansson et al., 2019; Wu et al., 2025) or label shift (Wu et al., 2019; Chen
& Bühlmann, 2021), it is natural to expect that GDA methods based on the similar principle may
also fail in such scenarios.
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Recent studies further show that when there is a conditional structure shift (CSS)—that is, when
the conditional edge probabilities connecting nodes change across domains—aligning the marginal
node representations across source and target becomes inefficient and yields suboptimal prediction
performance in the target domain (Liu et al., 2023; 2024c). Motivated by this observation, sev-
eral methods have been proposed, including reweighting the source graph (Liu et al., 2023) and
using a pairwise moment-matching based estimator to correct CSS (Liu et al., 2024c). The latter
approach, called Pairwise Alignment (Pair-Align), further integrates existing label shift correction
methods (Lipton et al., 2018) to simultaneosuly solve the CSS and label shift problems for GDA.

In this work, we focus primarily on CSS, assuming that the joint distribution of features and labels
are invariant across source and target domains. This assumption allows us to isolate CSS from
other types of shifts and study CSS more directly. In this setting, we propose Pairwise-Likelihood
maximization for graph Structure Alignment (PLSA), a new method for estimating and correcting
CSS in node classification tasks. We show that existing methods for CSS arise as special cases
of a broader framework to solve CSS, and that PLSA is another instantiation of this framework
that exploits more information from the data to improve estimation accuracy. Theoretically, when
data are generated from the contextual stochastic block model (CSBM), we give upper bounds on
the estimation error of PLSA using recently developed matrix concentration inequalities for U-
statistics, even when dependencies exist between node attributes and edges. Our main contributions
are summarized as follows.

• We develop a unified framework for correcting CSS from a distribution matching point of
view and show that existing methods can be viewed as special cases of this framework.

• We propose PLSA, a new instantiation of this framework based on pairwise likelihood
maximization with a calibrated predictor, and provide conditions to ensure its identifiability.

• We introduce an edge reweighting scheme for the source graph to improve downstream
node classification and establish finite-sample guarantees under CSBM. We further validate
our method through empirical studies.

2 RELATED WORK

Graph domain adaptation Graph domain adaptation (GDA) extends classical DA to the setting
where data are graph-structured. One popular way to formulate DA is to assume the existence of
invariant representations across domains (Ben-David et al., 2010; Ganin et al., 2016), which has
inspired many GDA methods that adapt this idea to graph setting. For instance, Zhu et al. (2022) use
central moment discrepancy to align node representations of GNNs, and You et al. (2023) propose
a spectral regularization framework that enforces invariance by controlling spectral smoothness and
maximum frequency response of GNNs. Liu et al. (2024b) provide the GDABench benchmark
and show that simple GNN-based baselines with vanilla DA often outperform more sophisticated
GDA methods. For a comprehensive review of invariance-based GDA methods, we refer readers to
recent surveys (Liu & Ding, 2024; Ma, 2024). Beyond invariance-based approaches, other directions
in GDA include causal-based methods (Wu et al., 2022; Luo et al., 2025), generative modeling
approaches (Cai et al., 2024), and methods that align homophilic signals (Fang et al., 2025).

Conditional structure shift Conditional structure shift (CSS) refers to the type of shift where the
conditional distribution of edges given node labels is different across domains (Zhu et al., 2023; Liu
et al., 2023). Unlike covariate or label shift, CSS is unique to the graph-structured data since the
connectivity patterns between nodes, given labels, can vary even when the node features and label
distributions are invariant. Recent studies show that ignoring CSS can make marginal alignment of
node representations ineffective. To mitigate such issue, Liu et al. (2023) propose Structural Re-
weighting, which reweights source graph so that the neighborhood statistics of source nodes mimic
those in the target domain. Building on this idea, Liu et al. (2024c) introduce Pairwise Alignment
(Pair-Align), a method that simultaneously accounts for both CSS and label shift by formulating the
estimation of edge and label shift weights as solutions to linear systems. Following this line of work,
we provide a unified framework for CSS with a principled approach and finite-sample guarantees.

Label shift In recent years, label shift has been extensively studied in the anticausal setting (Lipton
et al., 2018; Azizzadenesheli et al., 2019), where the label distribution changes while the conditional
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distribution x | y is invariant. Label shift can also arise in GDA, where existing correction methods
have been used to address it (Liu et al., 2024c). In label shift, two dominant approaches are Black
Box Shift Estimation (BBSE) (Lipton et al., 2018; Azizzadenesheli et al., 2019) and Maximum
Likelihood Label Shift (MLLS) (Saerens et al., 2002; Garg et al., 2020). BBSE uses a black box
classifier h trained on the source data to estimate the confusion matrix and construct a linear system,
whose solution provides an estimate of the importance weights. In contrast, MLLS formulates the
label shift problem as a maximum likelihood estimation and directly optimizes the likelilhood of
target predictions to recover the importance weights. Garg et al. (2020) show that BBSE is roughly
equivalent to MLLS under coarse calibration, explaining MLLS’s superior empirical performance.
At a high level, our method builds on the idea of MLLS but is developed in the context of CSS.

3 PRELIMINARIES AND PROBLEM SETUP

3.1 CONTEXTUAL STOCHASTIC BLOCK MODEL (CSBM)

In this work, we consider the Contextual Stochastic Block Model (CSBM) introduced by Deshpande
et al. (2018). CSBM is an extension of the classical stochastic block model (SBM) by coupling each
node with a feature vector, and has been widely used to study the generalization performance of
GNNs (Baranwal et al., 2021; Wang & Wang, 2024) as well as different types of distributional shifts
in GDA (Zhu et al., 2023; Liu et al., 2023; 2024c). Concretely, in CSBM, each node u ∈ [n] is
assigned a label yu ∈ Y = {1, . . . , L} drawn i.i.d. from a categorical distribution p(y). Conditioned
on the labels, the edge auv between node u and v (u < v) is generated independently according to
auv | (yu, yv) ∼ Ber(q(yu, yv)), where q : Y × Y → [0, 1] is the symmetric connection probability
function. We then define the adjacency matrix A = (auv) ∈ Rn×n by setting avu = auv for u < v
and auu = 0 for all u, i.e., A is symmetric with zero diagonal. Given its label, each node u ∈ [n]
is also associated with a feature vector xu ∈ X drawn independently from the class-conditional
distribution xu ∼ p(x | yu). Hence, CSBM is fully specified by the class prior p(y), the conditional
connection probabilities q(y, y′), and the class-conditional distribution p(x | y).

3.2 GRAPH DOMAIN ADAPTATION SETUP

We describe the GDA setting that we consider in this work. For the source domain, we observe
a labeled source graph with n(0) nodes, {(x(0)

u , y
(0)
u )n

(0)

u=1, (a
(0)
uv )1≤u<v≤n(0)}, which is generated

from a CSBM with class prior p(0)(y), class-conditional distribution p(0)(x | y), and connection
probability function q(0)(y, y′). Independently of the source dataset, in the target domain, we are
given an unlabeled target graph with n(1) nodes, {(x(1)

u )n
(1)

u=1, (a
(1)
uv )1≤u<v≤n(1)}, drawn from a

CSBM with class prior p(1)(y), class-conditional distribution p(1)(x | y), and connection probability
function q(1)(y, y′). The target labels are unobserved.

In DA, assumptions relating the source and target distributions are needed to make the DA problem
tractable. In the setting of GDA, Liu et al. (2023) introduce the notion of graph structure shift, where
the distributions of labels and edges change across domains while the class-conditional distribution
is invariant. This shift can be further decomposed into two types: label shift (changes in the marginal
class prior), and conditional structure shift (CSS; changes in the edge distribution given labels).
While label shift has been widely studied in the DA literature, CSS has received relatively little
attention. To address this gap, in this work we focus on CSS by making the following assumption.

Assumption 3.1 (Conditional structure shift (CSS)) The class prior and the class-conditional
features are invariant across domains, while the conditional edge distributions changes. Formally,
p(0)(y) = p(1)(y) and p(0)(x | y) = p(1)(x | y), while q(0)(y, y′) ̸= q(1)(y, y′).

Under Assumption 3.1, the only shift between source and target is in the label-conditioned edge
structure. While this assumption may seem restrictive, it isolates CSS from other types of shift and
allows for simplified analysis, though our theory can be extended to settings where both CSS and
label shift exist (see Appendix B). A convenient way to represent the structural mismatch between
source and target graphs is via the importance weight matrix W ⋆

iw ∈ R2×L×L, where the entries
of W ⋆

iw are defined as (W ⋆
iw)a,y,y′ := p(1)(a, y, y′)/p(0)(a, y, y′). Because the class prior p(y) is
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invariant, this ratio is equivalent to p(1)(a | y, y′)/p(0)(a | y, y′). In Section 4.3, we show how the
importance weight matrix can be used to correct structural mismatches between the source and target
graphs.

Notation Throughout, we use p(0) and p(1) to denote the source and target distributions. When a
distribution is invariant across domains, we omit the superscript and simply write p, e.g., under As-
sumption 3.1, p(0)(y) = p(1)(y) = p(y) and p(0)(x | y) = p(1)(x | y) = p(x | y). Whenever these
distributions involve both discrete and continuous variables, they are understood as densities with
respect to the product of counting measure µC and Lebesgue measure µL; for instance, p(1)(x, x′, a)
(two node features x, x′ and their connecting edge a) is a density with respect to µL ⊗ µL ⊗ µC .

4 PROPOSED METHOD

In this section, we introduce Pairwise-Likelihood maximization for graph Structure Alignment
(PLSA), a method to estimate the target connection probabilities under CSS. Before presenting our
method, we recall the definition of calibration. A predictor f : X → ∆L−1 := {z ∈ RL : z ≥
0,
∑

i zi = 1} is called canonically calibrated (Vaicenavicius et al., 2019) if

P(y = j | f(x)) = fj(x) for all x ∈ X and for all j ∈ Y. (1)

In words, the predicted probabilities match the true conditional probabilities given the prediction
score vector (Guo et al., 2017; Kumar et al., 2019). In our analysis, we assume access to a predic-
tor f that is (approximately) calibrated on the source domain—this assumption ensures that PLSA
correctly identifies the target connection probabilities under CSS.

4.1 DISTRIBUTION MATCHING FOR GRAPH STRUCTURE ESTIMATION

Let f : X → Z be a feature map and write the latent variable z = f(x). Let SL denote the set of
L × L symmetric matrices, and define W := {W ∈ SL : 0 ≤ W ≤ 1}. For any node pair u < v,
consider the family of distributions on (zu, zv, auv) ∈ Z × Z × {0, 1},

P =
{
pW (zu, zv, auv) =

L∑
yu,yv=1

p(zu, zv, yu, yv)
[
(1−auv)(1−Wyuyv

)+auvWyuyv

]
: W ∈ W

}
.

Under CSS, p(zu, zv, yu, yv) is invariant across source and target (since p(y) and p(x | y) are
invariant), and for each W ∈ W , (1 − auv)(1 − Wyuyv

) + auvWyuyv
is the pmf of Bernoulli for

auv with parameter Wyuyv
. Hence every pW ∈ P is a valid density on Z × Z × {0, 1}.

Now let W ⋆ ∈ SL denote the matrix of target connection probabilities, with entries W ⋆
yy′ :=

q(1)(y, y′). Clearly W ⋆ ∈ W , and because (zu, zv) ⊥ auv | (yu, yv) and p(zu, zv, yu, yv) is
shared across domains, the target distribution satisfies p(1)(zu, zv, auv) = pW⋆(zu, zv, auv). Thus,
W ⋆ is the solution to the following distribution matching equation

p(1)(zu, zv, auv) = pW (zu, zv, auv) for all (zu, zv, auv) ∈ Z × Z × {0, 1}. (2)

Although multiple W ∈ W may also satisfy this equation, the following proposition shows that
under mild conditions on p(y), q(1)(y, y′), and p(z | y), W ⋆ is the unique solution to (2).

Proposition 4.1 (Identifiability) Suppose Assumption 3.1 holds. Assume p(y) > 0 for all y ∈ Y
and 0 < q(1)(y, y′) < 1 for all y, y′ ∈ Y . Then any W ∈ W satisfying (2) equals W ⋆ if and only if
{p(z | y), y = 1, . . . , L} is linearly independent (as functions on Z).

The conditions in Proposition 4.1 ensure that every class should appear with positive probability,
and for each label pair, both edges and non-edges occur with positive probability. We assume these
conditions throughout the paper. Under this setting, the linear independence condition rules out the
possibility that any class-conditional distribution can be expressed as a nontrivial linear combination
of the others, which is precisely what guarantees identifiability. When f is chosen as a calibrated
predictor, Garg et al. (2020, Proposition 1) show that linear independence holds if E[zz⊤] is invert-
ible; we return to this point in Section 5 (c.f. Proposition 5.4). Under these assumptions, equation (2)
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suggests we can estimate W ⋆ by aligning pW (zu, zv, auv) to the target distribution p(1)(zu, zv, auv).
Following Garg et al. (2020) for label shift, we use a KL-divergence criterion and estimate W ⋆ by
minimizing the KL-divergence between p(1)(zu, zv, auv) and pW (zu, zv, auv), which leads to the
pairwise likelihood formulation (see Section 4.2).

4.1.1 EDGE-CONDITIONED DISTRIBUTION MATCHING

Here, we derive a conditional variant of the distribution matching (2) by conditioning on the presence
of an edge. Define the family

Pcon =
{
pW (zu, zv | auv = 1) =

L∑
yu,yv=1

p(0)(zu, zv, yu, yv | auv = 1) ·Wyuyv
: W ∈ Wcon

}
,

where the parameter space is Wcon = {W ∈ SL :
∑L

yu,yv=1 p
(0)(yu, yv | auv = 1) · Wyuyv

=

1,W ≥ 0}, so that pW (·, · | auv = 1) integrates to one (we use the notation p(0) since con-
ditioned on auv = 1, the pairs (zu, zv) and (yu, yv) are not invariant). Let W ⋆

con ∈ Wcon de-
note the edge-conditioned importance weight matrix, with (yu, yv) entry defined as p(1)(yu, yv |
auv = 1)/p(0)(yu, yv | auv = 1). Since zu | yu is invariant across domains, we can check that
pW⋆

con
(zu, zv | auv = 1) = p(1)(zu, zv | auv = 1). Therefore, in order to estimate W ⋆

con, we can find
W ∈ Wcon that satisfies the edge-conditioned matching equation

p(1)(zu, zv | auv = 1) = pW (zu, zv | auv = 1) for all (zu, zv) ∈ Z × Z. (3)

Now let h : X → Y be a black-box classifier and set z = h(x) ∈ Y (so Z = Y). Define
Σ ∈ RL2×L2

and ν ∈ RL2

by Σ(ŷ,ŷ′),(y,y′) = p(0)(h(xu) = ŷ, h(xv) = ŷ′, yu = y, yv = y′ |
auv = 1) and ν(ŷ,ŷ′) = p(1)(h(xu) = ŷ, h(xv) = ŷ′ | auv = 1). Then the equation (3) becomes the
linear system Σ · vec(W ) = ν subject to W ∈ W, where vec(W ) is the vectorization of W . This
is precisely the formulation of Pair-Align introduced in Liu et al. (2024c). Furthermore, Liu et al.
(2024c) observe that Structural Re-weighting (StruRW) (Liu et al., 2023) is a special case of Pair-
Align under the additional assumptions of no label shift and perfect prediction on the target graph.
Hence both StruRW and Pair-Align can be viewed as edge-conditioned distribution matching in the
latent space with black-box classifier h.

Finally, comparing the two formulations (2) and (3), we make the following observations: (i) un-
like (2), the edge-conditioned version (3) uses only connected node pairs while discarding uncon-
nected pairs. This can substantially reduce effective sample size and increase variance, particularly
when graph is sparse. (ii) the unconditioned equation (2) with W = W ⋆ holds under CSS (both
p(y) and p(x | y) invariant), whereas equation (3) with W = W ⋆

con requires only the invariance of
p(x | y) and thus it is still valid under label shift; however, an alternative parameterization of P also
allows for extending the unconditioned matching equation to incorporate label shift; see Appendix B
for details.

4.2 PAIRWISE LIKELIHOOD MAXIMIZATION FOR GRAPH STRUCTURE ALIGNMENT

We begin with the population formulation of PLSA. By Proposition 4.1, the target connec-
tion probabilities W ⋆ minimize the KL-divergence DKL

(
p(1)(zu, zv, auv) ∥ pW (zu, zv, auv)

)
=

E[log(p(1)(z(1)u , z
(1)
v , a

(1)
uv )/pW (z

(1)
u , z

(1)
v , a

(1)
uv ))]. Since p(zu, zv, yu, yv) = p(yu | zu) p(yv |

zv) p(zu) p(zv), substituting this into pW and ignoring terms that do not depend on W yields the
equivalent maximization problem

W ⋆ = argmax
W∈W

E
[
log

L∑
y,y′=1

p(y | z(1)u )p(y′ | z(1)v )[(1− a(1)uv )(1−Wyy′) + a(1)uvWyy′ ]
]
. (4)

In practice, p(y | z) is unknown, so we approximate it with a probabilistic predictor f : X → ∆L−1

trained on the labeled source data. If f is (canonically) calibrated on the source (equation (1)) (so
Z = ∆L−1), then p(y | z) = p(y | f(x)) = fy(x). Plugging this into (4) gives

Wf := argmax
W∈W

E
[
log

L∑
y,y′=1

fy(x
(1)
u )fy′(x(1)

v )[(1− a(1)uv )(1−Wyy′) + a(1)uvWyy′ ]
]
. (5)
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The objective in (5) is well defined for any predictor f . When f is calibrated, it coincides with
(4). Hence, if W ⋆ is the unique solution to (4), we must have Wf = W ⋆. This is formalized in the
following proposition.

Proposition 4.2 Suppose f : X → ∆L−1 is canonically calibrated on the source distribution. If
{p(z | y), y = 1, . . . , L} is linearly independent, then W ⋆ = Wf.

Having introduced the population formulation, we now define the finite-sample PLSA estimator
based on the unlabeled target data {(x(1)

u )n
(1)

u=1, (a
(1)
uv )1≤u<v≤n(1)}:

Ŵf := argmax
W∈W

1(
n(1)

2

) ∑
u<v

log
( L∑
y,y′=1

fy(x
(1)
u )fy′(x(1)

v )[(1− a(1)uv )(1−Wyy′) + a(1)uvWyy′ ]
)
. (6)

The feasible set W is convex, and the objective in (6) is concave in W , so equation 6 is a convex
program, which can be solved using any convex optimization algorithms. We use the projected
gradient descent method in our numerical experiments. Note that the source data is not directly used
in formulating the objective (6) while it is only used to pre-train the calibrated predictor f .

Our proposed PLSA with source-calibrated predictor is inspired by Garg et al. (2020) where they
develop maximum likelihood estimation procedure with calibrated predictor f for label shift esti-
mation (MLLS). In contrast, Pair-Align adopts a moment-matching approach based on the (edge-
conditioned) confusion matrix that is analogous to BBSE (Lipton et al., 2018). As noted by Garg
et al. (2020), MLLS typically outperforms BBSE due to the information loss by coarse calibration
in BBSE. Hence, we can expect a similar advantage for PLSA over Pair-Align in the GDA setting.

4.3 REWEIGHTING THE SOURCE GRAPH

We describe a simple sampling-based procedure to adjust the source graph so that under CSS,
its edge distribution matches the target graph. The idea is to reweight source edges using impor-
tance ratios between target and source connection probabilities. For labels y, y′ ∈ [L], let ryy′ :=

(W ⋆
iw)1,y,y′ = q(1)(y, y′)/q(0)(y, y′). Here q(1) is estimated by PLSA, and q(0) can be estimated by

the empirical edge ratio in the labeled source graph, q̂(0)(y, y′) :=
∑

u<v 1{y(0)
u =y, y(0)

v =y′,a(0)
uv=1}∑

u<v 1{y(0)
u =y, y

(0)
v =y′}

.

Thus ryy′ is observable from labeled source and unlabeled target graph.

Fix a pair u < v with (yu, yv) = (y, y′) and write a = a
(0)
uv ∼ Ber(q(0)(y, y′)). (i) Case ryy′ < 1:

draw z ∼ Ber(ryy′) independently and set ã = a·z. Then P(ã = 1 | y, y′) = P(a = 1 | y, y′)P(z =

1) = q(0)(y, y′) ryy′ = q(1)(y, y′). (ii) Case ryy′ > 1: draw z ∼ Ber(αyy′) with

αyy′ :=
q(1)(y, y′)− q(0)(y, y′)

1− q(0)(y, y′)
∈ [0, 1],

independently and set ã = max{a, z}. Then P(ã = 1 | y, y′) = q(0)(y, y′)+(1−q(0)(y, y′))αyy′ =

q(1)(y, y′). (iii) Case ryy′ = 1: set ã = a. By construction, for every (y, y′), we have ã
(0)
uv | (yu =

y, yv = y′) ∼ Ber(q(1)(y, y′)). Under CSS, since p(y) and p(x | y) are invariant, replacing
a
(0)
uv by ã

(0)
uv ensures that the joint distribution of (x

(0)
u , x

(0)
v , ã

(0)
uv , y

(0)
u , y

(0)
v ) matches that of the

target. Consequently, any GNN trained on the adjusted source graph data is aligned with the target
distribution and generalizes to the target data.

5 THEORETICAL RESULTS

We now develop theoretical error bounds for the PLSA estimator when the data are generated from
CSBM. Our analysis proceeds by identifying two sources of errors in estimating W ⋆: (i) the finite-
sample error (i.e., the gap between optimizing the population objective (5) and the empirical objec-
tive (6)), and (ii) the error due to miscalibration of the predictor f (i.e., the objectives (4) and (5) are
different when f is not perfectly calibrated).

To facilitate our analysis, we impose the following assumption on the pairwise likelihood objective.
For a given predictor f , define Sf(W ;x, x′, a) := f(x)⊤((1− a)(1−W ) + aW )f(x′).
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Assumption 5.1 There exists a constant τmin > 0 such that for all (x, x′, a) ∈ X × X × {0, 1} in
the support of p(1)(xu, xv, auv), we have Sf(Wf;x, x

′, a) ≥ τmin, and Sf(W
⋆;x, x′, a) ≥ τmin.

Assumption 5.1 is analogous to Condition 1 in Garg et al. (2020) for label shift: if f is perfectly
calibrated, we have W ⋆ = Wf. In this case, whenever the objective E[logSf(Wf;x

(1)
u , x

(1)
v , a

(1)
uv )]

is finite, Sf(Wf;x, x
′, a) (and hence Sf(W

⋆;x, x′, a)) must be bounded away from zero with high
probability, since it is always upper bounded. When f is miscalibrated but sufficiently close to a
calibrated predictor, Assumption 5.1 is still reasonable to make because in practice post-hoc recali-
bration on the source data is performed to improve the calibration of f .

We now state our main theoretical results. For a symmetric W ∈ SL, let vech(W ) ∈ RL(L+1)/2

denote the half-vectorization (Magnus & Neudecker, 2019, Chapter 3.8), obtained by stacking the
upper-triangular entries of W . Define ℓf(W ) := E[logSf(W ;x

(1)
u , x

(1)
v , a

(1)
uv )] and let λmin,f > 0

denote the minimum eigenvalue of −∇2ℓf(Wf) where the Hessian is taken with respect to vech(W ).

Theorem 5.2 Suppose the target data is generated according to CSBM and the predictor f satis-
fies Assumption 5.1. Then there exist universal constants c, c′ > 0 such that for δ ∈ (0, 1/2), if
n(1) ≥ max

{
cτ−4

min(λmin,f)
−2 log(8L2/δ), (log(3L2))2 log(8/δ)

}
, with probability at least 1− 2δ,∥∥∥vech(Ŵf)− vech(Wf)

∥∥∥
2
≤ c′τ−3

min(λmin,f)
−1

√
log(8L2/δ)

n(1)
.

Theorem 5.2 shows that when the parameters τmin, λmin,f > 0 are constants, the unlabeled target
sample size of n(1) ≳ O (logL) suffice to guarantee small finite-sample error. In proving Theo-
rem 5.2, the main technical challenge is that the empirical objective in (6) does not fit the classical
U-statistics framework, because the pairwise node features (xu, xv) and the edge auv are depen-
dent through the node labels. Consequently, standard concentration tools for U-statistics based on
independent random variables do not directly apply. To deal with this, we exploit the conditional in-
dependence structure of (xu, xv) and auv given labels under CSBM, together with the matrix-valued
concentration bounds for U-statistics (Minsker & Wei, 2019), to obtain the needed bounds.

Next, given f , define the new predictor f⋆(x) = p(y | f(x)). By construction, f⋆ is canonically cal-
ibrated and can be viewed as the closest calibrated version of f (Vaicenavicius et al., 2019, Equation
(4)). Our next theorem controls the error due to the miscalibration of f on the source.

Theorem 5.3 Suppose the source and target data are generated according to CSBM, and addition-
ally Assumptions 3.1, 5.1 hold. Then there exists a universal constant c > 0 such that

∥vech(Wf)− vech(W ⋆)∥2 ≤ cτ−4
min(λmin,f)

−1 · MC(f),
where MC(f) := Ex∼p(0)(x) [∥f(x)− f⋆(x)∥1] is the miscalibration of f in terms of ℓ1 norm.

For binary classification problems (L = 2), MC(f) is also known as expected calibration error
(ECE) (Guo et al., 2017). For multiclass problems (L > 2), MC(f) has been used as a miscalibra-
tion metric in the literature (e.g. Vaicenavicius et al. (2019); Popordanoska et al. (2022)).

In both Theorem 5.2 and Theorem 5.3, the error bounds crucially depend on λmin,f. The next theorem
provides a sufficient condition to ensure λmin,f is strictly positive.

Proposition 5.4 Suppose that there exists λmin > 0 such that E[f(x(1)
u )f(x

(1)
u )⊤] ⪰ λminIL. Then

λmin,f is lower bounded by λ
2

min, i.e., λmin,f ≥ λ
2

min.

Under CSS, if the condition E[f(x(1)
u )f(x

(1)
u )⊤] ⪰ λminIL is satisfied, E[f(x(0)

u )f(x
(0)
u )⊤] is also

invertible. According to Garg et al. (2020, Proposition 1), if f is perfectly calibrated, this condition
implies that {p(f(x) | y), y = 1, . . . , L} is linearly independent, and therefore W ⋆ is the unique
maximizer of ℓf(W ) due to Proposition 4.1. Theorem 5.3 and Proposition 5.4 show that when f is
miscalibrated, the same condition further guarantees that the population-based estimator Wf is close
to W ⋆ where the difference depends on the miscalibration error.

Combining together Theorem 5.2, Theorem 5.3, and Proposition 5.4, it follows that the estimation
error of the finite-sample PLSA estimator is bounded as (assuming τmin and L are constants)

λ
−2

min ·
(
O
(
1/
√
n(1)

)
+ MC(f)

)
.
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Figure 1: Estimation error of the importance weights as the target connection probability varies
under CSBM with binary classes and a uniform class prior. The results are averaged over 10 trials.

If f assigns nonvanishing probability mass to each class, λmin is bounded away from zero and does
not significantly degrade the rate of estimation error.

6 NUMERICAL EXPERIMENTS

In this section, we evaluate the empirical performance of our method on both simulated data from
CSBM and the Airport dataset. In all experiments, we solve the convex program (6) via projected
gradient descent and apply post-hoc recalibration on a held-out source calibration dataset using
Bias-Corrected Temperature Scaling (BCTS) (Alexandari et al., 2020).

CSBM experiments We first study the behavior of our method on simulated data. Both source
(training and calibration) and target data are generated from CSBM with 5000 nodes each. The
node labels are sampled uniformly, and for each node, we generate 20-dimensional Gaussian fea-
tures from N (µy, σ

2I), where σ = 1 and for each label y ∈ Y , µy is drawn from N (0, I/20).
In the first setting, we consider binary classes (L = 2) and vary the target connection prob-
abilities so that CSS is present between source and target graphs. Specifically, for the source
graph, we fix q(0)(1, 1) = q(0)(2, 2) = 0.02 and q(0)(1, 2) = q(0)(2, 1) = 0.005, while for the
target graph, we vary q(1)(1, 1) ∈ {0.01, 0.015, . . . , 0.03}, q(1)(1, 2) ∈ {0.0025, 0.0075}, and
q(1)(2, 2) ∈ {0.01, 0.015}.

In the second setting, we vary the number of nodes in both the source and target graphs with
n(0), n(1) ∈ {1000, 1250, . . . , 10000}. We consider both binary and three-class (L = 3) cases where
we fix the source connection probabilities as q(0)(y, y′) = 0.02 for y = y′ and q(0)(y, y′) = 0.005
for y ̸= y′, while the target connection probabilities are set differently so that the source and target
graphs are different. Additional details are given in Appendix C.

The results for these two settings are shown in Figure 1 and Figure 2, respectively. In Figure 1, PLSA
consistently outperforms Pair-Align in estimating the importance weights ((W ⋆

iw)1,y,y′)Ly,y′=1, mea-
sured by the relative ℓ2 norm error on the half-vectorized weights. The performance gap is especially
pronounced when q(1)(1, 1) is small. Since Pair-Align only uses connected edges to estimate the
importance weights, its accuracy significantly degrades when the graph becomes sparser; whereas
PLSA exhibits stable performance due to its use of all pairwise nodes. Overall the performance
of both methods also improve when cross-class connection probabilities are small (compare panels
(a),(b) vs. (c),(d)) and when within-class connection probabilities increase (compare panels (a),(c)
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Figure 2: Estimation error of the importance weights as the number of source and target graph nodes
varies under CSBM with binary or three classes and a uniform class prior. The results are averaged
over 10 trials.

vs. (b),(d)). In Figure 2, we observe that as the number of nodes increases, the error of PLSA
decreases rapidly, while Pair-Align shows limited improvement. This indicates that for Pair-Align,
the connection probabilities (i.e., edge density) are more critical than the graph size, whereas PLSA
benefits from larger number of nodes as predicted by our theory. Additional results are also provided
in Appendix D.

Airport experiments To illustrate the application of our method, we consider the Airport
dataset (Zhu et al., 2021b). This dataset contains three domains, Brazil (B), Europe (E), and the
USA (U), where nodes represent airports and edges denote flight connections. Labels correspond to
airport activity levels, measured by flight counts and passenger numbers. Since the original dataset
does not contain node features, we synthetically generate 32-dimensional features from a Gaussian
distribution N (µy1, σ

2I), where µy ∈ {−0.5, 0, 0.5, 1} and σ = 1. As noted by Liu et al. (2024b),
the Airport dataset is dominated by structural shift, which makes it well-suited for studying CSS.

The dataset contains 131 nodes for Brazil, 399 nodes for Europe, and 1190 nodes for the USA.
Since a sufficiently large source data is needed to train a calibrated predictor, we use the USA as the
source domain and Brazil and Europe as the target domains. We split the source nodes into 80% for
training and 20% for post-hoc recalibration. After we estimate the importance weights, we apply
the edge reweighting scheme in Section 4.3 to adjust the source graph and then train GNNs on the
adjusted source graph data for target label prediction. The results are shown in Table 1, where ERM
denotes a GNN trained on the source data and applied to the target without reweighting. We find
that GNNs trained with PLSA-based graph reweighting achieve the best target performance on both
target domains, demonstrating that with sufficient source data and calibrated predictors, PLSA is an
effective approach for correcting CSS.

Method U → B U → E

ERM 53.36 ± 6.45 45.06 ± 6.80
Pair-Align 48.86 ± 4.85 45.16 ± 6.66
PLSA 60.92 ± 4.29 50.20 ± 3.54

Table 1: Target accuracy for Airport where the results are averaged over 10 trials.

7 DISCUSSION

In this paper, we present a unified framework for addressing CSS by formulating CSS estimation
as distribution matching over node-pair features and edges in the latent space. This framework pro-
vides a principled way to view existing methods for CSS as special cases, while also motivating our
new method, PLSA, which benefits from calibrated source predictors for more accurate estimation.
Our theoretical and empirical results demonstrate that PLSA accurately estimates CSS and enables
source graph reweighting, allowing downstream GNNs to achieve strong target prediction perfor-
mance. An interesting future direction is to extend PLSA beyond CSBM to richer random graph
models, such as graphon models, where heterogeneity and sparsity better reflect real networks.
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ing on graphs: A model and comprehensive taxonomy. Journal of Machine Learning Research,
23(89):1–64, 2022.
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A ERROR BOUNDS FOR ESTIMATING IMPORTANCE WEIGHTS

For GNNs to perform well on the target domain for downstream tasks, we need to reweight the
source graph using the importance weights

ryy′ = (W ⋆
iw)1,y,y′ =

q(1)(y, y′)

q(0)(y, y′)
,

as described in Section 4.3. In this section, we briefly explain how to obtain theoretical error bounds
for estimating these importance weights.

The PLSA estimator provides estimates of the target connection probabilities, W ⋆
yy′ = q(1)(y, y′)

for y, y′ ∈ Y . Consider the estimator

r̂yy′ :=
q̂(1)(y, y′)

q̂(0)(y, y′)
,

where q̂(1)(y, y′) = (Ŵf)yy′ is the (y, y′) entry of the PLSA estimator, and q̂(0)(y, y′) is the empir-
ical edge ratio in the source graph, as defined in Section 4.3, i.e.,

q̂(0)(y, y′) =

∑
u<v 1{y

(0)
u = y, y

(0)
v = y′, a

(0)
uv = 1}∑

u<v 1{y
(0)
u = y, y

(0)
v = y′}

.

Since we already have error bouds for q̂(1)(y, y′) from Section 5, we only need to control the er-
ror between q̂(0)(y, y′) and q(0)(y, y′). Both the numerator and denominator of q̂(0)(y, y′) are U-
statistics, so concentration bounds (see Lemma E.1 in Appendix E) imply that q̂(0)(y, y′) converges
to q(0)(y, y′) at the parametric rate 1/

√
n(0).
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Combining with the theoretical results in Theorem 5.2 and Theorem 5.3, we can obtain the following
(asymptotic) error bound for the estimated importance weights:

Op

(
1√
n(1)

+
1√
n(0)

)
+ MC(f).

Since the result follows in a straightforward manner, we omit the detailed proof.

B DISTRIBUTION MATCHING IN THE PRESENCE OF BOTH CSS AND LABEL
SHIFT

Consider the case where both CSS and label shift are present across domains, i.e., q(0)(y, y′) ̸=
q(1)(y, y′) and p(0)(y) ̸= p(1)(y) while p(0)(x | y) = p(1)(x | y) = p(x | y). In this setting, because
of label shift, W ⋆ no longer solves the matching equation (2), so the PLSA estimator based on that
equation is not consistent for W ⋆. One way to fix this is to reweight class priors in the considered
family of distributions. Specifically, let (w⋆

iw)y := p(1)(y)/p(0)(y) denote the importance weights
for the class priors, and define the modified family of distributions

p̃W (zu, zv, auv) =

L∑
yu,yv=1

p(0)(zu, zv, yu, yv)(w
⋆
iw)y(w

⋆
iw)y′

[
(1− auv)(1−Wyuyv )+auvWyuyv

]
,

for W ∈ W . Under CSBM, we can verify

p(0)(zu, zv, yu, yv)(w
⋆
iw)y(w

⋆
iw)y′ = p(zu | yu)p(zv | yv)p(0)(yu)p(0)(yv)(w⋆

iw)y(w
⋆
iw)y′

= p(zu | yu)p(zv | yv)p(1)(yu)p(1)(yv)
= p(1)(zu, zv, yu, yv),

so W ⋆ now becomes a solution to the equation p̃W (zu, zv, auv) = p(1)(zu, zv, auv). In the finite-
sample setting, the importance weights w⋆

iw can be estimated via BBSE or MLLS and plugged in to
approximate this family.

Alternatively, we may also parameterize the family of distributions directly through the importance
weights over (auv, yu, yv). Define

Wiw :=
{
(W0,W1) ∈ SL × SL :

∑
auv∈{0,1}

L∑
yu,yv=1

p(0)(auv, yu, yv)·

[
(1− auv)(W0)yuyv + auv(W1)yuyv

]
= 1,W0,W1 ≥ 0

}
,

and consider the family parameterized by W ∈ Wiw,

piw
W (zu, zv, auv) =

L∑
yu,yv=1

p(0)(zu, zv, auv, yu, yv)
[
(1− auv)(W0)yuyv + auv(W1)yuyv

]
.

For the true importance weights W ⋆
iw, write W ⋆

iw = (W ⋆
iw,0,W

⋆
iw,1) with

(W ⋆
iw,0)yuyv

= p(1)(auv = 0, yu, yv)/p
(0)(auv = 0, yu, yv),

(W ⋆
iw,1)yuyv

= p(1)(auv = 1, yu, yv)/p
(0)(auv = 1, yu, yv).

Then it is straightforward to check that W ⋆
iw ∈ Wiw, and under CSBM, we have

piw
W⋆

iw
(zu, zv, auv)

=

L∑
yu,yv=1

p(zu, zv | yu, yv)p(0)(auv, yu, yv)
[
(1− auv)(W

⋆
iw,0)yuyv + auv(W

⋆
iw,1)yuyv

]
=

L∑
yu,yv=1

p(zu, zv | yu, yv)p(1)(auv, yu, yv) = p(1)(zu, zv, auv).

13
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Therefore, this matching equation provides a direct way to estimate the importance weights when
both CSS and label shift occur simultaneously. In principle, one can develop the estimation proce-
dure based on minimizing KL-divergence analogous to PLSA (i.e., minimizing DKL

(
p(1) ∥ piw

W

)
).

Theoretical properties in finite-samples can also be analyzed with proofs similar to those used for
the finite-sample PLSA estimator in Section 5, albeit with more involved notation. In this paper, we
instead focus on the formulation (6), which estimates the target connection probabilities W ⋆ under
CSS (Assumption 3.1); this allows for simplifying the presentation while conveying the core idea of
graph structure shift estimation in GDA.

C EXPERIMENTAL DETAILS

C.1 DATASETS

CSBM We gives details of the simulated data generated from CSBM described in Section 6. In
both settings, we generate two independent source data from CSBM where one is used for training
the source predictor and the other is used for calibrating the predictor via BCTS. We additionally
generate target data from CSBM. The node attributes are 20-dimensional Gaussian features gener-
ated from N (µy, σ

2I), where for each class y, µy ∼ N (0, I/20) and σ = 1.

In the first setting, we generate 5000 nodes for each of the source training, source calibration, and
target data under the binary class case with a uniform class prior. Let Q(0) = (q(0)(y, y′))y,y′∈[L] ∈
RL×L and Q(1) = (q(1)(y, y′))y,y′∈[L] ∈ RL×L denote the source and target connection probability
matrices. For the source, we fix

Q(0) =

(
0.02 0.005
0.005 0.02

)
.

In order to introduce CSS, we vary the entries of the target connection matrix

Q(1) =

(
p1 q
q p2

)
,

where q ∈ {0.0025, 0.0075}, p2 ∈ {0.01, 0.015}, and p1 ∈ {0.01, 0.015, 0.02, 0.025, 0.03}. The
results are shown in Figure 1.

In the second setting, we consider both binary and three-class cases with uniform class priors. For
the binary case, we fix

Q(0) =

(
0.02 0.005
0.005 0.02

)
, Q(1) =

(
0.03 0.0075
0.0075 0.01

)
.

For the three-class case, we set

Q(0) =

(
0.02 0.005 0.005
0.005 0.02 0.005
0.005 0.005 0.02

)
, Q(1) =

(
0.03 0.005 0.0025
0.005 0.015 0.001
0.0025 0.001 0.01

)
.

We then vary the number of nodes in both the source and target graphs simultaneously with
n(0), n(1) ∈ {1000, 1250, . . . , 10000}, and present the results in Figure 2.

Airport The Airport dataset1 is a real-world graph dataset consisting of three domains: Brazil, Eu-
rope, and the USA. In each domain, nodes represent airports and edges represent flight connections.
Labels categorize airports into four classes according to their activity level, typically measured by
the number of flights or passenger throughput. Since the dataset does not contain node features, we
generate 32-dimensional features for each node from a Gaussian distribution N (µy1, σ

2I), where
µ1 = −0.5, µ2 = 0, µ3 = 0.5, µ4 = 1, and σ = 1. Here 1 denotes the all-ones vector, so each mean
µy corresponds to a constant vector.

The dataset statistics of the Aiport dataset are as follows:

• Brazil: 131 nodes, 2,148 edges
1https://github.com/GentleZhu/EGI/tree/main/data
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• Europe: 399 nodes, 11,990 edges

• USA: 1,190 nodes, 27,198 edges

We refer the reader to Zhu et al. (2021b); Liu et al. (2024b) for further details on the Airport dataset.

C.2 TRAINING DETAILS AND NETWORK ARCHITECTURES

Both PLSA and Pair-Align need a source predictor (or classifier) for their implementation. In all
experiments, we use a two-layer MLP with ReLU activations and 32 hidden units. The model is
trained on the source data (without the source graph) for 60 epochs using the Adam optimizer with
a learning rate of 10−3. The batch size is set to 256 for CSBM and 64 for Airport. After training,
we apply BCTS calibration on a held-out calibration set to improve the calibration of predictor.

In the Airport experiment, once the importance weights are estimated, we reweight the source graph
following the method in Section 4.3 and train GNNs on the adjusted graph to obtain models for
target label prediction. For the GNN architecture, we use a two-layer Graph Convolutional Network
(GCN) followed by a linear classifier, with 32 hidden units. The GNN is trained for 300 epochs
using the Adam optimizer with a learning rate of 5× 10−3.

D ADDITIONAL EXPERIMENTAL RESULTS

This section gives additional results for CSBM by varying the target connection probabilities under
imbalanced class priors. The setting is identical to the first experiment of CSBM in Section 6,
except that the class prior distribution is changed from uniform to imbalanced, with p(0)(y = 1) =
p(1)(y = 1) = 0.2 and p(0)(y = 2) = p(1)(y = 2) = 0.8. Figure 3 shows the results. The overall
trend of the estimation error is similar to that in Figure 1, that is, PLSA consistently outperforms
Pair-Align, and the latter performs poorly especially when the within-class connection probability
is small (i.e., when the graph is sparse). In contrast, PLSA maintains strong performance across
different within-class probabilities.

Compared to Figure 1, a notable difference is that under imbalanced class priors, the performance
generally degrades with higher standard deviations. In particular, in panels (a) and (b), the one stan-
dard deviation error bands of PLSA and Pair-Align overlap in most regions. These findings suggest
that balanced class priors yield more stable and reliable performance compared to imbalanced ones.

E CONCENTRATION INEQUALITIES FOR U-STATISTICS UNDER CSBM

We present matrix concentration inequalities for bounded U-statistics under CSBM data generating
process. Throughout we work on a probability space that supports an infinite sequence of labels
(yu)u∈N, features (xu)u∈N, and an infinite upper-triangular array of edges (auv)u<v with the CSBM
structure

yu
i.i.d.∼ p(y),

xu | yu = y ∼ p(x | y), xu ⊥⊥ {xv, yv, avw}v ̸=u,w

∣∣ yu,
auv | (yu = y, yv = y′) ∼ Ber

(
q(y, y′)

)
, auv ⊥⊥ {au′v′ : (u′, v′) ̸= (u, v)}

∣∣ (yu, yv),
with avu = auv and auu = 0. Existence of such probability space follows from Kolmogorov’s
extension theorem.

Given this setup, for each n ∈ N, the data we observe is the subset with first n nodes,

{(xu, yu)1≤u≤n, (auv)1≤u<v≤n},

which follows the distribution specified by the CSBM with n nodes.

Let P denote the joint distribution of (xu, xv, auv) under CSBM, and let Pn be the empirical
measure based on all node pairs (xu, xv, auv)1≤u<v≤n. For a matrix-valued measurable function
H : X ×X ×{0, 1} → Sd (where Sd := {B ∈ Rd×d : B⊤ = B} is the set of symmetric matrices),
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Figure 3: Estimation error of the importance weights as the target connection probability varies
under CSBM with binary classes and an imbalanced class prior (p(0)(y = 1) = p(1)(y = 1) = 0.2,
p(0)(y = 2) = p(1)(y = 2) = 0.8). The results are averaged over 10 trials.

define

P (H) :=

∫
H(x, x′, a) dP (x, x′, a), and

Pn(H) :=

∫
H(x, x′, a) dPn(x, x

′, a) =
1(
n
2

) ∑
1≤u<v≤n

H(xu, xv, auv).

The following lemma controls the deviation of Pn(H) from P (H) when H is P -a.e. bounded.

Lemma E.1 Let H : X × X × {0, 1} → Sd be symmetric in its first two arguments and P -a.e.
bounded, i.e., H(x, x′, a) = H(x′, x, a) and ∥H(x, x′, a)∥ ≤ M for P -a.e. (x, x′, a). Then for
δ ∈ (0, 1), if n ≥ max{log(3d), log(8/δ)}, with probability at least 1− δ,∥∥Pn(H)− P (H)

∥∥ ≤ cM

(√
log(8d/δ)

n
+

log(3d) log(8/δ)

n

)
,

where c > 0 is a universal constant.

The proof of Lemma E.1 is given in Appendix H.1. The standard U-statistics setting takes xu, xv

i.i.d., whereas Pn(H) couples (xu, xv) with auv , so existing matrix-valued concentration bounds,
e.g., Minsker & Wei (2019), do not directly apply. We therefore use Hoeffding’s decomposition and
decouple the dependence between (xu, xv) and auv by conditioning on the labels.

A useful specialization of the lemma is when H has the block form

H(x, x′, a) =

[
0 G(x, x′, a)⊤

G(x, x′, a) 0

]
∈ R(d+1)×(d+1),

for some vector-valued measurable G : X×X×{0, 1} → Rd that is symmetric and P -a.e. bounded,
i.e., G(x, x′, a) = G(x′, x, a) and ∥G(x, x′, a)∥2 ≤ M for P -a.e. (x, x′, a). In this case ∥H∥ =
∥G∥2, and applying Lemma E.1 to H gives the following corollary (with d+ 1 in place of d).

Corollary E.1 Under the conditions stated above on G, for δ ∈ (0, 1), if n ≥ max{log(3(d +
1)), log(8/δ)}, then with probability at least 1− δ,∥∥Pn(G)− P (G)

∥∥
2
≤ cM

(√
log(8(d+ 1)/δ)

n
+

log(3(d+ 1)) log(8/δ)

n

)
,
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Notation Definition
[n] {1, . . . , n} for n ∈ N
∥x∥1 ℓ1 norm of vector x
∥x∥2 ℓ2 norm of vector x
∥x∥∞ ℓ∞ norm of vector x
Sd set of real d× d symmetric matrices

λmin(A) minimum eigenvalue of symmetric matrix A
λmax(A) maximum eigenvalue of symmetric matrix A
∥A∥ spectral norm/operator norm (=maximum singular value of A)

diag(A) diagonal entries of matrix A
tr(A) trace of matrix A

vec(A) vectorization of matrix A
vech(A) half-vectorization of symmetric matrix A
A ⪰ B the matrix A−B is positive semidefinite
A ⪯ B the matrix B −A is positive semidefinite
A⊗B kronecker product between matrix A and B

c, c′, c′′, . . .
or c1, c2, . . .

universal constants (whose definitions may

change from one result to another)

Table 2: Notation used throughout the proofs.

where c > 0 is a universal constant.

The proof of Corollary E.1 is immediate from Lemma E.1 and is therefore omitted.

F PROOF OF THEOREMS

F.1 GRADIENTS AND HESSIANS OF THE PAIRWISE LOG-LIKELIHOOD

Before proving the main theorems, we provide a brief derivation of the gradient and Hessian of the
pairwise log-likelihood. Recall

Sf(W ;x, x′, a) := f(x)⊤((1− a)(1−W ) + aW )f(x′),

so that

Wf = argmax
W∈W

E
[
logSf(W ;x(1)

u , x(1)
v , a(1)uv )

]
=: ℓf(W ),

Ŵf = argmax
W∈W

1(
n(1)

2

) ∑
u<v

logSf(W ;x(1)
u , x(1)

v , a(1)uv ) =: ℓ̂f(W ).

For any W ∈ SL, let vec(W ) ∈ RL2

denote its vectorization that stacks columns of W . Writing

Zuv := vec
(
f(x(1)

u )f(x(1)
v )⊤

)
,

the gradient and the Hessian of ℓf(W ) are calculated as

∇vec(W )ℓf(W ) = E

[
(2a

(1)
uv − 1)Zuv

Sf(W ;x
(1)
u , x

(1)
v , a

(1)
uv )

]
,

∇2
vec(W )ℓf(W ) = −E

[
ZuvZ

⊤
uv

S2
f (W ;x

(1)
u , x

(1)
v , a

(1)
uv )

]
,

where we use (2a− 1)2 = 1 for a ∈ {0, 1}. Similarly, for the empirical loss,

∇vec(W )ℓ̂f(W ) =
1(

n(1)

2

) ∑
u<v

(2a
(1)
uv − 1)Zuv

Sf(W ;x
(1)
u , x

(1)
v , a

(1)
uv )

,

∇2
vec(W )ℓ̂f(W ) = − 1(

n(1)

2

) ∑
u<v

ZuvZ
⊤
uv

S2
f (W ;x

(1)
u , x

(1)
v , a

(1)
uv )

.
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Since W is symmetric, it is more natural to parameterize it with the half-vectorization opera-
tor (Magnus & Neudecker, 2019, Chapter 3.8). Let vech(W ) ∈ RL(L+1)/2 denote the vector
by stacking the upper-triangular entries of W . Let DL ∈ RL2×L(L+1)/2 be the duplication ma-
trix (Magnus & Neudecker, 2019, Equation (22)) so that

vec(W ) = DLvech(W ), and vech(W ) = D†
Lvec(W ), (7)

where D†
L = (D⊤

LDL)
−1D⊤

L is the Moore-Penrose inverse of DL. Using the relation (7) and the
chain rule, the derivatives with respect to vech(W ) become

∇vech(W )ℓf(W ) = D⊤
L∇vec(W )ℓf(W ), ∇2

vech(W )ℓf(W ) = D⊤
L∇2

vec(W )ℓf(W )DL,

and

∇vech(W )ℓ̂f(W ) = D⊤
L∇vec(W )ℓ̂f(W ), ∇2

vech(W )ℓ̂f(W ) = D⊤
L∇2

vec(W )ℓ̂f(W )DL.

Combining with the expressions above for the derivatives with respect to vec(W ), we obtain closed
form expressions for the gradient and Hessian with respect to vech(W ).

F.2 PROOF OF THEOREM 5.2

Our proof outline closely follows Garg et al. (2020, Lemma 3), where the main difference is from
the concentration inequalities we apply. Classical tools such as Hoeffding’s inequality or results
from standard random matrix theory assume i.i.d. samples and thus do not directly apply to our
setting. Instead we use the concentration bounds specific to CSBM that follow from Lemma E.1
and Corollary E.1.

For notational convenience, write wf = vech(Wf) and ŵf = vech(Ŵf). We also abuse notation and
write

ℓ(wf) := ℓf(Wf), ℓ(ŵf) := ℓf(Ŵf), and

ℓ̂(wf) := ℓ̂f(Wf), ℓ̂(ŵf) := ℓ̂f(Ŵf),

where we suppress the explicit dependence of ℓ and ℓ̂ on f .

Since ŵf maximizes ℓ̂ over W , a Taylor expansion gives, for some t ∈ (0, 1),

0 ≤ ℓ̂(ŵf)− ℓ̂(wf)

= ⟨∇ℓ̂(wf), ŵf − wf⟩+
1

2
(ŵf − wf)

⊤∇2ℓ̂((1− t)ŵf + twf)(ŵf − wf). (8)

Observe that for any W ∈ W , we have

Sf(W ;x(1)
u , x(1)

v , a(1)uv ) = f(x(1)
u )⊤((1− a(1)uv )(1−W ) + a(1)uvW )f(x(1)

v )

= tr
(
((1− a(1)uv )(1−W ) + a(1)uvW )f(x(1)

v )f(x(1)
u )⊤

)
= ⟨vec((1− a(1)uv )(1−W ) + a(1)uvW ), vec(f(x(1)

u )f(x(1)
v )⊤)⟩. (9)

Applying Hölder’s inequality, it follows

S2
f (W ;x(1)

u , x(1)
v , a(1)uv ) ≤

∥∥∥vec((1− a(1)uv )(1−W ) + a(1)uvW )
∥∥∥2
∞

∥∥∥vec(f(x(1)
u )f(x(1)

v )⊤)
∥∥∥2
1

≤ max{∥vec(W )∥2∞ , ∥1− vec(W )∥2∞} ·
∥∥∥f(x(1)

u )
∥∥∥2
1

∥∥∥f(x(1)
v )
∥∥∥2
1

≤
∥∥∥f(x(1)

u )
∥∥∥2
1

∥∥∥f(x(1)
v )
∥∥∥2
1
= 1, (10)

where in the second step we use ∥vec(ab⊤)∥1 = ∥a∥1∥b∥1; in the third step, 0 ≤ Wyy′ ≤ 1 for
W ∈ W; and in the last step, we use f(x) ∈ ∆L−1 for all x, so ∥f(x)∥1 = 1.
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Further, by Assumption 5.1, S2
f (Wf;x

(1)
u , x

(1)
v , a

(1)
uv ) ≥ τ2min. Combining with (10) yields

−∇2ℓ̂((1− t)ŵf + twf) =
1(

n(1)

2

) ∑
u<v

D⊤
L

ZuvZ
⊤
uv

S2
f ((1− t)Ŵf + tWf;x

(1)
u , x

(1)
v , a

(1)
uv )

DL

⪰ 1(
n(1)

2

) ∑
u<v

D⊤
LZuvZ

⊤
uvDL

⪰ τ2min(
n(1)

2

) ∑
u<v

D⊤
L

ZuvZ
⊤
uv

S2
f (Wf;x

(1)
u , x

(1)
v , a

(1)
uv )

DL

= −τ2min∇2ℓ̂(wf). (11)

Substituting (11) into (8) and rearranging,

⟨∇ℓ̂(wf), ŵf − wf⟩ ≥ −τ2min

2
(ŵf − wf)

⊤∇2ℓ̂(wf)(ŵf − wf).

Since Wf maximizes ℓ over W and W is convex, the first-order optimality condition gives

⟨ŵf − wf,∇ℓ(wf)⟩ ≤ 0.

Combining with the inequality above, we obtain

⟨∇ℓ̂(wf)−∇ℓ(wf), ŵf − wf⟩ ≥ −τ2min

2
(ŵf − wf)

⊤∇2ℓ̂(wf)(ŵf − wf).

Applying the Cauchy–Schwarz inequality to the left-hand side,

∥∇ℓ̂(wf)−∇ℓ(wf)∥2 ∥ŵf − wf∥2 ≥ −τ2min

2
(ŵf − wf)

⊤∇2ℓ̂(wf)(ŵf − wf). (12)

We use the following concentration bounds whose proofs are deferred to Appendix H.

Lemma F.1 Suppose that f satisfies Assumption 5.1. There exists a universal constant c > 0 such
that for δ ∈ (0, 1), if n(1) ≥ (log(3L2))2 log(8/δ), with probability at least 1− δ,

λmin(−∇2ℓ̂(wf)) ≥ λmin(−∇2ℓ(wf))− cτ−2
min

√
log(8L2/δ)

n(1)
.

Lemma F.2 Suppose that f satisfies Assumption 5.1. There exists a universal constant c > 0 such
that for δ ∈ (0, 1), if n(1) ≥ (log(3L2))2 log(8/δ), with probability at least 1− δ,∥∥∥∇ℓ̂(wf)−∇ℓ(wf)

∥∥∥
2
≤ cτ−1

min

√
log(8L2/δ)

n(1)
.

Applying Lemma F.1, Lemma F.2, and a union bound, with probability at least 1− 2δ,

c2τ
−1
min

√
log(8L2/δ)

n(1)
∥ŵf − wf∥2 ≥ τ2min

2

(
λmin,f − c1τ

−2
min

√
log(8L2/δ)

n(1)

)
∥ŵf − wf∥22 ,

for some universal constants c1, c2 > 0. Since n(1) ≥ 4c21τ
−4
min log(8L2/δ)

(λmin,f)2
by assumption of the

theorem, rearranging and simplifying the above inequality yields

∥ŵf − wf∥2 ≤ 4c2τ
−3
min

λmin,f

√
log(8L2/δ)

n(1)
,

which completes the proof of the theorem.
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F.3 PROOF OF THEOREM 5.3

We adapt the proof of Garg et al. (2020, Lemma 4) to our setting. For notational convenience, write
wf = vech(Wf) and w⋆ = vech(W ⋆). We also abuse notation and write

ℓ(wf) := ℓf(Wf), ℓ(w⋆) := ℓf(W
⋆), and ℓ⋆(w⋆) := ℓf⋆(W

⋆).

Taylor expansion gives, for some t ∈ (0, 1),

ℓ(wf) = ℓ(w⋆) + ⟨∇ℓ(w⋆), wf − w⋆⟩+ 1

2
(wf − w⋆)⊤∇2ℓ((1− t)wf + tw⋆)(wf − w⋆).

Observe that under Assumption 5.1, the argument used in (11) can be applied to yield

−∇2ℓ((1− t)wf + tw⋆) ⪰ −τ2min∇2ℓ(wf).

Plugging this into the above inequality, we have

ℓ(wf) ≤ ℓ(w⋆) + ⟨∇ℓ(w⋆), wf − w⋆⟩+ τ2min

2
(wf − w⋆)⊤∇2ℓ(wf)(wf − w⋆).

Since ℓ(wf) ≥ ℓ(w⋆) by optimality and w⊤∇2ℓ(wf)w ≤ −λmin,f∥w∥22 for all vectors w, it follows

0 ≤ ⟨∇ℓ(w⋆), wf − w⋆⟩ − τ2minλmin,f

2
∥wf − w⋆∥22.

Because W ⋆ maximizes ℓ⋆ over convex W , the first-order optimality condition gives

⟨wf − w⋆,∇ℓ⋆(w⋆)⟩ ≤ 0.

Combining with the inequality above and rearranging,

⟨∇ℓ(w⋆)−∇ℓ⋆(w⋆), wf − w⋆⟩ ≥ τ2minλmin,f

2
∥wf − w⋆∥22.

Applying Cauchy-Schwarz inequality and simplifying, we get

∥wf − w⋆∥2 ≤ 2τ−2
min

λmin,f
∥∇ℓ(w⋆)−∇ℓ⋆(w⋆)∥2 . (13)

It remains to bound ∥∇ℓ(w⋆)−∇ℓ⋆(w⋆)∥2. Using the closed form gradient from Section F.1,

∥∇ℓ(w⋆)−∇ℓ⋆(w⋆)∥2

=

∥∥∥∥∥D⊤
LE

[
(2a

(1)
uv − 1)vec(f(x(1)

u )f(x
(1)
v )⊤)

Sf(W ⋆;x
(1)
u , x

(1)
v , a

(1)
uv )

− (2a
(1)
uv − 1)vec(f⋆(x

(1)
u )f⋆(x

(1)
v )⊤)

Sf⋆(W ⋆;x
(1)
u , x

(1)
v , a

(1)
uv )

]∥∥∥∥∥
2

≤ 2

∥∥∥∥∥E
[

vec(f(x(1)
u )f(x

(1)
v )⊤)

Sf(W ⋆;x
(1)
u , x

(1)
v , a

(1)
uv )

− vec(f⋆(x
(1)
u )f⋆(x

(1)
v )⊤)

Sf⋆(W ⋆;x
(1)
u , x

(1)
v , a

(1)
uv )

]∥∥∥∥∥
2

, (14)

where in the last step we use the fact that ∥DL∥ ≤ 2 and |2a− 1| ≤ 1 for a ∈ {0, 1}.

For shorthand, write Sf := Sf(W
⋆;x

(1)
u , x

(1)
v , a

(1)
uv ) and Sf⋆ := Sf⋆(W

⋆;x
(1)
u , x

(1)
v , a

(1)
uv ). By As-

sumption 5.1, both satisfy Sf ≥ τmin and Sf⋆ ≥ τmin, hence∥∥∥∥∥E
[

vec(f(x(1)
u )f(x

(1)
v )⊤)

Sf
− vec(f⋆(x

(1)
u )f⋆(x

(1)
v )⊤)

Sf⋆

]∥∥∥∥∥
2

=

∥∥∥∥∥E
[

vec(f(x(1)
u )f(x

(1)
v )⊤)Sf⋆ − vec(f⋆(x

(1)
u )f⋆(x

(1)
v )⊤)Sf

SfSf⋆

]∥∥∥∥∥
2

≤ τ−2
min

∥∥∥E [vec(f(x(1)
u )f(x(1)

v )⊤)(Sf⋆ − Sf) + (vec(f(x(1)
u )f(x(1)

v )⊤)− vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤))Sf

]∥∥∥
2
.

(15)
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From equation (10), ∥vec(f(x)f(x)⊤)∥2 ≤ 1, and so∥∥∥E [vec(f(x(1)
u )f(x(1)

v )⊤)(Sf⋆ − Sf)
]∥∥∥

2
≤ E [|Sf⋆ − Sf|]

= E
[∣∣∣⟨vec((1− a(1)uv )(1−W ⋆) + a(1)uvW

⋆), vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)− vec(f(x(1)
u )f(x(1)

v )⊤)⟩
∣∣∣]

≤ E
[∥∥∥vec((1− a(1)uv )(1−W ⋆) + a(1)uvW

⋆)
∥∥∥
∞

∥∥∥vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)− vec(f(x(1)
u )f(x(1)

v )⊤)
∥∥∥
1

]
≤ E

[∥∥∥vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)− vec(f(x(1)
u )f(x(1)

v )⊤)
∥∥∥
1

]
,

where the first step applies Jensen’s inequality, the second step follows from (9), and the third step
applies Hölder’s inequality. Additionally, since Sf, Sf⋆ ≤ 1 by equation (10) and Jensen’s inequality,∥∥∥E [(vec(f(x(1)

u )f(x(1)
v )⊤)− vec(f⋆(x(1)

u )f⋆(x(1)
v )⊤))Sf

]∥∥∥
2

≤ E
[
|Sf| ·

∥∥∥vec(f(x(1)
u )f(x(1)

v )⊤)− vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)
∥∥∥
2

]
≤ E

[∥∥∥vec(f(x(1)
u )f(x(1)

v )⊤)− vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)
∥∥∥
1

]
.

Plugging these into (15) and using triangle inequality,∥∥∥∥∥E
[

vec(f(x(1)
u )f(x

(1)
v )⊤)

Sf
− vec(f⋆(x

(1)
u )f⋆(x

(1)
v )⊤)

Sf⋆

]∥∥∥∥∥
2

≤ 2τ−2
minE

[∥∥∥vec(f(x(1)
u )f(x(1)

v )⊤)− vec(f⋆(x(1)
u )f⋆(x(1)

v )⊤)
∥∥∥
1

]
. (16)

To control the right-hand side term, we invoke the followng lemma.

Lemma F.3 For any vectors w1, w2, w
′
1, w

′
2 ∈ Rn, we have

∥vec(w1w
⊤
2 )− vec(w′

1w
′
2
⊤)∥1 ≤ ∥w1∥1∥w2 − w′

2∥1 + ∥w′
2∥1∥w1 − w′

1∥1.

The proof is given in Appendix H.4.

Applying Lemma F.3 and noting that ∥f(x)∥1 = 1 and ∥f⋆(x)∥1 = 1, it follows∥∥∥∥∥E
[

vec(f(x(1)
u )f(x

(1)
v )⊤)

Sf
− vec(f⋆(x

(1)
u )f⋆(x

(1)
v )⊤)

Sf⋆

]∥∥∥∥∥
2

≤ 4τ−2
minE

[
∥f(x(1)

u )− f⋆(x(1)
u )∥1

]
.

Substituting this into (14), we get

∥∇ℓ(w⋆)−∇ℓ⋆(w⋆)∥2 ≤ 8τ−2
minE

[
∥f(x(1)

u )− f⋆(x(1)
u )∥1

]
.

Finally combining with (13) and using the fact that the node feature xu has the same distribution
across source and target domains under CSS, we conclude the proof.

G PROOF OF PROPOSITIONS

G.1 PROOF OF PROPOSITION 4.1

First, we assume {p(z | y), y = 1, . . . , L} is linearly independent. Suppose that two solutions exist,
W̃ ,W ⋆ ∈ W , which both satisfy equation (2), i.e., for W ∈ {W̃ ,W ⋆},

p(1)(zu, zv, auv) = pW (zu, zv, auv) for all (zu, zv, auv) ∈ Z × Z × {0, 1}.
Setting the two expressions for p

W̃
and pW⋆ to be equal, we get

0 =

L∑
yu,yv=1

p(zu, zv, yu, yv)[(2auv − 1)(W̃yuyv −W ⋆
yuyv

)]

=

L∑
yu,yv=1

p(zu | yu)p(zv | yv)p(yu)p(yv)[(2auv − 1)(W̃yuyv
−W ⋆

yuyv
)],
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where the second step follows since the pairs (zu, yu), (zv, yv) are independent. Since {p(z | y), y =
1, . . . , L} is linearly independent, the set of product densities {p(zu | yu)p(zv | yv), yu, yv =
1, . . . , L} is also linearly independent. This implies

p(yu)p(yv)[(2auv − 1)(W̃yuyv
−W ⋆

yuyv
)] = 0 for all auv ∈ {0, 1}, yu, yv ∈ Y.

Since p(y) > 0 for all y ∈ Y by assumption, it follows that W̃yuyv = W ⋆
yuyv

for all (yu, yv), which
concludes W̃ = W ⋆.

Next, we show that if {p(z | y), y = 1, . . . , L} is linearly dependent, there exists a solution W̃ ̸=
W ⋆ ∈ W that satisfies equation (2) and therefore the solution is not unique. To see this, the linear
dependence of {p(z | y), y = 1, . . . , L} implies that there exists a nonzero vector v = (v1, . . . , vL)

such that
∑L

y=1 vyp(z | y) = 0 for all z ∈ Z . Then we construct W̃ = W ⋆ + ϵ∆ where ϵ > 0 is a
small constant, and ∆ is a nonzero symmetric matrix defined as

∆yuyv
=

vyu
vyv

p(yu)p(yv)
for all yu, yv ∈ Y.

To verify that W̃ also satisfies equation (2), we need to show
L∑

yu,yv=1

p(zu | yu)p(zv | yv)p(yu)p(yv)
(
W̃yuyv

−W ⋆
yuyv

)
= 0.

Substituting our definitions for W̃ and ∆, the left-hand side becomes
L∑

yu,yv=1

p(zu | yu)p(zv | yv)p(yu)p(yv)
(
W̃yuyv

−W ⋆
yuyv

)
= ϵ

L∑
yu,yv=1

p(zu | yu)p(zv | yv)p(yu)p(yv)∆yuyv

= ϵ

L∑
yu,yv=1

p(zu | yu)p(zv | yv)vyu
vyv

= 0.

This proves that p
W̃
(zu, zv, auv) = pW⋆(zu, zv, auv) = p(1)(zu, zv, auv). Furthermore, by as-

sumption of the proposition, each element of W ⋆ is strictly between 0 and 1, i.e., 0 < W ⋆
yy′ < 1. So

we can always choose a sufficiently small non-zero ϵ such that the entries of W̃ = W ⋆+ ϵ∆ remain
in the interval (0, 1), which ensures W̃ ∈ W . This complete the proof of the proposition.

G.2 PROOF OF PROPOSITION 4.2

The proposition follows directly from the definition of canonical calibration. Since f is calibrated,
fy(x) = p(y | f(x)). By substituting this into the objective (5) and applying a change of variables
from x to z = f(x), the objective function for Wf is exactly identical to the objective for W ⋆ given
in (4), i.e.,

E
[
log

L∑
y,y′=1

fy(x
(1)
u )fy′(x(1)

v )[(1− a(1)uv )(1−Wyy′) + a(1)uvWyy′ ]
]

= E
[
log

L∑
y,y′=1

p(y | z(1)u )p(y′ | z(1)v )[(1− a(1)uv )(1−Wyy′) + a(1)uvWyy′ ]
]
.

Since Proposition 4.1 guarantees that W ⋆ is the unique maximizer, it follows that Wf = W ⋆.

G.3 PROOF OF PROPOSITION 5.4

Here we prove a more general statement: if E[f(x(1)
u )f(x

(1)
u )⊤] ⪰ λminIL, then for any W ∈ W ,

we have
−∇2

vech(W )ℓf(W ) ⪰ λ
2

minIL(L+1)/2.
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Recall from Section F.1 that

∇2
vec(W )ℓf(W ) = −E

[
ZuvZ

⊤
uv

S2
f (W ;x

(1)
u , x

(1)
v , a

(1)
uv )

]
,

where Zuv = vec(f(x(1)
u )f(x

(1)
v )⊤). By equation (10), S2

f (W ;x
(1)
u , x

(1)
v , a

(1)
uv ) ≤ 1 for any W ∈

W , so we trivially have

−∇2
vec(W )ℓf(W ) ⪰ E

[
ZuvZ

⊤
uv

]
. (17)

Next, for any vectors a, b, vec(ab⊤) = b⊗ a. Then

E[ZuvZ
⊤
uv] = E[vec(f(x(1)

u )f(x(1)
v )⊤)vec(f(x(1)

u )f(x(1)
v )⊤)⊤]

= E[(f(x(1)
v )⊗ f(x(1)

u ))(f(x(1)
v )⊗ f(x(1)

u ))⊤]

= E[(f(x(1)
v )⊗ f(x(1)

u ))(f(x(1)
v )⊤ ⊗ f(x(1)

u )⊤)]

= E[(f(x(1)
v )f(x(1)

v )⊤)⊗ (f(x(1)
u )f(x(1)

u )⊤)],

where we use the identity (a⊗ b)(a⊗ b)⊤ = (a⊗ b)(a⊤ ⊗ b⊤) = (aa⊤)⊗ (bb⊤). Since x
(1)
u and

x
(1)
v are independent given labels yu, yv , the tower property gives

E[ZuvZ
⊤
uv] =

L∑
y,y′=1

E
[
(f(x(1)

v )f(x(1)
v )⊤)⊗ (f(x(1)

u )f(x(1)
u )⊤)

∣∣∣ y(1)u = y, y(1)v = y′
]
p(y, y′)

=

L∑
y,y′=1

E
[
f(x(1)

v )f(x(1)
v )⊤

∣∣∣ y(1)v = y′
]
⊗ E

[
f(x(1)

u )f(x(1)
u )⊤

∣∣∣ y(1)u = y
]
p(y)p(y′)

=

 L∑
y′=1

E
[
f(x(1)

v )f(x(1)
v )⊤

∣∣∣ y(1)v = y′
]
p(y′)

⊗

(
L∑

y=1

E
[
f(x(1)

u )f(x(1)
u )⊤

∣∣∣ y(1)u = y
]
p(y)

)
= E[f(x(1)

v )f(x(1)
v )⊤]⊗ E[f(x(1)

u )f(x(1)
u )⊤].

By assumption of the lemma, E[f(x(1)
u )f(x

(1)
u )⊤] ⪰ λminIL, so it follows

E[ZuvZ
⊤
uv] ⪰ λ

2

minIL2 ,

where we use the fact that λmin(A ⊗ A) = λmin(A)2 for any positive semidefinite matrix A. Com-
bining with (17), we get

−∇2
vec(W )ℓf(W ) ⪰ λ

2

minIL2 .

Finally, we have

−∇2
vech(W )ℓf(W ) = −D⊤

L∇2
vec(W )ℓf(W )DL ⪰ λ

2

minD
⊤
LDL ⪰ λ

2

minIL(L+1)/2,

where the last step uses that D⊤
LDL is a diagonal matrix with entries either 1 or 2 (see the proof

of Lemma H.3). This completes the proof.

H PROOF OF LEMMAS

H.1 PROOF OF LEMMA E.1

We first introduce some notation. For each auv ∈ {0, 1}, we write Huv(x, x
′) = H(x, x′, auv) so

that Huv depends on auv . By the symmetry of H , it follows Huv(x, x
′) = Huv(x

′, x). We also
define conditional expectations with respect to x, or (x, x′), where we write

Py(Huv)(x
′) :=

∫
Huv(x, x

′)p(x | y)dx =

∫
Huv(x

′, x)p(x | y)dx,
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and
Py,y′(Huv) :=

∫
Huv(x, x

′)p(x | y)p(x′ | y′)dxdx′.

Let Fy := σ ((yu)u∈N) denote the σ-field generated by the sequence of node labels, and let Fy,a :=
σ ((yu)u∈N, (auv)u<v) denote the σ-field generated by both the node labels and edges.

With this notation, a Hoeffding-type decomposition (Lee, 2019) yields∑
u<v

Huv(xu, xv) =
∑
u<v

(Huv(xu, xv)− Pyv
(Huv)(xu)− Pyu

(Huv)(xv) + Pyu,yv
(Huv))︸ ︷︷ ︸

=:(A)

+
∑
u<v

(Pyv (Huv)(xu)− Pyu,yv (Huv))︸ ︷︷ ︸
=:(B)

+
∑
u<v

(Pyu(Huv)(xv)− Pyu,yv (Huv))︸ ︷︷ ︸
=:(C)

+
∑
u<v

Pyu,yv (Huv)︸ ︷︷ ︸
=:(D)

.

(18)
Our strategy is to derive concentration bounds for each term.

Term (A) Starting with (A), we condition on Fy,A. For u < v, define
Guv

yu,yv
(x, x′) := Huv(x, x

′)− Pyv
(Huv)(x)− Pyu

(Huv)(x
′) + Pyu,yv

(Huv).

Then ∫
Guv

yu,yv
(x, x′)p(x | yu)dx

=

∫
(Huv(x, x

′)− Pyv
(Huv)(x)− Pyu

(Huv)(x
′) + Pyu,yv

(Huv)) p(x | yu)dx

= Pyu
(Huv)(x

′)− Pyu,yv
(Huv)− Pyu

(Huv)(x
′) + Pyu,yv

(Huv) = 0,

and similarly, ∫
Guv

yu,yv
(x, x′)p(x′ | yv)dx = 0.

So, conditioned on Fy,a, the sum

(A) =
∑
u<v

Guv
yu,yv

(xu, xv),

is a canonical (matrix-valued) U-statistic of order 2 (Giné & Nickl, 2021, Section 3.4.3). Using
concentration results from Minsker & Wei (2019, Section 3.3 and Section 4), we obtain the following
Bernstein inequality, whose proof is deferred to the end.

Lemma H.1 For all t ≥ 2, we have

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c0M ·B(t)

∣∣∣∣∣Fy,a

}
≤ e−t,

where c0 > 0 is a universal constant, and
B(t) := log(3d) · n(1 +

√
t) + nt+

√
n
(
(log d)3/2 + t3/2

)
+ t2.

By the tower property, taking expectations over Fy,a then yields the unconditional bound, i.e., for
t ≥ 2,

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c0M ·B(t)

}
≤ e−t.

Setting t = log(8/δ), since n ≥ max{log(3d), t}, it follows that
√
n
(
(log d)3/2 + t3/2

)
+ t2 ≤

2log(3d) · n(1 +
√
t) + 3nt and the last two terms in B(t) can be absorbed. Since log(8/δ) ≥ 2 for

δ ∈ (0, 1), this yields

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c1M
(
log(3d) · n(1 +

√
log(8/δ)) + n log(8/δ)

)}
≤ δ

8
, (19)

for a universal constant c1 > 0.
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Terms (B), (C) Combining the sums for (B) and (C), we have

(B) + (C) =

n∑
u=1

∑
v ̸=u

(Pyv
(Huv)(xu)− Pyu,yv

(Huv))︸ ︷︷ ︸
=:Gu

n(xu)

=

n∑
u=1

Gu
n(xu).

Conditional on Fy,a, the terms Gu
n(xu) are independent (but not identically distributed) random

matrices. Since ∥H∥ ≤ M P -a.e., the triangle inequality gives ∥Gu
n(xu)∥ ≤ 2nM for P -a.e.

xu. Thus
∑n

u=1 G
u
n(xu) is a sum of independent, (conditional) mean-zero random matrices, so the

matrix Bernstein inequality (Tropp et al., 2015, Theorem 6.1.1) applies, i.e, for all t ≥ 0,

P

{∥∥∥∥∥
n∑

u=1

Gu
n(xu)

∥∥∥∥∥ ≥ t

∣∣∣∣∣ Fy,a

}
≤ 2d exp

(
− t2/2

ν + 2nMt/3

)
, (20)

where

ν =

∥∥∥∥∥
n∑

u=1

E
[
Gu

n(xu)
2
∣∣ Fy,a

]∥∥∥∥∥ .
By convexity of the operator norm and Jensen’s inequality, we can further bound

v ≤
n∑

u=1

∥∥E [Gu
n(xu)

2
∣∣ Fy,a

]∥∥ ≤
n∑

u=1

E
[∥∥Gu

n(xu)
2
∥∥ ∣∣ Fy,a

]
≤

n∑
u=1

E
[
∥Gu

n(xu)∥2
∣∣∣ Fy,a

]
≤ 4M2n3,

where the first step uses the triangle inequality, and the third step applies the submultiplicativity of
the operator norm. Setting t = 2

√
ν log(8d/δ) + 8Mn

3 log(8d/δ) in (20) and plugging the above
bound, we obtain the conditional bound

P

{∥∥∥∥∥
n∑

u=1

Gu
n(xu)

∥∥∥∥∥ ≥ 4Mn3/2
√
log(8d/δ) +

8Mn

3
log(8d/δ)

∣∣∣∣∣ Fy,a

}
≤ δ

4
.

By the tower property, taking expectation over Fy,a gives the unconditional bound

P

{∥∥∥∥∥
n∑

u=1

Gu
n(xu)

∥∥∥∥∥ ≥ 4Mn3/2
√
log(8d/δ) +

8Mn

3
log(8d/δ)

}
≤ δ

4
. (21)

Term (D) Define the conditional expectation of Py,y′(Huv) = Py,y′(H(·, ·, auv)) over auv as

Py,y′(H) :=

∫
H(x, x′, 1)p(x | y)p(x′ | y′)q(y, y′)dxdx′

+

∫
H(x, x′, 0)p(x | y)p(x′ | y′)(1− q(y, y′))dxdx′.

Because H is symmetric and q(y, y′) = q(y′, y), it follows that Py,y′(H) = Py′,y(H). Then we
decompose term (D) as∑

u<v

Pyu,yv
(Huv) =

∑
u<v

Pyu,yv
(H(·, ·, auv)) =

∑
u<v

(Pyu,yv
(H(·, ·, auv))− Pyu,yv

(H))

+
∑
u<v

Pyu,yv
(H). (22)

Conditional on Fy , the auv are independent Bernoulli with parameter q(yu, yv). Therefore the first
sum on the right-hand side above is a sum of independent (conditional) mean-zero random matrices
where each summand has operator norm at most 2M by the triangle inequality. So applying matrix
Bernstein inequality (Tropp et al., 2015, Theorem 6.1.1) yields for all t ≥ 0,

P

{∥∥∥∥∥∑
u<v

(Pyu,yv
(H(·, ·, Auv))− Pyu,yv

(H))

∥∥∥∥∥ ≥ t

∣∣∣∣∣ Fy

}
≤ 2d exp

(
− t2/2

ν′ + 2Mt/3

)
, (23)
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where

ν′ =

∥∥∥∥∥∑
u<v

E
[
(Pyu,yv

(H(·, ·, auv))− Pyu,yv
(H))

2
∣∣∣ Fy

]∥∥∥∥∥ .
Taking t = 2

√
ν′ log(8d/δ) + 8M

3 log(8d/δ) in (23) and then averaging over Fy gives

P

{∥∥∥∥∥∑
u<v

(Pyu,yv (H(·, ·, auv))− Pyu,yv (H))

∥∥∥∥∥ ≥ 2
√
ν′ log(8d/δ) +

8M

3
log(8d/δ)

}
≤ δ

4
.

It can be easily checked that ν′ ≤ 2M2n2 using the triangle inequality, Jensen’s inequality, and the
submultiplicativity as in the earlier argument for ν, which then yields

P

{∥∥∥∥∥∑
u<v

(Pyu,yv (H(·, ·, auv))− Pyu,yv (H))

∥∥∥∥∥ ≥ 2
√
2Mn

√
log(8d/δ) +

8M

3
log(8d/δ)

}
≤ δ

4
.

(24)
For the second sum in (22), note that {yu} are i.i.d., so

∑
u<v Pyu,yv (H) is a matrix-valued U-

statistic of order 2 in (yu)
n
u=1. Since E[Pyu,yv

(H)] = P (H), Hoeffding’s decomposition Lee (2019)
can be applied to Pyu,yv

(H)−P (H), and concentration bounds for each term of the decomposition,
as in the bound of terms (A)-(C), give the following lemma, whose proof is deferred to the end.

Lemma H.2 For any 0 < δ < 1, if n ≥ max{log(3d), log(8/δ)}, there is a universal constant
c2 > 0 such that

P

{
∥Pyu,yv (H)− P (H)∥ ≥ c2M

(
log(3d) · n(1 +

√
log(8/δ)) + n log(8/δ)

+ n3/2
√
log(8d/δ) + n log(8d/δ)

)}
≤ 3δ

8
. (25)

Putting everything together Returning to (18), and combining (19), (21), (24), (25), and simpli-
fying, it follows that with probability at least 1 − δ, there exists a universal constant c3 > 0 such
that ∥∥∥∥∥∑

u<v

(Huv(xu, xv)− P (H))

∥∥∥∥∥ ≤ c3M
(
n3/2

√
log(8d/δ) + n log(3d) log(8/δ)

)
,

where we use the fact that for δ ∈ (0, 1) and d > 1, log(3d) log(8/δ) ≥ log(8d/δ). Dividing both
sides by

(
n
2

)
yields the desired result, therefore completing the proof.

Proof of Lemma H.1 Conditional on Fy,a, {xu}1≤u≤n is independent sequence and Huv is a
deterministic function defined as

Huv(x, x
′) =

{
H(x, x′, 0), if auv = 0,

H(x, x′, 1), if auv = 1.

Throughout the proof we work conditionally on Fy,a, so all probabilities and expectations are taken
with respect to the conditional distribution given Fy,a.

Since
∑

u<v G
uv
yu,yv

(xu, xv) is a canonical U-statistic of order 2, we can apply the results
from Minsker & Wei (2019) (see Equation (14), Theorem 4.1, and the subsequent inequalities)
to obtain that, for all q ≥ 1 and t ≥ 2,

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c

(
E

∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥+A
√
t+Bt+ Ct3/2 +Dt2

)}
≤ e−t,

(26)

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2026

where

A = 2log(de)

(∑
u

Exu

∥∥∥∥∥ ∑
v:v>u

Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥+
∥∥∥∥∥∑
u<v

Exu,xv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
)1/2

,

B = 2

(∥∥∥∥∥∑
u<v

Exu,xv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
)1/2

,

C = 2

√
1 +

log d

q

(∑
u

Exu

∥∥∥∥∥ ∑
v:v>u

Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
q)1/(2q)

,

D = 2

(∑
u<v

Exu,xv

∥∥∥(Guv
yu,yv

(xu, xv)
)2∥∥∥q)1/(2q)

+

(
1 +

log d

q

)(∑
u

Exu,xv
max
v:v>u

∥∥∥(Guv
yu,yv

(xu, xv)
)2∥∥∥q)1/(2q)

.

Here Exu
[·] and Exv

[·] denote the conditional expectations with respect to xu and xv , respectively,
while Exu,xv

[·] denotes the conditional expectation with respect to both xu and xv .

To bound A and B, note that ∥H∥ ≤ M , P -a.e., implies
∥∥Guv

yu,yv

∥∥ ≤ 4M , P -a.e., due to the triangle
inequality. By the submultiplicativity of the operator norm, it follows that

∥∥(Guv
yu,yv

)2
∥∥ ≤ 16M2

P -a.e.. Applying Jensen’s inequality and the triangle inequality then yields the bounds

A ≤ 2log(de)
(
16n(n− 1)M2

)1/2 ≤ 8M log(3d) · n, and

B ≤ 2
√
8Mn.

Furthermore, the function ∥·∥q is convex for q ≥ 1, so we have

∑
u

Exu

∥∥∥∥∥ ∑
v:v>u

Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
q

(i)

≤
∑
u

Exu
(n− u)

q−1
∑

v:v>u

∥∥∥Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥q
(ii)

≤
∑
u

Exu
(n− u)

q−1
∑

v:v>u

Exv

∥∥∥(Guv
yu,yv

(xu, xv)
)2∥∥∥q

≤
∑
u<v

nq−116qM2q ≤ 16qnq+1M2q,

where step (i) follows from Minkowski’s inequality and step (ii) follows from Jensen’s inequality.
Using this bound, C can be bounded as

C = 2

√
1 +

log d

q

(∑
u

Exu

∥∥∥∥∥ ∑
v:v>u

Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
q)1/(2q)

≤ 8M

√
1 +

log d

q
n

1
2+

1
2q .

Since this holds for any q ≥ 1, taking q → ∞ yields

C ≤ 8M
√
n.

Finally, D can be bounded as

D ≤ 2

(
n(n− 1)

2
16qM2q

)1/(2q)

+

(
1 +

log d

q

)(
16qM2qn

)1/(2q)
≤ 8Mn1/q + 4M

(
1 +

log d

q

)
n1/(2q),

and letting q → ∞ gives
D ≤ 12M.
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Combining together the bounds for A,B,C,D, and plugging into (26), yields

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c′

[
E

∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥+M log(3d) · n
√
t+Mnt

+M
√
nt3/2 +Mt2

]}
≤ e−t. (27)

It remains to bound E
∥∥∑

u<v G
uv
yu,yv

(xu, xv)
∥∥. By (Minsker & Wei, 2019, Equation (12)), we have

E

∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≤ c′′ log d

(∑
u

Exu

∥∥∥∥∥ ∑
v:v>u

Exv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
)1/2

+

∥∥∥∥∥∑
u<v

Exu,xv

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
1/2

+
√
log d

(
Exu,xv max

u

∥∥∥∥∥ ∑
v:v>u

(
Guv

yu,yv
(xu, xv)

)2∥∥∥∥∥
)1/2

 .

Using Jensen’s inequality and the triangle inequality, we can bound the right-hand side similarly to
the term A, to get

E

∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≤ c′′ log d
(
2
√
8n(n− 1)M2 +

√
log d

√
16(n− 1)M2

)
≤ c′′M

(
log d · n+ (log d)3/2 ·

√
n
)
.

Plugging into (27) and simplifying, we obtain

P

{∥∥∥∥∥∑
u<v

Guv
yu,yv

(xu, xv)

∥∥∥∥∥ ≥ c′′′M

[
log(3d)·n(1+

√
t)+nt+

√
n((log d)3/2+t3/2)+t2

]}
≤ e−t,

which completes the proof of the lemma.

Proof of Lemma H.2 For notational convenience, write H̃(yu, yv) := Pyu,yv (H). Let

Un =
∑
u<v

H̃(yu, yv).

Since H̃ is symmetric (H̃(yu, yv) = H̃(yv, yu)), Hoeffding’s decomposition Lee (2019) gives

Un − E[Un] =
∑
u<v

(
H̃(yu, yv)− Eyu

[
H̃(yu, yv)

]
− Eyv

[
H̃(yu, yv)

]
+ Eyu,yv

[
H̃(yu, yv)

])
︸ ︷︷ ︸

=:T1

+ (n− 1)
n∑

u=1

(
Eyv

[
H̃(yu, yv)

]
− Eyu,yv

[
H̃(yu, yv)

])
︸ ︷︷ ︸

=:T2

,

where Eyu
[·] denotes expectation over yu, and Eyu,yv

[·] denotes expectation over yu, yv .

The term T1 is a canonical U-statistic of order 2. So applying the same argument from Lemma H.1
(now without conditioning on Fy,a), we can obtain

P {∥T1∥ ≥ c0M ·B(t)} ≤ e−t,

where c0 > 0 and B(t) are as defined in Lemma H.1. Setting t = log(8/δ), as long as n ≥
max{log(3d), log(8/δ)}, the same reasoning below Lemma H.1 gives

P
{
∥T1∥ ≥ c1M

(
log(3d) · n(1 +

√
log(8/δ)) + n log(8/δ)

)}
≤ δ

8
.

For T2, we follow the same reasoning that yields (21) (again without conditioning on Fy,a), to get

P
{
∥T2∥ ≥ 4Mn3/2

√
log(8d/δ) +

8Mn

3
log(8d/δ)

}
≤ δ

4
.

Combining the two bounds gives the desired result.
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H.2 PROOF OF LEMMA F.1

Define

H(x, x′, a) := D⊤
L

vec(f(x)f(x′)⊤)vec(f(x)f(x′)⊤)⊤

S2
f (Wf;x, x′, a)

DL.

We first show that H is symmetric, i.e., H(x, x′, a) = H(x′, x, a). By Magnus & Neudecker (2019,
Theorem 3.14), for any matrix B, we have

D⊤
L vec(B) = vech(B +B⊤ − diag(B)).

Since diag(B) = diag(B⊤), it follows that D⊤
L vec(B) = D⊤

L vec((B +B⊤)/2). Writing Mx,x′ =

f(x)f(x′)⊤ and M = (Mx,x′ +Mx′,x)/2, we obtain

D⊤
L vec(f(x)f(x′)⊤)vec(f(x)f(x′)⊤)⊤DL = D⊤

L vec(Mx.x′)vec(Mx.x′)⊤DL

= D⊤
L vec(M)vec(M)⊤DL.

This expression is clearly unchanged if we swap x and x′. Moreover, Sf(Wf;x, x
′, a) = f(x)⊤((1−

a)(1 −Wf) + aWf)f(x
′) also does not change if we swap x and x′ since Wf is symmetric. Hence

H(x, x′, a) = H(x′, x, a).

Next the following lemma states that H is bounded in the support of the target distribution, whose
proof is deferred to the end.

Lemma H.3 Under the condition of Lemma F.1, for all (x, x′, a) ∈ X ×X × {0, 1} in the support
of p(1)(xu, xv, auv), ∥H(x, x′, a)∥ ≤ 2τ−2

min .

Observe that

∇2ℓ(wf) = −E[H(x(1)
u , x(1)

v , a(1)uv )], and ∇2ℓ̂(wf) = − 1(
n(1)

2

) ∑
u<v

H(x(1)
u , x(1)

v , a(1)uv ).

Then H satisfies the conditions of Lemma E.1. Since n(1) ≥ (log(3L2))2 log(8/δ) by assumption
of lemma, applying Lemma E.1 with d = L(L + 1)/2 ≤ L2 yields that with probability at least
1− δ, there exists a universal constant c1 > 0 such that∥∥∥∇2ℓ(wf)−∇2ℓ̂(wf)

∥∥∥ ≤ c1τ
−2
min

(√
log(8L2/δ)

n(1)
+

log(3L2) log(8/δ)

n(1)

)
.

Using n(1) ≥ (log(3L2))2 log(8/δ) again, the second term on the right-hand side is dominated by
the first term and so we obtain∥∥∥∇2ℓ(wf)−∇2ℓ̂(wf)

∥∥∥ ≤ 2c1τ
−2
min

√
log(8L2/δ)

n(1)
.

Finally, Weyl’s inequality yields

λmin(−∇2ℓ̂(wf)) ≥ λmin(−∇2ℓ(wf))−
∥∥∥∇2ℓ(wf)−∇2ℓ̂(wf)

∥∥∥
≥ λmin(−∇2ℓ(wf))− 2c1τ

−2
min

√
log(8L2/δ)

n(1)
.

This completes the proof of the lemma.

Proof of Lemma H.3 First, by Assumption 5.1, Sf(Wf;x, x
′, a) ≥ τmin on the support of

p(1)(xu, xv, auv). Since

∥vec(f(x)f(x′)⊤)∥2 = ∥f(x′)⊗ f(x)∥2 = ∥f(x)∥2∥f(x′)∥2,
we have

1

Sf(Wf;x, x′, a)

∥∥vec(f(x)f(x′)⊤)
∥∥
2
=

1

Sf(Wf;x, x′, a)
∥f(x)∥2∥f(x′)∥2

≤ τ−1
min ∥f(x)∥1 ∥f(x

′)∥1 = τ−1
min , (28)
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where the last two steps use the fact that ∥·∥2 ≤ ∥·∥1 and ∥f(x)∥1 = 1 for all x ∈ X . Since
∥ww⊤∥ = ∥w∥2 for any vector w, it follows

∥H(x, x′, a)∥ ≤
∥DL∥2

∥∥vec(f(x)f(x′)⊤)
∥∥2
2

S2
f (Wf;x, x′, a)

≤ τ−2
min ∥DL∥2 ,

where the first step uses the submultiplicativity of the operator norm. To bound ∥DL∥, note that
since DL has full column rank,

∥DL∥ =
√

λmax
(
D⊤

LDL

)
.

We claim that D⊤
LDL is a diagonal matrix with entries equal to either 1 or 2. If so, ∥DL∥ ≤

√
2 and

by the calculation above, we conclude

∥H(x, x′, a)∥ ≤ 2τ−2
min ,

which proves the lemma.

It remains to prove the claim. Recall that for any symmetric matrix B, vec(B) = DLvech(B) by
definition of DL. Note that each column of DL corresponds to one coordinate in vech(B): (1) If the
coordinate of vech(B) corresponds to the diagonal entry (i, i) of B, the corresponding column of
DL contains a single nonzero entry equal to 1 located at the vectorized position of (i, i). Its squared
norm is therefore 1; (2) If the coordinate of vech(B) corresponds to an off-diagonal entry (i, j) with
i < j, the corresponding column of DL has exactly two nonzero entries, both equal to 1, located at
the vectorized positions of (i, j) and (j, i). Its squared norm is therefore 2.

Moreover, two different columns of DL must have disjoint supports, so they are orthogonal. It
follows that D⊤

LDL is diagonal with entries equal to 1 or 2. This establishes the claim and completes
the proof.

H.3 PROOF OF LEMMA F.2

Define

G(x, x′, a) := D⊤
L

(2a− 1)vec(f(x)f(x′)⊤)

Sf(Wf;x, x′, a)
.

Following the same reasoning used in the proof of Lemma F.1, we can easily check that
G(x, x′, a) = G(x′, x, a). Furthermore, since |2a − 1| ≤ 1 for a ∈ {0, 1}, combining with (28)
yields

∥G(x, x′, a)∥2 ≤ τ−1
min for all (x, x′, a) ∈ X × X × {0, 1} in the support of p(1)(xu, xv, auv).

Now observe that

∇ℓ(wf) = E[G(x(1)
u , x(1)

v , a(1)uv )],

∇ℓ̂(wf) =
1(

n(1)

2

) ∑
u<v

G(x(1)
u , x(1)

v , a(1)uv ).

Since n(1) ≥ (log(3L2))2 log(8/δ) ≥ max{log(3L2), log(8/δ)} by assumption of lemma and
L(L + 1)/2 + 1 ≤ L2 for L ≥ 2, the conditions of Corollary E.1 hold. Therefore, Corollary E.1
gives that with probability at least 1− δ,∥∥∥∇ℓ(wf)−∇ℓ̂(wf)

∥∥∥
2
≤ c1τ

−1
min

(√
log(8L2/δ)

n(1)
+

log(3L2) log(8/δ)

n(1)

)
,

for some universal constant c1 > 0. Under the assumption n(1) ≥ (log(3L2))2 log(8/δ), the second
term on the right-hand side is dominated by the first term, so the above bound simplifies to∥∥∥∇ℓ(wf)−∇ℓ̂(wf)

∥∥∥
2
≤ 2c1τ

−1
min

√
log(8L2/δ)

n(1)
.

This completes the proof.
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H.4 PROOF OF LEMMA F.3

We begin by expanding the ℓ1 norm

∥vec(w1w
⊤
2 )− vec(w′

1w
′
2
⊤)∥1 =

∑
i

∑
j

|(w1)i(w2)j − (w′
1)i(w

′
2)j |.

Adding and subtracting the term (w1)i(w
′
2)j inside the absolute value, we have

∥vec(w1w
⊤
2 )− vec(w′

1w
′
2
⊤)∥1

=
∑
i

∑
j

|(w1)i(w2)j − (w1)i(w
′
2)j + (w1)i(w

′
2)j − (w′

1)i(w
′
2)j |

≤
∑
i

∑
j

(|(w1)i(w2)j − (w1)i(w
′
2)j |+ |(w1)i(w

′
2)j − (w′

1)i(w
′
2)j |)

=
∑
i

∑
j

(|(w1)i||(w2)j − (w′
2)j |+ |(w′

2)j ||(w1)i − (w′
1)i|) ,

where the second step follows from triangle inequality. Simplifying the right-hand side yields

∥vec(w1w
⊤
2 )− vec(w′

1w
′
2
⊤)∥1

=

(∑
i

|(w1)i|

)∑
j

|(w2)j − (w′
2)j |

+

∑
j

|(w′
2)j |

(∑
i

|(w1)i − (w′
1)i|

)
= ∥w1∥1∥w2 − w′

2∥1 + ∥w′
2∥1∥w1 − w′

1∥1.

This proves the lemma.

I USE OF LARGE LANGUAGE MODELS (LLMS)

We used LLMs solely to aid in correcting typos and checking grammar.
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