Under review as a conference paper at ICLR 2023

AN INCREMENTAL LEARNING APPROACH FOR SUS-
TAINABLE REGIONAL ISOLATION AND INTEGRATION

Anonymous authors
Paper under double-blind review

ABSTRACT

Humans are capable of acquiring new knowledge on a constant basis, while in-
tegrating and optimizing old knowledge without forgetting them. This is mainly
attributed to the human brain’s ability of partitioned learning and memory replay. In
this paper, we simulate this ability and propose an incremental learning network of
Sustainable Regional Isolation and Integration (SRII). SRII consists of two phases,
regional isolation and regional integration, which are iterated to achieve continuous
incremental class learning. Regional isolation isolates new learning processes to
avoid interfering with existing knowledge, while regional integration introduces
knowledge distillation and margin loss regularization term, knowledge distillation
to transfer replay knowledge for alleviating catastrophic forgetting, margin loss
regularization term to clarify the boundaries of new and old knowledge for allevi-
ating recency bias. and margin loss regularization term to clarify the boundaries
of new and old knowledge in regional integration, which alleviates catastrophic
forgetting and recency bias. Experimental results on the CIFAR100 and minilm-
ageNet datasets demonstrate that SRII outperforms the state-of-the-arts to avoid
catastrophic forgetting. In all 5-stage and 10-stage incremental settings, SRII out-
performs the baseline and achieves at least 5.27%+ average accuracy improvement.
Our source code is available at https://github.com/Wuziyil23/SRII.

1 INTRODUCTION

Humans can learn incrementally, acquire new knowledge constantly, and integrate and optimize old
knowledge without forgetting it. This extraordinary capacity for continuous learning is linked to the
partitioned learning structure of the human brain: the hippocampal system and neocortical system.
The hippocampus is usually associated with immediate memory, such as short-term memory, and
allows for rapid learning of new information. The neocortex is usually involved with retaining and
retrieving distant memories and can form long-term memory (Parisi et al., |2019). The coordination
between the hippocampus and neocortex can minimize the interference between knowledge in the
process of rapid learning, guaranteeing ongoing learning (O’Reilly et al., 2014).

Human’s continuous learning capacity also benefits from the memory replay of the hippocampal
system. There are mounting evidences that the hippocampus can rapidly switch between encoding
and replay modes, accelerating the creation and consolidation of long-term memories in the neocortex.
First, the hippocampus rapidly encodes memories while awake. Subsequently, during offline periods
(i.e., sleep), the hippocampus reactivates memory trajectories through memory replay, facilitating the
transfer of recent memory to the cortex to enter the long-term storage state (O’Neill et al.| 2010).

Inspired by the above-mentioned partitioned learning and memory replay of the human brain, this
paper constructs a neural network model named ‘“‘sustainable regional isolation and integration”
(SRII), which can protect long-term memory and mitigate “catastrophic forgetting” (Parisi et al.|
2019; |Carpenter & Grossberg, |1988; McCloskey & Cohen, |1989; |[French, |1999; |Polikar et al., 2001}
Dai et al.;|2020) during continuous learning. It is realized through the following two aspects.

Firstly, inspired by the partitioned learning ability of brain, SRII isolates the old knowledge storage
region and the new learning region in each incremental session to minimize the interference between
old and new knowledge. The new learning region is used to learn new knowledge at each streaming
session. In this paper, the dual storage partitions of incremental sessions, i.e., the old knowledge
region and the new learning region, are continuously allocated through a two-stage cycle of isolation
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and integration, as shown in Figure[I] In the isolation phase, half of the SRII’s capacity is devoted to
storing old knowledge and the other half to acquiring new knowledge. In the integration phase, the
new and old knowledge partitions are merged. Then, it enters the next isolation phase of the cycle to
isolate the new dual storage partitions.
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Figure 1: Incremental learning with continuous isolation and integration. ¢ denotes the phase of
the session, M and D denote the samples of old and new knowledge, respectively. 6,4 stores old
knowledge, and 0,,.,, is used for training of new knowledge, where 8 = {04, Onew }, Mit1 =
{My, D, }. For incremental session ¢, in the isolation phase, the new and old knowledge are learned
in isolation, and the classifiers of the new and old knowledge output independently. In the integration
phase, the regions of old and new knowledge are integrated and the classifier outputs uniformly. Then,
the model enters incremental session ¢ + 1. It will perform isolation and integration again.

Secondly, SRII imitates the hippocampus for memory replay, focusing on two aspects of memory
replay. One is to consolidate old knowledge during replay, and the other is to clear the boundaries of
new and old knowledge to alleviate “recency bias” (Hou et al., 2019;|Smith et al., 2021} |Wu et al.,
2019). To retain old knowledge, we use neural networks to encode new knowledge and applying
knowledge distillation (Hou et al., 2019; [Smith et al.| 2021} Wang et al., 2020; Mai et al., 2021}
Kim & Choi, 2021} |Castro et al.,2018; Ramapuram et al., 2020; Liu et al., 2018|2021} to constrain
the transfer of old knowledge. To alleviate the recency bias, SRII uses margin loss to suppress the
behavior of mistakenly classifying the old classes into the new classes in the memory playback
process, so as to improve the network’s ability to distinguish between the new and old class decision
boundaries.

In summary, our contributions are as follows:

 Taking ideas from partitioned learning, we came up with a two-stage learning mechanism
that includes isolation and integration. The mechanism uses the parameter separation
operation to isolate the overall parameter space for learning, and then uses an integration
method to form a unified representation of the parameter space again. The two are iterated
alternately to achieve continuous class incremental learning.

 To alleviate recency bias, the margin loss is proposed to encourage “inter-class separation
and intra-class aggregation”, which improves the discriminatory ability of the classifier
between new and old class decision boundaries.

« Finally, to validate the effectiveness of SRII, ablation experiments were systematically
performed on CIFAR100 (Krizhevsky et al.,2009) and minilmageNet (Vinyals et al.|[2016)
and compared with the-state-of-the-art incremental learning methods. Our method obtains
an average accuracy improvement of more than 5.27%-+.

This paper is organized as follows: Section [2|introduces the current situation of incremental learning
research, summarizes and compares the advantages of various methods as well as their limitations.
Section 3] first outlines the general structure of SRII, followed by a detailed description of how SRII
works and how it is trained, including region isolation, region integration, network training, and loss
function design. Section [A]is devoted to experiments, which consists of three parts: experimental
setup, comparison with the state-of-the-arts, and ablation experiments. Section 4] summarizes the
strengths and weaknesses of the work and thoroughly discusses future work.

2 RELATED WORK
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2.1 REGULARIZATION AND KNOWLEDGE DISTILLATION

It uses the redundancy of parameters to regularize the historical information that needs to be retained
before learning new data to balance recollection and update. Generally, the old knowledge is protected
from being covered by the new knowledge by imposing constraints on the loss function of the new
task (L1 & Hoieml| 2017} |Kirkpatrick et al.,[2017). The Learning without forgetting (LwF) (L1 &
Hoiem, |2017)) proposed by Li, Zhizhong et al. introduces the distillation loss (Hinton et al.| 2015} of
the new model output into the loss function and then trains the model on the new task by fine-tuning
(e.g., (Howard & Ruder, 2018)) to avoid performance degradation of the new model on the old task
due to the excessive adjustment of the old model’s parameters. The feature encoder of Encoder based
lifelong learning (EBLL) (Rannen et al.,|2017) records key information for each task with training,
and the reconstruction loss on this encoder can be used to preserve historical information when new
learning occurs. Elastic Weight Consolidation (EWC) (Kirkpatrick et al.l [2017) and its upgraded
versions (Liu et al., 2018 |Schwarz et al., 2018) use the Fisher information matrix to constrain network
parameters and limit the model’s forgetting. Regrettably, the EWC and its enhanced variants are
incapable of reconciling new and old tasks that compete for crucial parameters. In 2017, Zenke
et al.| (2017) developed an IS technique to calculate the importance of weights online, where the
weight parameters change dynamically based on its contribution to the loss during training. The
Memory Aware Synapses (MAS) (Aljundi et al.|[2018) technique estimates the relevance of weights
by calculating the effect of parameters change on model output. More efforts (e.g., Learning without
memorizing (LwM) (Dhar et al., 2019), Deep Model Consolidation (DMC) (Zhang et al., [2020),
Big Incremental learning (Bic) (Wu et al.,[2019)) have used distillation loss to prevent forgetting
in recent years. As in |Dhar et al.|(2019)), a gradient flow information distillation method based on
attention mechanism mapping was presented. In conclusion, the domains of knowledge distillation
and incremental learning have generally converged. In this paper we use knowledge distillation to
promote knowledge transfer among numerous incremental processes.

2.2 REPLAY

One of the most successful strategies to prevent “catastrophic forgetting” is to remind a model by
keeping old knowledge in incremental learning (Kim & Choil 2021). Therefore, sample replay
was applied to a multitude of advanced incremental learning methods, as is the case in this paper.
Nonetheless, the research in (Hou et al., [2019; |[Smith et al., 2021) indicates that there is a substantial
“recency bias” problem in the process of memory replay due to the imbalance between old and new
data in the sample replay method and the softmax classifier’s inadequate ability in the incremental
learning scenario. Recent research methodologies, such as Bic (Wu et al.l 2019), Learning a unified
classifier incrementally via rebalancing (LUCIR) (Hou et al., |2019), and End to end incremental
learning (E2E) (Castro et al.,|2018]), are prone to focusing on “recency bias”. Additionally, Supervised
contrastive replay (SCR) (Mai et al., 2021)) proposed by Zheda Mai also believes that the “recency
bias” caused by the commonly used softmax classifier in incremental learning remains an unsolved
issue. In our study, firstly we pay close attention to this issue by normalizing the weight vectors
of the classifier in order to reduce the bias caused by the size of valueﬂ Secondly, a regular term
margin loss is created to improve classification performance by learning the characteristics of the
current task while avoiding bias towards the feature representation of the nearest task. Unlike Always
be dreaming: A new approach for data-free class incremental learning (ABD) (Smith et al.| 2021)),
which distinguishes new and old tasks by computing the local cross-entropy loss on the new task, our
approach is inspired by the class margin loss design in LUCIR |[Hou et al.| (2019), which maximizes
the spatial distance between the new and old task features.

2.3 DYNAMIC STRUCTURE

As examples of dynamic structural approaches, progressive frameworks have attracted wide attention
(Hung et al.; 2019; Rusu et al., 2016} [Yoon et al.,[2017). These studies enable incrementally building
deep incremental models by scaling network capacity to some extent while retaining network structure
compactness. Considering that the structural complexity of the progressive framework grows linearly,
several incremental learning studies in recent years have begun to try to tap the potential of fixed-
capacity networks by establishing a pre-defined, continuous extension for future tasks. For instance,

!'Specifically, the weight vectors of the classifier is normalized with the L2 normalization, as seen in Figure
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Bayesian nonparametric weight factorization for continual learning (BNWF) (Mehta et al.| [2020)
allocates tensor space fairly based on the number of tasks in a fixed-capacity network. Learn-prune-
share (LPS) (Wang et al.,|2020) uses mask and pruning strategies extensively to isolate task space,
but its trainable space for new tasks decreases gradually. Furthermore, the method of partition by
workload makes it difficult to integrate the region of LPS. Split-and-Bridge (S&B) (Kim & Choil
2021) also adopts the dynamic structure of fixed-capacity to resist “catastrophic forgetting”, with
distillation loss as an aid to migrate old knowledge. However, S&B doesn’t take into account recency
bias, and the isolation mechanism for tasks is complicated, which isn’t good for training.

Our work also strives to maximize the potential of fixed-capacity networks by preserving the isolation
mechanism of tasks used in incremental learning methods such as S&B (Kim & Choil, 2021), BNWF
(Mehta et al., 2020)), and LPS (Wang et al., 2020). By continuously allocating the storage areas of
new and old knowledge equally, we isolate the learning environment of new and old knowledge. The
continuous integration process is also limited to areas of new and old knowledge, as seen in Figure[T]
This two-stage continuous isolation and integration setup imparts scalability to the fixed-capacity
network, which not only reduces learning interference and storage consumption, but also allows for
the equitable distribution of trainable space for all incremental tasks. Section [A.3]confirms SRII’s
validity experimentally, demonstrating that it outperforms S&B.

3 METHODOLOGY

In this section, we present a two-stage approach to the class incremental learning problem in a single
network, namely “regional isolation” and “regional integration”. As shown in Figure 2}
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Figure 2: Structure of SRII. L2 stands for L2 normalization, FC denotes the fully connected layer.
The backbone of the network is made up of a series of “integration and separation modules” that have
two states: “regional isolation” and “regional integration”. During the state of regional isolation, the
m-th convolutional layer h™ is processed by the weights of the pruned BN layer to appear as channel
separation. The yellow channels store the old knowledge, the white channels are free and ready for
new learning, and the new knowledge region is isolated from the old knowledge region. During
the state of regional integration, all BN weights are available and the network uses all channels for
learning.

The following subsections describe the key processes of SRII, regional isolation and regional integra-
tion, followed by the network training process and loss function.
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3.1 SUSTAINABLE REGIONAL ISOLATION

The objective of regional isolation is to learn new knowledge as independently as possible based
on retaining original knowledge, as shown in Figure[3] It consists of Regional isolation with BN
sparsity and Forming new knowledge. The former is to reserve channels for new knowledge to
avoid confusion with old knowledge, while the latter is to acquire new knowledge with the reserved
channels.

H*W Store Old add New1 Merge+Sparsity add New2

Channel

(a) (b) (c) (d) (e)

Figure 3: Continuous learning by regional isolation. The grey regions reflect the unoccupied channels
accessible for new learning. (a) is the initialization state, all idle. After training, 50% of the channels
in (b) are selected to store old knowledge, while the remaining 50% of the grey channels are idle.
(c) use the idle area of (b) to learn new knowledge New1 and store it in the orange channels. Then,
Under the constraint of distillation loss, a synchronous sparse training (the same process as (a) - (b))
is carried out while fusing the isolated new and old knowledge in (c), so (d) is obtained with half of
the idle channels. Finally, learn the New2 to get (e). (d)-(e) is consistent with (b)-(c). In other words,
the (c)-(d) procedure is iterative to support class incremental learning.

3.1.1 REGIONAL ISOLATION WITH BN SPARSITY

We would like to continuously open up isolated learning regions for new knowledge, so that the
parameter updating of new learning does not have an impact on the memory of old knowledge. A
natural idea is to separate the old knowledge region and the new learning region from the network to
learn the respective parameters separately. For this purpose, we adopt structured channel pruning (Liu
et al., 2017), which performs regional isolation based on the credit assignment of each channel to the
output. In this paper, the contribution of the channel is represented by the BN layer multiplication
weight factors v immediately after it. The idea behind it is that the smaller the weight factors v by
which the channel features are multiplied, the less contributions the channels are with respect to the
output, as in (III) Therefore, the channels with lower v values can be removed while the channels
with higher ~ values are kept as old knowledge region without affecting the representation of the
original knowledge. The removed channels with low « values can be given a new role, i.e., used as a
new learning region.

h™ — UB

Vop+e

The BN layer normalizes the channel input 2™ using the statistical characteristic values ;g and
0%, and then restores the data characteristics before normalization through the weight -y and bias /3
learned in the BN to obtain the channel output A1,

h= s T = yh 48 (D

The credit assignment of channels features is controlled by adjusting the sparsity of the distribution
of . Based on this idea, the BN weight factors ~y are first trained to be sparse, and then the weight
factors ~y of all channels in all convolutional layers are involved in the global ranking. The channels
corresponding to the first 50% -~ values are set as the region of old knowledge. The channels
corresponding to the latter 50% -y values are no longer used for old knowledge representation and
can be used to adapt to new learning, as shown in Figure 4]

3.1.2 FORMING NEW KNOWLEDGE

For each incremental session, the new learning regions provided by regional isolation can be used
to form the new knowledge. Forming new knowledge means learning new knowledge in the new
knowledge channels obtained by regional isolation. Since our goal is to learn the new knowledge
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Figure 4: Regional isolation with channel sparsity. The input channel 2™ of the m-th convolutional
layer is multiplied with the channel weight factors  to obtain the output channel A1, After sparse
training, partial factors ~y of the initialized network is close to 0, and the input channels connected to
it, such as A ! and h"™*, are used for new learning. The remaining orange channels preserve the old
knowledge and regional isolation is completed.

independently without disturbing the old knowledge, we propose to fix the parameters of the old
knowledge region and use the cross-entropy loss to update the parameters of the new learning region.

To fix the parameters of the old knowledge region, the weight freezing method is adopted. Specifically,
a weight freezing constraint is imposed on the objective function. The weight freezing constraint sets
the gradient of the convolutional kernel weight parameters assigned to the old knowledge channels to
zero. It means that the channel features with zero grad won’t be changed by the parameter update,
and the old knowledge region won’t be changed either. As a result, the model won’t lose its ability to
perform old tasks.

Accordingly, the objective function with constraint is defined as (2).
; Tttty ot t
arg min Lcls(yia Yis 0 )7 Y; € Cnew
ot 2
s.t.grad(6f, ) =0, 0 € 0"

For incremental learning session ¢(¢ > 0), we define the full set of parameters trainable at session ¢
as %, where the convolutional kernel parameters for the channels of old knowledge are 0;@0, ,- The
channels of old knowledge are determined by the value of the channel weight factors +, as seen in
FigureEl L denotes the cross-entropy loss function, C,.,, denotes the classes of the new session
t for incremental learning, y denotes the ground truth of the new classes’s samples, and y denotes
the predicted values of the samples of the new classes. grad(-) = 6 denotes the gradient of the
convolution kernel weights is set to 0. (2) iterates until the loss is no longer decreasing. After the

training is completed, the new knowledge is stored into the new learning region.

3.2 REGIONAL INTEGRATION

After regional isolation is completed, the isolated knowledge of new and old should form a unified
representation. Two issues should be taken into account in the integration. The first is to maintain the
discrimination of the old classes. We propose a regional integration method that accepts both new
and old knowledge samples as input and uses knowledge distillation to transfer the old knowledge.
Secondly, we need to mitigate recency bias. Since incremental learning places too much emphasis on
recent memory at the expense of old knowledge when new learning occurs, we designed margin loss
to mitigate the recency bias.

3.2.1 KNOWLEDGE DISTILLATION

For incremental learning sessions ¢(¢ > 0), we remember and transfer old knowledge with knowledge
distillation in order to avoid forgetting old classes. Knowledge distillation was first adopted by Hinton
(Howard & Ruder, 2018)) and is commonly used for model compression and knowledge transfer. In
this paper, the network trained in ¢ — 1 session is referred to as 8! and the network trained in the ¢
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session is referred to as #*. When learning a new task, distillation from §*~! to #" is introduced to
retain the knowledge learned from the old classes. The distillation loss is defined as Lpg.

Lps is calculated by weighting L, ¢ and Lpqrq and the calculation is (E])

N N
Lsoft = — ZP?ZOQ(C]JT) Lhara = — Z leog(qjl)
J J
exp(v;/T) exp(z;/T) _ 3)
N ) zT = SN y Ui = Qfoglit(x), Zi = efogit(x)
> exp(ve/T) > exp(2/T)
The distillation loss Lpg is givenby: Lpg = aLgost + BLhard

where : pl =

6 is the set of model parameters. c¢; represents the ground truth value in the j-th class, ¢; € {0,1},
which is one for positive labels and zero for negative labels. v; represents the logit output of the
input sample on # !, and z; represents the logit output of the input sample on #*. p! and ¢! denote
the values of the distillation outputs of the input samples 2 on model §°~! and 6* in the i-th class,
respectively. The distillation temperature 7' is generally set to 2. When T" = 1, the distillation output
changes to the standard output of softmax. « and (8 are balance coefficients, where @ = 1.0 and
8 =0.24.

3.2.2 ALLEVIATING RECENCY BIAS

The regional integration also introduces the margin loss regular term as a soft constraint to alleviate
the recency bias problem. It further improves the classification accuracy of SRII by making the gap
between old and new classes bigger in the probability space to suppress the destruction of historical
memory with new learning.

margin loss is short for L;. Ljs aims to suppress the recency bias by separating the decision
boundaries of the old and new classes, and the expression is @I)

margin = maz(Clafiold,num:new,num (xh Yis 0)) - maI(Clafi:old,num(zi; Yis 9))5 Ti,Yi € Cold
Ly = log(sg + mean(topK (margin, k))/b), k,b € Ny

“4)
where x; denotes sample, y; denotes label, C\;4 denotes old knowledge category, and cla f7 is the
softmax classifier. The number s ensures that the definition field of the log function is a positive
number. The vector cla fio1d_num:mew.num 1S the probability that the classifier classifies the samples
into new knowledge categories, and the vector clafi.o14,,,,, 1S the probability that the classifier
classifies the samples into old knowledge categories. The margin represents the difference between
the probability of mis-predicting an old class sample as a new class sample and the probability
of being correctly classified. In order to simplify the calculation, the average value of the top k
maximum margins in every mini-batch is used to calculate Ly, and b is the scaling factor. With
the goal of improving the accuracy of incremental recognition, using the grid search method, we
obtain the empirical parameter & as 1/5 of the batch size and b as 20. In addition, L2 normalization
is applied in this research to clean the input data of the classification layer in advance.

3.3 NETWORK TRAINING

The training for SRII is divided into a single base training and a series of incremental training, as
shown in Figure 3] see Section[3.3.1] Section[3.3.2]and Algorithm 1 for details. In Algorithm 1, lines
4-7 represent the base training of SRII, and lines 8-15 represent the incremental training of SRII. D,
denotes the new knowledge and M is the old knowledge. t denotes the task stage. List V' stores
channel identifier.
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Algorithm 1 Pseudo code of SRII

Base Training 1: Require: data DI" = {D;, M,}, 0
EEEERD | v
3: for steps < 1 to |D!"| do
( 2 Regional isolation ) 4: if in the case of Initial training, then
. 5: train 6 by minimizing Eq. (5) in {D,}.
'''' R T 6: elif in the case of Regional integration, then
Incremental Training (loop) . e o .
L 7: train # by minimizing Eq. (6) in {D}.
.Isolated learning ) 8:  elif in the case of Isolated learning, then
9: if first run this, then
3.Fine-tuning 10: store channel id of old knowledge in V.
4 v 11: end if
2. Synchronous regional} 12: train 6 by minimizing Eq. (7) in {D;}.
isolation and integration 13: freeze weights of channels recorded by V.
14:  else
Figure 5: Training for SRII. 12 entir?fn 0 by minimizing Eq. (8) in {r, M.}.
17: end for

3.3.1 BASE TRAINING

Basic training consists of “Initial training” and “Regional isolation”. Initial training is performed
for the first new learning, and regional isolation compresses the storage space occupied by the first
new learning and reserves space for subsequent learning.

The loss of initial training is defined as L™, Initial training uses cross-entropy loss to extract
sample information directly, formalized as (5). ¢; represents the ground truth value in the i-th class,
¢; € {0,1}, which is one for positive labels and zero for negative labels. ¢; represents the value of
the softmax output of the new learning sample in the i-th class.

N
Lt — Zcilog(qi) 5)

The regional isolation loss, L7, is defined as (6). As described in Section[3.1.1] regional isolation
is achieved by training the sparsity of channels on the BN weight factors .

N
,Split _ Z cilog(q;) + dg(7)
K ”
sitg(y) =D _Inils re €
k=1

g(7) is the Ll-nor of the weight factors -y, which is adopted to achieve channel sparsity. J balances
two terms and is set to 1e-4, which follows the Parameter-Setting of the (Liu et al.,2017) for channel
sparsity. i is a factor in the set of weights factor 7, and the total number of weight factors contained
in the set 7y is K.

3.3.2 INCREMENTAL TRAINING

CEINT3

Incremental training includes “Isolated learning”, “Synchronous regional isolation and inte-
gration”, and “Fine-tuning”. Isolated learning puts newly acquired knowledge into partitioned
reserved space to minimize interference with existing knowledge. Synchronous regional isolation
and integration fuses and compresses partitioned knowledge to assist the model in learning new and
old knowledge within the same domain space as well as to reserve space for future learning. The

2L1 regularization causes a large number of parameters to be zero, which results in sparse solutions.
Discarding parameters close to zero has little effect on the recognition ability of SRII. We can set aside the
channels corresponding to the factors vy close to zero to integrate the new knowledge.
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simultaneous regional isolation continues to reserve space for new incremental sessions, continuously
maintaining the ability to learn new knowledge. In addition, to enhance the classifier’s ability to
adapt to the acquired knowledge, we set up a fine-tuning process with low training challenge, which
freezes all network layers except the classifier and updates only the classifier’s parameters.

The isolated learning loss L/° is exactly the same as the initialized training loss L™, since only
new learning is occurring at this time.

N
Liso = Zcilog(qi) (7

Although the loss of fine-tuning is the same as synchronous regional isolation and integration and
is denoted by L%, fine-tuning only updates the parameters of the classifier. Note that “Synchronous
regional isolation and integration” is a synchronous operation of “regional isolation” and “regional
integration”, which requires the regular term g(+y) to achieve “regional isolation”. L g and margin
loss are used for “regional integration”. Accordingly, L5%! can be expressed as .

L3 = Lps + X Ly + 6g(v) (8

where A = 0.36 and ¢ = le-4 are balance cofficient. The expression of Lpg is (3), and the expression
of margin loss is (4).

4 CONCLUSION

In this paper, SRII was proposed to overcome catastrophic forgetting in incremental learning. SRII
consists of regional isolation and regional integration, in which regional isolation isolates new
learning processes to avoid interfering with existing knowledge, while regional integration establishes
a unified, high-precision cognition to adapt to the requirements for single-headed output of class
incremental learning. SRII outperforms other baselines throughout the experiment, validating the
superiority of our method. A limitation of our method is that it has a certain demand on training time,
since the two-stage process of isolation and integration requires more time.

Our future work will continue to focus on the recency bias, with the goal of developing a more
lightweight network capable of quickly learning new knowledge from a small number of samples.
Finally, although reinforcement learning research in recent years has achieved ultra-high performance
beyond human beings in several areas, its agents still suffer from catastrophic forgetting, which is
what we will explore also in the next phase of our work.
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A APPENDIX

A.1 DATASET AND TEST SCHEME

In this paper, All implementations are based on PyTorch and NVIDIA CUDA. The experiments
were performed on a RTX-2080 Ti GPU with 12G memory and CPU@ 14.4 GHz. The experimental
datasets are CIFAR100 and minilmageNet.

CIFAR100 dataset. CIFAR100 is a subset of a dataset with 80 million small images collected
by Alex Krizhevsky, which are commonly used as benchmark datasets in the field of incremental
learning. It contains 60,000 RGB images from over 100 classes, with 500 images per class for training
and 100 images per class for testing. The size of each image is 32x32.

minilmageNet dataset. minilmageNet dataset is a subset of ImageNet-1k. It contains 60,000 color
images in 100 classes. Each class has 500 images for training and 100 images for testing. The
size of each image is 84x84. Compared to CIFAR100, the minilmageNet dataset is more complex,
more suitable for prototyping, and is a commonly used benchmark dataset in the field of incremental
learning.

Experiment setup. We preprocess images by following the protocol of VGG (Simonyan & Zisserman),
2014). For a fair comparison, the experiments use the same replay sample selection protocol as
“Incremental classifier and representation learning” (iCaRL) (Rebutffi et al., 2017) and the maximum
exemplar storage capacity of 2000.

All experiments exploit the SGD optimizer and initialize the learning rate to 2.0. We use the same
class random transformation seed in all works. There are 100 epochs in each training stage. The
learning rate for epoch 0-47, 48-61, 62-79 and 80-99 are 2.0, 0.4, 2/25 and 2/125, respectively. Weight
decay is constant at Se-4 and the batch size is 128. Additionally, we just access each task once and do
not optimally adjust the hyper parameters in the entire task set for the reason that tuning the hyper
parameters with all available data would result in overfitting and limit the flexibility of new learning,
which is contrary to the principle of incremental learning.

A.2 SRII VS BASELINES

Figure [6]reports the comparison of SRII with several incremental learning approaches. SRII achieves
leading results throughout the approaches. The average accuracy are shown in Table |1} Table |2} and
TableBlin detail.

As illustrated in Figure[6fa), a 10-stage incremental training was performed on CIFAR100, followed
by two series of experiments on the minilmageNet with 10 and 20 classes per incremental step,
as shown in Figure[6[b) and (c). Finally, SRII with ResNet-50 achieves a 10-stage Top-1 average
accuracy of 76.89 percent for CIFAR100, exceeding ResNet-18 (2.71%) and VGG16 (9.34%), as
seen in Figure[6{d).

Table E] shows that on the CIFAR100 dataset, SRII not only outperforms LwF (Li & Hoiem, [2017) by
29.06%, EWC (Kirkpatrick et al.,[2017) by 23.65%, and Averaged-Gradient Episodic Memory (A-
GEM) (Chaudhry et al.l 2018) by 28.42%, which do not have regional isolation but also outperforms
S&B (Kim & Chot} [2021)) by 6%, which focuses on regional isolation and its performance is closest
to SRII. In comparison to other approaches, the minimal difference (6.12%) between the SRII of
74.18% and the top limit of 80.3% demonstrates our method’s superiority. Owing to the higher
variance and interference among class incremental tasks, the A-GEM (Chaudhry et al.,[2018)) and
Episodic memories replay (EMR) (Chaudhry et al.; 2019) methods commonly used for task increment
performed poorly in this experiment. LUCIR (Hou et al., [2019) and ABD (Smith et al.| [2021)
outperformed LwF, EWC, and A-GEM, which could be attributed to their efforts to overcome
the recency bias. Additionally, even compared with the challenges of memory replay methods
iCaRL (Rebutfi et al.l 2017) and SCR (Mai et al., 2021, SRII still provides 10.94% and 8.20%
advantages, respectively. Memory replay remains an excellent means of avoiding forgetting. The
early iCaRL ranks so highly, probably due to its NCM (Nearest-Class-Mean) classifier relying on
memory exemplars (representative samples) rather than the fully connected layer for measurement
classification, which avoids the structural changes of old class connections and thus has a certain
resistance to catastrophic forgetting.
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Figure 6: SRII achieves state-of-the-art results. The mean values of Top-1 accuracy are indicated
in parentheses. The yellow text boxes at the right border of the figure mark the joint training upper
bound averages, i.e., the upper bound in Table[T] For a fair comparison, the experiments follow the

replay sample selection protocol of (Chaudhry et al, 2019) and the experimental setup in[A.T]

Table 1: Recognition accuracy of 10-stage on CIFAR100. “Avg.” denotes the average accuracy over
10 stages, UP is short for Upper Bound. Best results are marked in bold.

Number of classes
10 20 30 40 50 60 70 80 90 100 Avg.

A-GEM 850 5842 483 4439 437 414 4048 3726 3174 2691 45.76
EMR 82 61.5 54.67 50.74 4783 4442 4271 36.73 34.17 31.78 48.66
iCaRL 849 737 69.17 6475 6194 60.17 583 5499 53.6 50.83 6324
LUCIR  89.1 722 6343 56.17 53 4987 493 4631 4381 42.09 56.53
LwF 858 58.8 53.62 4852 42.02 3824 3586 33.16 29.43 2574 45.12
EWC 86.1 66.1 60.57 5375 4742 4388 41.07 3924 35.83 3133 50.53
ABD 91.5 742 702 578 5298 46 4336 3859 3652 332 5444
SCR 86 76.7  74.1 68.7 655 639 6003 589 5491 51.08 6598
S&B 872 8147 7152 7364 69.15 6466 6155 59.05 5531 5229 68.18
Up 8731 84.57 8243 8159 79.74 78.64 7842 77.11 76.85 7632 80.30
SRII 90.5 855 8252 80 76.08 7211 68.74 64.14 6197 60.25 74.18

Method

In Table 2] and Figure[6{b), SRII and S&B achieve the best performance in minilmageNet’s 10-stage
operation. In the last incremental step, SRII outperforms LwF, Bic, E2E, ABD, and S&B by 30.18%,
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14.6%, 18.6%, 24.45%, and 7.76%, respectively, with an average gap of 6.2% from the upper bound.
ABD (Smith et al.} 2021) is 6.64% worse than Bic (Wu et al.,[2019), which is consistent with ABD
findings. Bic is close to E2E and greater than LwF, as evidenced by Bic’s research. It can be seen
that the recognition accuracy in minilmageNet is generally slightly higher than CIFAR100, probably
because minilmageNet contains more detailed pixel information for recognition. Considering the
low pixels of the CIFAR100 dataset, the first pooling layer in the ResNet-18 (He et al., 2016)
structure is removed in this experiment. Additionally, CIFAR100 and minilmageNet employ various
normalization factors on their respective datasets to improve identification accuracy, all of which may
have a modest effect.

Table 2: Recognition accuracy of 10-stage on minilmageNet

Number of classes
10 20 30 40 50 60 70 80 90 100 Avg.

S&B 89.26 83.77 79.8 75.12 7046 6693 63.08 6235 57.63 5472 70.31
LwF 88.1 812 722 6357 553 4985 4486 40.77 37.14 323 56.53
Bic 90.8 80.18 7553 7123 67.65 6258 5819 54.86 51.54 47.88 66.04
E2E 9045 79.68 7253 6793 62.65 5858 5449 50.86 49.14 43.88 63.02
ABD 933 7839 7386 66.54 5894 5324 4801 43.73 3993 38.03 59.4
Up 89.5 86.71 84.13 83.25 81.56 82.14 80.57 79.11 78.88 7832 82.42
SRII 92.3 87.69 84.18 8157 77.57 73.84 71.04 67.36 64.19 62.48 76.22

Method

Table 3: Recognition accuracy of 5-stage on minilmageNet

Number of classes (5 Stages)
5 20 40 60 80 100 Avg.

S&B 932 8505 7747 6991 6629 6080 7545
iCaRL 8924 77.89 69.06 6237 57.78 50.62 67.83
E2E 88.76  80.21 6543 5832 5021 4835 6521
LUCIR 90.03 8257 7448 6521 61.63 5548 7157
up 932 88.81 8569 8392 8146 79.75 8547
SRII 93.9 8724 822 7745 7340 70.14 80.72

Method

A.3 ABLATION STUDY

In order to verify the performance improvement of SRII with sustainable regional isolation and the
margin loss that can alleviate recency bias during regional integration, we performed ablation studies
as follows.

Table 4: Retention of old knowledge in SRII. The network uses the free space provided by the
previous regional isolation process to learn new knowledge during the isolation learning period.
Then the feature extraction part (all parts before the fully connected layer) is frozen, and the old
knowledge exemplars on the classifier (fully connected layer) for fine-tuning are replayed. The
degree of retention of the old knowledge in the feature extraction part is observed regardless of
the recognition ability of new knowledge. It can be seen that more complete old knowledge is still
retained at the moment when the isolated learning has just been completed.

Nets for feature extraction The recognition accuracy of old knowledge (%)

Joint training (%)  Fine-tuning recovery (%)

ResNet-18 86.4 85.3 (1.1])
ResNet-34 87.8 86.4 (1.4])
VGG16 88.9 87.2 (1.7))

Sustainable regional isolation ablation experiment. In Table [4| we verify that our sustainable
regional isolation approach proposed above can retain more old knowledge while learning new
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knowledge. By looking at the three rows of data in the table, we notice that SRII using ResNet-18,
ResNet-50, and VGG16 as feature extraction layers indeed stores relatively complete information
about old knowledge (e.g., for ResNet-18 there is less than 1.2% decay of old knowledge recognition
accuracy).

According to Table {4] the reason for the network’s ability to retain old knowledge is that SRII
uses region isolation to independent the process of new learning to suppress the interference and
destruction of old knowledge by new learning. In particular, since the regional integration has not
been performed in Table {4} the model has not yet formed a unified expression competence for new
and old knowledge, and a certain degree of knowledge loss will subsequently occur in the regional
integration training. Nevertheless, it provides a good start to the fusion, which is valuable. The
results in Figure[/|also validate that, as regional isolation increases the class incremental recognition
accuracy.

Figure[/|confirms that regional isolation can im- Regional isolation ablation study on CIFAR100

prove recognition of SRII. With ResNet-18 as —o— with Region Isolation
the detection backbone and CIFAR100 data set, el . -#-- without Region Isolation
1-stage basic training and 9-stage incremental \

training were performed. It can be seen that Sl “:\

SRII with regional isolation brings significant g \\'\

accuracy benefits compared to the baseline net- R e,

work without regional isolation. Figure [§] is E \ —,

a refinement of the two incremental processes &% e \.\'
for 30 and 50 classes, which confirms that re- = x“'x\ N
gional isolation improves classification ability. 501 T
All four plots in Figure[§]indicate that newly ar- ™
rived classes (i.e., a few misclassified scatters in e

the lower right corner of the plots) are accurately num of classes
classified and that the network frequently mis-
classifies old classes as new classes (i.e., more
scatters exist in the upper right corner of the plots). We notice that (b) and (d) have fewer misclassifi-
cations. This is due to the fact that regional isolation keeps the training environments of new and old
classes separate, which makes the interference with the old classes less when training the new classes,

so the network maintains a higher recognition ability than (a) and (c).

Figure 7: Accuracy of regional isolation ablation.
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Figure 8: Confusion matrix map with and without regional isolation on minilmageNet. The size of
the sample replay region is 2000. Recent classes have fewer misclassifications (as seen in (a)(b)),
yellow and green lines assist in viewing. The last incremental task classification performed well (as
seen in (c)(d)), with red lines aiding the view. Best view in color.

Margin loss ablation experiment. We separate the margin loss from SRII as a baseline and look at
the value of this component on its own.

Figure [9] presents the accuracy improvement process relying on margin loss, and the model with
margin loss always wins in each learning stage. The dataset is equally divided into 5 learning stages,
and each is trained 100 times. Margin loss improves the upper limit of accuracy. Since there is only
new knowledge in the initial stage, Stage 1 is not plotted. Additionally, the loss comparison of Stage
3 is specially added to reflect that margin loss can further train the model.

Margin loss can improve accuracy because it enables the model to shift from biasing towards new
knowledge to more accurately distinguishing new knowledge from old knowledge, alleviating recency
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bias. We verify that margin loss enhances the network’s ability to distinguish between new and old
knowledge by visualizing the high-dimensional features extracted from SRII, as seen in Figure [I0]
For a fair comparison, we uniformly trained 10 base classes and 10 incremental classes using the
ResNet-18 network as the backbone in combination with the CIFAR100 dataset to observe the ability
of SRII with and without margin loss to discriminate between new and old knowledge. As the last
convolutional layer of the deep neural network contains the richest spatial and semantic information
and is often used for classification visualization, we extract the high-dimensional features of the
last convolutional layer of the SRII to demonstrate the network’s discrimination between new and
old knowledge based on the PCA dimensionality reduction, as seen in Figure[I0] Without margin
loss, the distribution space of the old class is confused with the distribution space of the new class in
Figure[I0[(a)(b). In addition, Figure[I0fc) shows the suppression of “recency bias” by margin loss,
which is achieved by separating the decision boundaries of new and old classes to achieve “inter-class
separation and intra-class aggregation”. Compared to the baseline without margin loss, the network
with margin loss better separates the samples of new and old classes, and the samples within each
class are more compact.

5 Stages Recognition Accuracy On minilmageNet
Stage 2 ' Stage 3 Stage 4 Stage 5
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Figure 9: Ablation study of margin loss.
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Figure 10: Distribution of knowledge in three cases. PCA-1 is the x-axis and PCA-2 is the y-axis.
Figure (a) shows the initial distribution of new and old knowledge on the CIFAR100 dataset that
has just completed the phase of isolated learning (green denotes new knowledge, orange denotes old
knowledge, and there are 10 categories for new and old knowledge). Figure (b) is the new and old
knowledge distribution state after integration training without margin loss constraint. Figure (c) is the
integration result after training with margin loss constraint. Figure (c) separates better than Figure
(b), with “inter-class separation and intra-class aggregation”. PCA is used for visualization.

In Table [5]and Table [ we discussed the ablation experiments on margin loss. As a baseline, the
margin loss will be taken out of the whole SRII. Then, 10 stages of incremental experiments will be
run with the CIFAR100 and minilmageNet datasets to see how it affects the performance of SRII.
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SRII(—Ljs) denotes the absence of margin loss. “Avg.” denotes the average accuracy of 10 stages
with CIFAR100 or minilmageNet.

Table 5: Ablation study accuracy of margin loss on CIFAR100

Number of classes(10 Stages)
10 20 30 40 50 60 70 80 90 100 Avg.

SRII(—Lyr) 889 8245 79.15 76773 7250 6821 63.69 59.74 56.27 5452 70.22
SRII 90.5 855 8252 80 76.08 72.11 68.74 64.14 61.97 60.25 74.18
Gains 1.6t 3.05t 3371 327t 3.58F 391 5.051 441 5717 5737 3.961

Method

Table 6: Ablation study accuracy of margin loss on minilmageNet

Number of classes(10 Stages)
10 20 30 40 50 60 70 80 90 100 Avg.

SRII(—Ly) 919 833 80.53 77.63 7344 69.15 6445 6051 57.1 5487 71.29
SRIT 923 87.69 84.18 81.57 7757 73.84 7104 67.36 64.19 62.48 76.22
Gains 041 4391 3.651 3941 4.131 4.691 6591 6.85F 7.097 7.611 4.931

Method

Random increase and decrease ablation study. To better analyze and evaluate the impact of the
SRII components, the table of random increase and decrease ablation study with two components of
sustainable regional isolation (RI) and regular term L, is supplied, as shown in Table

Table 7: Random increase and decrease ablation study of each component on CIFAR100. RI denotes
regional isolation, Lj; denotes margin loss, and Final Acc.] denotes the decline of recognition
accuracy in the last stage compared with baseline SRII. The best results are marked in bold, and the
worst results are marked in red.

Variations Number of classes(10 Stages) Avg  Final
RI Ly 10 20 30 40 50 60 70 80 90 100 Acc. Acc.

88.6 78.60 72.66 67.55 6394 6125 584 5436 5235 49.68 64.74 10.57

v 88.5 8194 76.73 70.74 6829 6651 6233 5921 55.65 5243 6823 7.82

v 88.9 8245 79.15 76.73 7250 6821 63.69 59.74 56.27 5452 7022 5.73
v v 905 855 8252 80 76.08 72.11 68.74 64.14 6197 60.25 74.18 —

Through the ablation study of components to analyze the impact of each component. It is primarily
necessary to underline that performance degradation emerges regardless of the missing components,
which substantiates that each component of SRII is necessary. Table [7]reflects the importance of RI
and L), in that removing RI or L), brings about 7.82% and 5.73% of the final performance drop
as well as 5.95% and 5.95% average performance drop, respectively. Additionally, the elimination
of RI and L), at the same time puts the model under the most severe loss, 10.57%. In one word,
all components of SRII play a positive role, among them regional isolation is an important link to
alleviate “catastrophic forgetting”.
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