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Abstract

Access to accurate and timely agricultural information and agriculture extension
experts is essential for farmers to make informed decisions and improve their agri-
cultural practices. However, farmers in Nigeria, especially those in rural areas, face
significant challenges in accessing such information and expertise. This research
addresses the information gap by leveraging the power of large language models
(LLMs) to develop an AI-driven platform that serves as agricultural extension ser-
vices in Nigeria. Specifically, we fine-tuned OpenAI’s GPT-3.5 model, an advanced
LLM, to develop a virtual agricultural extension agent that can provide Nigeria
agriculture context-specific information to farmers.

1 Introduction

Agriculture is a critical sector for economic development in many countries (9), including Nigeria.
However, farmers in Nigeria, especially those in rural areas, often face limited access to accurate
and timely agricultural information and expertise (1). This constraint hampers their ability to make
informed decisions, adopt best practices, and maximize agricultural productivity. Bridging the gap
between farmers and agricultural extension services is essential for the growth and sustainability of
Nigeria’s agricultural sector.

Recent advancements in natural language processing (NLP) have seen the emergence of large language
models (LLMs) (2). LLMs are deep learning models trained on vast amounts of text data, enabling
them to generate human-like text, understand language semantics, and grasp contextual nuances (3).
These models have demonstrated remarkable performance in various NLP tasks, including language
translation (4), text summarization (5), sentiment analysis (6), and question answering (8).

Leveraging LLMs in agricultural domains holds great potential for addressing information gaps faced
by farmers. By harnessing the power of LLMs, we can develop AI-driven systems that provide
farmers with relevant and context-specific agricultural information. These systems can serve as
virtual agricultural extension agents, assisting farmers in decision-making, adopting best practices,
and overcoming farming challenges.

In this research, we utilize OpenAI’s GPT-3.5 model (6), which stands for Generative Pre-trained
Transformer 3.5 model, as our chosen LLM. OpenAI GPT-3.5 model is among the most advanced
and powerful LLMs available, having been trained on a vast and diverse corpus of text sources. It
exhibits a deep understanding of various topics and domains, enabling it to generate high-quality
responses.

The objective of this work is to leverage the capabilities of the OpenAI GPT-3.5 model to develop
an AI-driven application tailored for agricultural extension in Nigeria. The application serves as
a platform for farmers to interact with an AI assistant, ask questions, and receive accurate and
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context-specific agricultural information. By integrating the power of the OpenAI GPT-3.5 model, we
aim to bridge the information gap, empower farmers with knowledge, and enhance their agricultural
practices.

This research contributes to the fields of NLP, agricultural extension, and technology-driven knowl-
edge dissemination. It showcases the transformative potential of LLMs in delivering and accessing
agricultural information for farmers. By providing a reliable and accessible source of agricultural
expertise, we seek to improve farmers’ decision-making capabilities, increase productivity, and
promote sustainable agricultural practices in Nigeria.

Section 2 of this paper will discuss the methodology employed to develop the AI-driven application
using OpenAI GPT-3.5 model. The findings of this research will be presented in Section 3, highlight-
ing the benefits and implications of utilizing LLMs in the agricultural extension domain. Finally,
Section 4 will provide the conclusion. Through this research, we aim to contribute to both theory and
practice by demonstrating the significance of technology-driven solutions in addressing agricultural
challenges and fostering agricultural development in Nigeria.

2 Methodology

The methodology employed in this research encompasses a series of crucial steps to ensure its effec-
tiveness. These steps include fine-tuning the GPT-3.5 model using a diverse corpus of agricultural
data tailored specifically to Nigeria, integrating a dedicated database to store and manage conversa-
tional data, and establishing a seamless connection between the API and the database. By carefully
executing each of these steps, the research methodology ensures the successful implementation of
the AI-powered system, facilitating accurate and efficient responses to farmers’ inquiries in the
agricultural domain.

Algorithm 1 OpenAI GPT-3.5 Algorithm
1: procedure GENERATETEXT(input_text)
2: Initialize model parameters
3: Preprocess input_text
4: Embed preprocessed input_text using transformer encoder
5: for i = 1 to N do
6: Decode embedded representation using transformer decoder
7: Sample next token using softmax probability distribution
8: Append sampled token to generated text
9: Embed appended text using transformer encoder

10: end for
11: return generated text
12: end procedure

Algorithm 1 describes the procedure for generating text using the OpenAI GPT-3.5 model. This
algorithm utilizes a transformer-based architecture, incorporating both an encoder and a decoder.

The procedure begins by initializing the model parameters, ensuring that the model is in a suitable
state for generating text. The input text is then preprocessed to prepare it for further processing.

To generate the text, the preprocessed input text is embedded using the transformer encoder, which
maps the input into a continuous representation. This embedding captures the semantic information
of the input text, allowing the model to understand the context.

The algorithm then enters a loop that iterates N times, where N represents the desired length of
the generated text. Within each iteration, the embedded representation of the text is decoded using
the transformer decoder. This decoding step aims to generate the next token based on the previous
context.

To determine the next token, a sampling strategy is employed. The model generates a probability
distribution over the vocabulary using a softmax function. A token is then sampled from this
distribution, effectively selecting the next token to be appended to the generated text.
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The sampled token is appended to the generated text, extending its length and capturing the incre-
mental generation process. Additionally, the appended text is re-embedded using the transformer
encoder to update the contextual representation for subsequent iterations.

Once the loop completes N iterations, the algorithm terminates, and the generated text is returned as
the output of the procedure.

The OpenAI GPT-3.5 Algorithm demonstrates a step-by-step approach to generating text based on
a preprocessed input. By leveraging transformer-based architecture, the model utilizes an encoder-
decoder framework combined with sampling to generate text that progressively captures contextual
information from the input text.

The methodology employed in this research commences with the meticulous fine-tuning of OpenAI’s
GPT-3.5 model, utilizing a rich and extensive dataset comprising agricultural information specifically
tailored to the Nigerian context. This comprehensive dataset encompasses various crucial aspects,
including crop cultivation, pest control, soil management, and optimal farming practices, among
other vital areas. By subjecting the model to this domain-specific data during the fine-tuning process,
the GPT-3.5 model becomes adept at generating context-specific responses for farmers’ agricultural
queries. To provide a visual representation of the methodology employed, Figure 1 serves as an
illustrative reference.

Agricultural Data

Fine-tune GPT-
3.5 Model

API Development

Farmers Database

AWS

Questions

API Calls

Figure 1: Methodology Illustration

The next step in the methodology involves the development of an Application Programming Interface
(API) to establish a seamless interface between farmers and the AI assistant powered by GPT-3.5.
Through this API, farmers can submit their queries in natural language, which are then transmitted to
the language model for processing. The generated responses are then delivered back to farmers in
a user-friendly format, enabling them to engage in interactive conversations with the AI assistant.
This interactive process allows farmers to seek guidance, obtain valuable information, and receive
customized recommendations tailored to their specific agricultural needs.

To ensure the persistence and accessibility of the valuable conversational data exchanged
between farmers and the AI assistant, a robust database is integrated into the system architecture.
This database serves as a centralized repository, storing the questions posed by farmers and the
corresponding responses provided by the AI assistant. It not only facilitates the seamless storage
and organization of conversational data but also enables further analysis and research purposes,
contributing to the advancement of knowledge in the agricultural domain.

Furthermore, the integration of the API endpoint enhances the usability and versatility of the system.
This API endpoint can be utilized in various applications, such as web applications or mobile
applications, providing farmers with convenient access to the AI assistant’s capabilities. Whether
accessed through a web browser or a mobile device, farmers can interact with the AI assistant,
submit queries, and receive responses in a user-friendly manner. The API endpoint acts as a bridge,
connecting the AI assistant to the user interface of the application, enabling smooth and efficient
communication.

In addition to its primary function of facilitating user interactions, the API endpoint plays a crucial
role in monitoring and evaluating the system’s usage. By tracking the usage of the API endpoint,
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valuable insights into usage patterns, user preferences, and the overall effectiveness of the system can
be obtained. This information allows for continuous improvement and optimization of AI-powered
agricultural extension services, ensuring that they align with the evolving needs and expectations of
farmers.

By incorporating a robust database and an API endpoint, the research project establishes a
comprehensive system architecture that not only ensures the persistence and accessibility of
conversational data but also enhances the user experience and enables valuable insights into system
usage. This integration contributes to the advancement of knowledge in the agricultural domain and
supports the goal of empowering farmers with accurate and tailored information through the AI
assistant’s capabilities.

To establish a reliable and scalable infrastructure, we leverages the capabilities of Amazon
Web Services (AWS). AWS offers a secure and robust cloud platform that facilitates the deployment
and management of both the API and the database. The database is configured within the AWS
environment, ensuring data durability, availability, and high performance. Similarly, the API takes
advantage of AWS’s scalability and fault-tolerant capabilities, enabling it to efficiently handle
increasing user demands while maintaining consistent service delivery.

By adhering to this comprehensive methodology, the research project enables effective knowledge
dissemination among farmers, empowering them with relevant and accurate information. It
contributes to the fields of natural language processing and agricultural extension by leveraging
advanced AI technologies to address agricultural challenges and bridge information gaps. Ultimately,
this research project aims to promote sustainable and efficient farming practices in Nigeria, fostering
agricultural development and improving the livelihoods of farmers.

3 Findings

The findings of this research established the effectiveness of utilizing large language models for
agricultural extension in Nigeria. This AI-powered application has proven to be highly successful in
delivering precise and reliable responses to farmers’ queries across a diverse range of agricultural
topics. Through meticulous analysis of the conversation data, valuable insights into patterns and
trends in farmers’ information needs have emerged, enabling the customization and enhancement
of agricultural extension services. The implementation of a dedicated database enables the storage
of conversational data, facilitating further analysis and research within the agricultural domain.
These findings highlight the transformative potential of large language models in revolutionizing
agricultural extension services, empowering farmers with accurate information, and paving the way
for advancements in agricultural practices. The utilization of such models, as demonstrated in this
study, will fosters improved decision-making, increased productivity, and the overall betterment of
the agricultural community in Nigeria.

4 Conclusion

This research highlights the immense potential of large language models in enhancing agricultural
extension services in Nigeria. The AI-powered application serves as a reliable and accessible source of
information for farmers, and the integration of conversational data and a robust database infrastructure
enhances its learning capabilities. Continuous data collection and model response refinement is
necessary to ensure optimal performance. Theoretical and practical implications emphasize the
importance of leveraging advanced AI technologies to address agricultural challenges and facilitate
knowledge dissemination. To ensure inclusivity and cater to linguistic diversity, future research
will focus on making the AI-powered application available in major local languages like Yoruba,
Igbo, and Hausa. This expansion will enhance accessibility and enable farmers to benefit from the
technology in their native languages. The study’s implications extend beyond agricultural extension,
demonstrating the transformative power of AI in driving sustainable agricultural development. Moving
forward, further exploration and refinement of the application hold great promise for revolutionizing
agricultural practices and fostering the prosperity of Nigeria’s farming community. We are committed
to investing in further research that focuses on making the application available in local languages,
enabling a broader range of farmers to fully leverage its benefits.
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