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ABSTRACT

Text-to-image generative models like DALL-E and Stable Diffusion have revo-
lutionized visual content creation across various applications, including adver-
tising, personalized media, and design prototyping. However, crafting effective
textual prompts to guide these models remains challenging, often requiring ex-
tensive trial and error. Existing prompt inversion methods, such as soft and hard
prompt techniques, suffer from issues like limited interpretability and incoherent
prompt generation. To address these limitations, we introduce Visually Guided
Decoding (VGD), a gradient-free approach that leverages large language models
(LLMs) and CLIP-based guidance to generate coherent and semantically aligned
prompts. VGD utilizes the robust text generation capabilities of LLMs to produce
human-readable prompts while employing CLIP scores to ensure alignment with
user-specified visual concepts. This method enhances the interpretability, general-
ization, and flexibility of prompt generation without the need for additional train-
ing. Our experiments demonstrate that VGD outperforms existing prompt inver-
sion techniques in generating understandable and contextually relevant prompts,
facilitating more intuitive and controllable interactions with text-to-image models.

1 INTRODUCTION

I want to create picture of delicious 
food like this:

This is the picture of ‘food artistry 
meets French luxurious living: 
Glimpse lured gourmand Jérôme 
intermixed plat du jour specially 
created cand’.

What if it was made by McDonald?

Figure 1: Visually Guided Decoding
(VGD) works with any LLM without
extra training, making it easy to inte-
grate into a chat-based interface that of-
fers interpretable and controllable text-
to-image generation.

In recent years, image generative models such as DALL-
E and Stable Diffusion have shown remarkable success
in generating high-fidelity images (Ramesh et al., 2022;
Rombach et al., 2022; Podell et al., 2024). These mod-
els have been widely used in a variety of applications,
including visual content generation (e.g., advertisement,
movie, game), personalized content generation (e.g., car-
icature, photo editing), and also prototyping (e.g., archi-
tecture and product design). Previous studies have shown
that, just as humans can draw an image of an object solely
based on detailed descriptions (e.g., criminal composite
sketch), generative models can generate images of ob-
jects using a well-crafted prompt, even if they have not
been trained on those specific objects (Gal et al., 2023;
Everaert et al., 2023).

A well-known drawback of these approaches is the dif-
ficulty in finding a textual description (a.k.a., prompt)
that effectively guides the generation of the desired visual
content (Hao et al., 2024). For example, to create a culi-
nary masterpiece (see Figure 1), one should have good
knowledge of exquisite cooking styles such as French cui-
sine or molecular gastronomy. Without the expertise to
craft precise prompts, users have to rely on laborious trial
and error to generate the desired images. Automation of
the prompt generation process will reduce the time and
effort required to generate the desired image.
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Target Image VGD (Ours)Soft Prompt Inversion Conventional Hard Prompt Inversion

Lioness and her cub sniff up close; a 
vibrent sun rose above them; they're 
set against a thicker, shorter and spiki

lovely parents admiration lips touch takelesson
rogworldcup abstractillustrious animal discipline
lions vulnerable strife orin thucricketer cardinals
cats djokerultimatefanultimatefanodi fifaworldcup
strides climate cancer soldiers💰 tshirts

A photo of 𝑆∗

Not Interpretable Less Interpretable Fully Interpretable

Figure 2: VGD generates fully interpretable prompts that enhance generalizability across tasks and
models in text-to-image generation.

(a) Training-based Prompt Inversion (b) Gradient-free, Visually Guided Hard Prompt Inversion (Ours)
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Figure 3: While conventional prompt inversion techniques update prompt embeddings through
gradient-based optimization and quantization, VGD is a gradient-free technique that utilizes large
language models and CLIP to generate relevant sentences.

To address the difficulty in finding the prompt, soft prompt inversion techniques have been pro-
posed (Gal et al., 2023; Kumari et al., 2023; Ruiz et al., 2023; Voynov et al., 2023). In these ap-
proaches, following the prompt learning works in natural language processing (Li & Liang, 2021;
Lester et al., 2021; Liu et al., 2022), an image is transformed into the embedding vector. While this
so-called soft prompt contains useful information about the image, since it is a string of numbers, it
is not human-readable and hence users cannot handle it easily (see Figure 2).

Recently, to mitigate the lack of interpretability and generalization capability, hard prompt inversion
has been proposed (Mahajan et al., 2024; Wen et al., 2024). In this approach, soft prompts (embed-
ding vectors) are projected to the nearest neighbors in a predefined vocabulary (see Figure 3 (a)).
Specifically, the learnable input vectors for the conditioning network (Radford et al., 2021) in Stable
Diffusion are trained to reconstruct user-provided images through an iterative de-noising process
(a.k.a., reverse diffusion process) and then mapped to the nearest word embedding in the model’s
vocabulary. During this training process, the long gradient path in the reverse diffusion process to
the input prompt often results in a vanishing gradient problem. Further, since the hard prompt is
a simple collection of words (see Figure 2), it is difficult to identify which words are essential in
generating the desired images.

An aim of this paper is to propose a technique that generates a fully interpretable prompt. Essence of
our technique, henceforth referred to as visually guided decoding (VGD), is to generate contextually
meaningful sentence for hard prompt through the token generation process of large language models
(LLMs) (Ouyang et al., 2022; Touvron et al., 2023). To this end, during the token generation
process, we employ CLIP to align the generated token with the provided images (see Figure 3
(b)). The benefit of the proposed approach is that one can fully understand the meaning of the
prompt (interpretability) and synthesize image for various applications (generalizability) (e.g., style
transfer, image editing, and image variation) with greater control over the output image (flexibility).
Since VGD seamlessly stitches LLMs and text-to-image models without the need for training (i.e.,
gradient-free), VGD provides a flexible and efficient solution for chat-interfaced image generation
services using LLM (e.g., DALL-E extension on ChatGPT) (see Figure 1).

In our experiments, VGD qualitatively and quantitatively achieves state-of-the-art (SOTA) perfor-
mance, demonstrating superior interpretability, generalizability, and flexibility in text-to-image gen-
eration compared to previous soft and hard prompt inversion methods. We also show that VGD is
compatible with various LLMs including LLaMA2, LLaMA3 and Mistral.
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2 BACKGROUND AND RELATED WORKS

2.1 CLIP MODEL

CLIP model aligns semantically related visual and textual content within a shared representation
space (Radford et al., 2021). It comprises an image encoder CLIPimgp¨q and a text encoder CLIPtxtp¨q.
The image encoder encodes an input image I into a visual embedding fimg “ CLIPimgpIq. Simi-
larly, The text encoder processes the input text T “ rxtxt

1 , xtxt
2 , ..., xtxt

N s, yielding a textual embedding
ftxt “ CLIPtxtpT q. CLIP is trained using a contrastive learning approach that maximizes the sim-
ilarity between ftxt and fimg for matched sentence-image pair, while minimizing the similarity for
unmatched pairs. The similarity is defined as:

Simpftxt, fimgq – s ¨
ftxt ¨ fimg

}ftxt}2}fimg}2
(1)

where s is a scalar scaling factor. Then, the training objective of CLIP is formulated as:

Maximize
CLIPimg,CLIPtxt

logP pT |Iq ` logP pI|T q , (2)

P pT |Iq “
exp pSimpftxt ¨ fimgqq

řB
j“1 exp

`

Simpftxtj ¨ fimgq
˘
, P pI|T q “

exp pSimpftxt ¨ fimgqq
řB

j“1 exp
´

Simpftxt ¨ fimgj q

¯ , (3)

where B indicates the number of text-image pairs in the mini-batch.

2.2 TEXT-TO-IMAGE DIFFUSION MODEL

Text-to-image models generate an image I that maximizes P pI|T q given textual description T .
Modern text-to-image models, such as Stable Diffusion, are based on Latent Diffusion Model
(LDM), which usually takes CLIP text embedding ftxt as a condition to generate an image. The
output of LDM, denoted as ϵθpzk, ftxt, kq, represents the predicted denoising result after k diffusion
steps, starting from a random Gaussian noise zk conditioned on ftxt. The training objective of LDM
is as follows:

LLDM “ Eϵ,z,ftxt,k

“

∥ϵ ´ ϵθpzk, ftxt, kq∥22
‰

, (4)

where ϵ „ Np0, Iq indicates the noise used to corrupt clean latent variables. Our goal is to find the
optimal text condition T that yields the image containing desired visual concepts.

2.3 PROMPT INVERSION

Soft Prompt Inversion Following prompt-tuning approach Li & Liang (2021), Soft Prompt In-
version techniques (Gal et al., 2023; Kumari et al., 2023) extend the vocabulary of the model with a
new special token S˚, which embeds the objects from the provided images. During the generation
process, the continuous embedding vector of S˚ is prepended to the embeddings of the input text
tokens (e.g., “A photo of S˚”, “A rendition of S˚”) and then used as an input to the LDM model.
While effective in generating specific visual concepts, the soft prompt is in continuous vector form
which is not human-readable and difficult for users to modify to generate desired images.

Hard Prompt Inversion To mitigate the limitations of Soft Prompt Inversion, PEZ (Wen et al.,
2024) and PH2P (Mahajan et al., 2024) have recently introduced hard prompt (discrete prompt) in-
version approaches. On top of the soft prompt inversion methods, hard prompt inversion methods
leverage projected gradient descent as a quantization technique to produce the learned soft prompt
within the word embedding space. These hard prompts, once generated, often appear as a disjointed
collection of words (commonly referred to as the incoherence problem), making it difficult to de-
termine which words need to be modified to generate the desired images. Moreover, hard prompt
inversion involves a complex training process due to discrete optimization and multi-stage pipelin-
ing. VGD does not need for gradient-based optimization, reducing computational requirements and
streamlining the process.

3
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User Input

“Please generate the prompt to 
generate the image through 
Stable Diffus ion for the image.”

LLM Prompt

VGD: Visually Guided Decoding (Ours)

LLM

CLIP
Text

Encoder

CLIP
Image
Encoder

𝑥! 𝑥" 𝑥# 𝑥$ 𝑥%

𝑃&'() 𝐼|𝑥!:+

𝑃'', 𝑥!:+ Generated Image

LDM

User’s Textual Instruction

“A tiger with ”

Generated Hard Prompt User’s Intention
𝑥+

𝑥! 𝑥" 𝑥# 𝑥$ 𝑥% 𝑥+

“I want to draw a tiger 
with this drawing style”

Figure 4: Overview of the proposed hard prompt inversion method, VGD, which seamlessly inte-
grates LLM, CLIP, and LDM for user-friendly image generation process.

Image Captioning One might think that generating an image directly from captions produced by
large multi-modal models (LMMs) (Li et al., 2022; 2023; Alayrac et al., 2022; Liu et al., 2024)
would be an alternative option to the hard prompt inversion. However, LMM-generated captions of-
ten lack the fine details necessary for detailed image synthesis control. To complement the missing
information, prompt generation services like CLIP-Interrogator 1 have been introduced to comple-
ment image captioning models such as LLaVA (see Appendix A.4 for more details).

3 GRADIENT FREE PROMPT INVERSION WITH LANGUAGE MODELS

3.1 INTERPRETABILITY DEGRADATION OF PREVIOUS HARD PROMPT INVERSION

The goal of hard prompt inversion is to determine the text prompt T “ rxtxt
1 , xtxt

2 , ..., xtxt
N s that maxi-

mizes the LDM’s probability P pI|T q for a target image I (where typically N ď 77), with each xtxt
i

selected from the model’s vocabulary. By applying Bayes’ theorem, this objective can be reformu-
lated as:

P pI|T q “
P pIqP pT |Iq

P pT q
. (5)

Since the prior probability of the image P pIq is independent of T , finding the optimal T̂ is equivalent
to finding T that maximizes P pT |Iq{P pT q, expressed as:

T̂ “ argmax
T

P pT |Iq

P pT q
. (6)

As indicated in Eq. 6, the inversion process maximizes P pT |Iq (a.k.a., image captioning objective)
while simultaneously minimizing the prior probability of text, P pT q. Minimizing P pT q can cause
the hard prompt T to contain uncommon or awkward phrasing, leading to reduced interpretability.
We suggest that this is the primary reason why existing hard prompt inversion techniques exhibit
lower interpretability compared to our approach (see Section 4.3 for qualitative comparison).

3.2 VISUALLY GUIDED DECODING

Step 1 - Problem Formulation Our goal is to find an interpretable text prompt without training
prompt embeddings, using the gradient-free approach. Inspired by the noisy channel model (Ju-
rafsky, 2000; Brown et al., 1993), widely used in machine translation and speech recognition, we
model the prompt discovery process by integrating an LDM objective with a regularization term for
language modeling. The objective is formulated as:

T̂ “ argmax
T

P pI|T qP pT q
α
, (7)

where α is a hyperparameter that balances the influence of P pI|T q and P pT q.
1https://github.com/pharmapsychotic/clip-interrogator
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Step 2 - Approximation with CLIP Score Computing P pI|T q by forward and reverse diffusion
processes at each token generation step is computationally intractable. To alleviate this computa-
tional burden, we approximate P pI|T q using CLIP, such that P pI|T q « PCLIPpI|T q. We assert that
this approximation is justified by the fact that Stable Diffusion utilizes the frozen CLIP text encoder.
We empirically show that when a CLIP model different from the one aligned with Stable Diffusion
is used, the approximation no longer holds, leading to a decline in performance (see Section 4.4 for
the ablation study on CLIP image encoders).

In addition, we leverage an external language model such as LLaMA (Touvron et al., 2023) to model
the P pT q « PLLMpT q. This leads to our main objective:

T̂ “ argmax
T

PCLIP pI|T qPLLM pT q
α
. (8)

Step 3 - Token-by-Token Generation We can further express Eq. 8 using a left-to-right decom-
position of the text probability PLLMpT q:

PCLIP
`

I|xtxt
1:N

˘

N
ź

i“1

PLLM
`

xtxt
i |xtxt

1:i´1

˘α
. (9)

This decomposition facilitates token-by-token text generation using a beam search decoding strat-
egy (Anderson et al., 2017; Post & Vilar, 2018; Hu et al., 2019; Holtzman et al., 2020). Specifically,
we iteratively select the i-th token xtxt

i that maximizes the objective, Eq. 9, given previous tokens
xtxt
1:i´1. In doing so, VGD generates prompts that are semantically aligned with the target image (via

CLIP), linguistically coherent, and interpretable (via LLM).

3.3 IMPLEMENTATION OF VISUALLY GUIDED DECODING

LLM Prompting Instead of fine-tuning the LLM for each image generation task, we design spe-
cific system and user prompts tailored to different tasks. The LLM is then queried to generate tokens
as if it were creating text prompts for text-to-image models (see Appendix A.1 for details).

Beam Initialization Providing the LLM with image-related words at the start of the generation
process increases the probability of generating tokens that align with the image in subsequent steps.
To achieve this, we first compare all text embeddings ftxt in the CLIP vocabulary with the target
image embedding fimg, selecting the top-M tokens xtxt

1:M as the initial input prefix for the LLM.
Empirically, we find that even M “ 1 is sufficient for VGD. This process is computationally efficient
since all text embeddings can be precomputed.

Beam Expansion and Pruning Since CLIP does not provide next-token probabilities, we select
beam search candidates using the LLM’s next-token prediction results. Specifically, we expand each
beam by appending K next-token candidates with the highest probabilities PLLMpxtxt

i |xtxt
1:i´1q. We

then prune the expanded beam candidates (K2 candidates from K beams) to retain only K beams
based on the combined score. Unless otherwise specified, we set K “ 10 for the experiments.

Beam Search Termination The beam search terminates when either 1) beam expansion fails to
improve the score (Eq. 9), or 2) a pre-determined maximum prompt length is reached. The final
result T̂ is selected among the candidates based on the score.

4 EXPERIMENTS

4.1 SETUP

Datasets We conduct experiments on four datasets with diverse distributions: LAION-
400M (Schuhmann et al., 2021; 2022), MS COCO (Lin et al., 2014), Celeb-A (Liu et al., 2015),
and Lexica.art 2. Following PEZ (Wen et al., 2024), we randomly sample 100 images from each
dataset and evaluate prompt inversion methods across 5 runs using different random seeds. See
Appendix A.3 for more details.

2https://huggingface.co/datasets/Gustavosta/Stable-Diffusion-Prompts
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Table 1: Image quality (CLIP-I score) and prompt quality (BERTScore) comparison.

Method #Tokens LAION MS COCO Celeb-A Lexica.art MS COCO (BERTScore) Lexica.art (BERTScore)

CLIP-I Score Precision Recall F1 Precision Recall F1

Textual Inversion 1 0.388 0.569 0.522 0.697 - - - - - -

LLaVA-1.5 32 0.513 0.642 0.463 0.580 0.914 0.918 0.916 0.858 0.780 0.817
+ CLIP Interrogator „77 0.540 0.685 0.511 0.762 0.794 0.898 0.843 0.818 0.819 0.819

LLaVA-1.5 + VGD 32 0.573 0.718 0.546 0.769 0.831 0.879 0.854 0.835 0.793 0.813
„77 0.569 0.724 0.544 0.785 0.800 0.874 0.835 0.810 0.794 0.802

PEZ
16 0.538 0.687 0.622 0.743 0.760 0.834 0.795 0.772 0.783 0.777
32 0.530 0.685 0.619 0.745 0.736 0.830 0.780 0.752 0.784 0.768
64 0.507 0.670 0.584 0.728 0.715 0.825 0.766 0.734 0.783 0.758

VGD (Ours)

16 0.484 0.650 0.482 0.700 0.833 0.862 0.847 0.827 0.779 0.802
32 0.493 0.670 0.506 0.735 0.818 0.868 0.842 0.816 0.786 0.801
64 0.511 0.678 0.514 0.753 0.787 0.863 0.823 0.799 0.789 0.794

„77 0.510 0.678 0.513 0.754 0.788 0.864 0.824 0.801 0.791 0.795

Friedrich, sunset on the coast of Italy, golden light on the blue waters 
with a distant lime-green-yellow sun, two people in yellow life

A flying horse with pure wings sinks within glistening night waters

Parliament, tall majestic clock tower stands proudly skyward. Smaller clock face 
shows hour hand pointing to eleven o clock, minute hand inches forward

The moon casts a warm golden shade, illuminating beautiful mahogony
tree with leaves that sparkle like stars against a nighttime sky colored

cyclists race, pedaling rapidly upwards; people spectate; race is held on a 
smooth, downward gradient.

Dog, blonde, beach chair, tropical resort background, bright color, 
summer style, chihuahu

Target Image Target ImageGenerated Prompt and Images Generated Prompt and Images

animal, tiger in a majestic jump, jumping skyward, jumping animal, 
animal jumping in

Wolf pack deep in winter bliss enveloppings, 2 large wolves, side view, 
lighting - moon shine, in - foresh

Figure 5: Generated images using hard prompts produced by the proposed VGD.

Baselines We compare the proposed method with the hard prompt inversion (PEZ (Wen et al.,
2024)), soft prompt inversion (Textual Inversion (Gal et al., 2023)), LLaVA-1.5 (Liu et al., 2024)
generated caption, and LLaVA-1.5 combined with CLIP-Interrogator. Images are generated with the
Stable Diffusion 2.1-768 model across all comparisons (Podell et al., 2024).

Evaluation Metric We evaluate the quality of the prompt via image embedding similarity between
the target image and an image generated using the generated hard prompt. We call this similarity-
based metric CLIP-I score. To ensure fairness, we utilize different CLIP models for generation
and evaluation: CLIP-ViT-H-14 for generation and larger CLIP-ViT-G-14 for similarity evaluation.
Following (Mahajan et al., 2024), we also compare the contextual similarity between the generated
prompt and the ground-truth annotations (captions) of the target image, using BERTScore (Zhang
et al., 2020) as metric.

4.2 IMAGE GENERATION WITH VGD PROMPTS

In Figure 5, we qualitatively demonstrate that VGD generates realistic and diverse images without
overfitting to the original target image.

Qualitative Evaluation As shown in Table 1, the images generated by VGD are the most similar to
the original images, as measured by the CLIP-I score, even without using a gradient-based optimiza-
tion process like PEZ. When using LLaVA-1.5 as the language model, VGD achieves SOTA CLIP-I
scores across all four datasets, surpassing the strong baseline that exploits an external database
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+

Target

horses running wildly beneath vast, 
colorful oceanswampy

background with rusted hinges for 
a beach, where a group of soph

Artistic picture of a serene boat 
journeying through sparkling 

nighttime skies, casting a golden 
moonlit path ahead of it, as two 

content individuals

Two lovingly photographed swans, 
the water a blessed bluegenesis, 
the swans' forms embracing one 

another within warm sunlight

dawn at the ocean horizon: 
golden-hued waves approach 

slowly beneath scattered clouds 
glowing orange

Generated Prompt and Images Generated Images with Fused Concept

=

+ =

Figure 6: Multi-concept image generation with VGD. We show that the hard prompts obtained from
two different images can be concatenated to fuse the semantic concepts.

Generated Images

“A tiger”

Target Style Generated Prompt

Art style: Dreamy Galactic 
/n

Target Style Generated Prompt

90s art meets anime sci-fi to 
form a fluid fantasy artwork 
painted with vintage warm 
palllets and sharp cyberp

“The streets 
of Paris”

“A rocket”

Styles:

Figure 7: Decoded hard prompt for style transfer. Given several sample images with the same style,
we can extract the style with a hard prompt and transfer it to other objects or scenes.

(LLaVA 1.5 + CLIP Interrogator) by a considerable margin. Furthermore, unlike PEZ, VGD ex-
hibits a positive correlation between the CLIP-I score and the number of tokens, highlighting the
effectiveness of VGD’s token-by-token generation process.

Multi-concept Generation VGD is capable of fusing multiple concepts from different images
without additional effort. For each image with its own distinct concept, we individually extract
prompts and concatenate them to generate a single image that combines their concepts. Figure 6
presents two examples of multi-concept generation, illustrating that VGD accurately extracts the
key elements from each image so that the generated image can contain multiple concepts without
omitting any. We show the example of multi-concept generation of 5 images with VGD and PEZ in
Figure 21 of the Appendix.

Style Transfer VGD can also be easily adapted to style transfer. Given several examples (typically
4 images) that share the same style, we extract their shared style characteristics as a single hard
prompt and use this prompt to apply the style to new objects or scenes. Figure 7 shows two examples
of style transfer, demonstrating that VGD correctly embeds the shared style elements in the prompt,
which can be easily combined with new objects.
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4.3 QUALITY OF VGD PROMPTS

Quantitative Evaluation To assess the coherence of generated prompts, we measure the
BERTScore between the prompts generated by each method and the ground-truth captions. As
shown in Table 1, VGD achieves a significant improvement in BERTScore compared to PEZ, espe-
cially when using more than 64 tokens. Although LLaVA-based baselines show higher BERTScore,
their CLIP-I scores are worse than those of VGD. This implies that the LLaVA captions fail to de-
scribe the target image in detail, even though the text itself may be semantically similar to ground-
truth captions.

Interpretability When a prompt closely aligns with the image content and is interpretable by
humans, it becomes easier for users to modify the image in the desired direction by making slight
edits to the prompt. To evaluate the interpretability of the generated prompts, we make minimal
modifications to the prompt and observe the effects. For example, we change “winter” to “spring”
and see if the generated image successfully reflects the change. As illustrated in Figure 9, we
compare VGD with previous gradient-based prompt inversion techniques, namely PEZ (hard) and
Textual Inversion (soft).

The results indicate that VGD exhibits superior interpretability. When we adjust the number of
objects, background elements, atmosphere (seasons), and species in the prompt, VGD successfully
incorporates these changes. The relevant terms are already present in the original prompt, enabling
accurate image generation with the modified prompts. In contrast, the competitors struggle to pro-
duce the desired outcomes. For instance, when we try to generate four wolves, both PEZ and Textual
Inversion fail to change the number of wolves included.
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Figure 8: Prompt distillation
on Lexica.art dataset.

Prompt Distillation We can also utilize prompt inversion to re-
duce the length of prompts while preserving their capability, a.k.a.
prompt distillation. Long prompts may contain redundant and
unimportant information, especially when hand-crafted. This be-
comes problematic, particularly when there exists a limit on the
number of tokens that the model can process. Using VGD, we
can generate a shorter prompt that preserves the key aspects of the
original prompt. As illustrated in Figure 10, the images generated
with distilled prompts are very similar to the original image. In
addition, images generated with distilled prompts do not show sig-
nificant performance degradation on CLIP-I score compared to the
original prompt, as shown in Figure 8.

4.4 EFFECT OF CLIP AND LANGUAGE MODEL

Table 2: Comparison of VGD variants.

Model CLIP Score BERTScore

Precision Recall F1

VGD 0.735 0.816 0.786 0.801

LLM only 0.487 0.811 0.773 0.791
CLIP only 0.768 0.727 0.779 0.751

Table 3: Ablation on CLIP models.

CLIP Model #Tokens CLIP Score

laion/ViT-H-14 (original) 32 0.735

openai/ViT-B-32 32 0.655
openai/ViT-L-14 32 0.626

Role of CLIP and LLM To investigate the effect of using both CLIP and LLM, we modify VGD
in two ways and compare these variants on the Lexica.art dataset. In the ‘LLM only’ variant, VGD
selects the next token based solely on PLLMpxtxt

i |xtxt
1:i´1q without considering CLIP score, operating

like typical LLM text decoding. In the ‘CLIP only’ variant, VGD determines the next token using
only the CLIP model. Table 2 shows that the ‘LLM only’ variant suffers from a drastic performance
degradation in the CLIP score because it does not consider the target image at all. On the other hand,
the ‘CLIP only’ variant achieves the highest CLIP score but the lowest BERTScore, suggesting that
the generated prompt is less coherent and harder to interpret. In comparison, the proposed VGD
demonstrates strong and balanced performance on both the CLIP score and BERTScore.
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Figure 9: Prompt interpretability. With the good interpretability of the prompt, we can modify them
to edit the original image to the desired direction.

CLIP Model Ablation VGD leverages the same CLIP model that is used in the text-to-image
model, Stable Diffusion 2.1. To assess the importance of this alignment, we perform an ablation
study using two alternative CLIP models: openai/ViT-B-32 and openai/ViT-L-14. Ta-
ble 3 shows that using a misaligned CLIP model leads to significant performance degradation. This
highlights the importance of the proper approximation P pT |Iq » PCLIPpT |Iq in the decoding pro-
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Target Image
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official media, 8 k uhd ArtStation cat drinks 
energy drink, concept art, 
wlop, digital painting, tr

Cat drinks energy
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angel concept art from 
deviantart by Donato 

Giancola, Rendered in 
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Cloudscape rendering by 
Adam Paquette, nebula 
gas background, fantasy 

magic angel

Cloudscape render by 
Adam Paquette, fantasy Cloudscape Render

Prompt Distillation ResultsTarget Prompt
(Distillation Ratio)

Figure 10: Prompt distillation results generated by the proposed VGD. With VGD, we can distillate
the hard prompt that can still generate images similar in concept to the original.

Table 4: Ablation on language models.

LLM #Tokens LAION MS COCO Celeb-A Lexica.art MS COCO Lexica.art

CLIP-I Score Precision Recall F1 Precision Recall F1

Mistral-7B
16 0.443 0.615 0.422 0.706 0.808 0.850 0.828 0.815 0.780 0.797
32 0.463 0.656 0.466 0.729 0.803 0.858 0.829 0.808 0.787 0.797
64 0.497 0.680 0.476 0.751 0.783 0.858 0.818 0.791 0.789 0.790

LLaMA2-7B
16 0.484 0.650 0.482 0.700 0.833 0.862 0.847 0.827 0.779 0.802
32 0.493 0.670 0.506 0.735 0.818 0.868 0.842 0.816 0.786 0.801
64 0.511 0.678 0.514 0.753 0.787 0.863 0.823 0.799 0.789 0.794

LLaMA3-8B
16 0.480 0.648 0.521 0.731 0.820 0.861 0.840 0.829 0.784 0.806
32 0.506 0.661 0.540 0.752 0.805 0.864 0.833 0.817 0.790 0.803
64 0.515 0.685 0.543 0.769 0.769 0.858 0.811 0.796 0.794 0.795

cess. When a different CLIP model is used, the approximation no longer holds, leading to a drop in
performance.

Language Model Ablation We conduct an ablation study on the language model using three
different LLMs: Mistral-7B (Jiang et al., 2023), LLaMA2-7B (Touvron et al., 2023), and LLaMA3-
8B (Dubey et al., 2024). As shown in Table 4, although LLaMA3-8B exhibits the best performance,
the overall differences among the models are marginal. This indicates that VGD is not dependent on
the specific language model used, allowing users to choose an LLM that best suits their system.

5 CONCLUSION

This paper tackles the difficulty of creating effective textual prompts for advanced text-to-image
models like DALL-E and Stable Diffusion. Traditional prompt inversion methods often lack inter-
pretability and coherence, limiting their usefulness. We introduce VGD, a gradient-free technique
that combines LLMs with CLIP-based guidance to generate clear and semantically accurate prompts.
VGD enhances prompt interpretability, generalization, and flexibility without requiring additional
training. Our experiments show that VGD outperforms existing methods, producing more under-
standable and contextually relevant prompts. By integrating seamlessly with various LLMs such as
LLaMA2, LLaMA3, and Mistral, VGD provides an efficient and versatile solution for improving
user interactions with text-to-image generative models.
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A DETAILS

A.1 PROMPT SETUP FOR LARGE LANGUAGE MODELS

We use different system and user prompts for different image generation tasks. Tables 5 and 6 show
the prompts used for the experiments.

Table 5: LLM prompt setting for different image generation tasks.

System Prompt

You are a respectful and honest visual description generator for Stable Diffusion text prompt.
Answer in 1 sentence and do not mention anything other than the prompt. Do not mention ‘description’.

User Prompt (Prompt Inversion)

Please generate the diffusion prompt on the given condition containing the objects, people, background,
and the style of the image:

User Prompt (Style Transfer)

Please generate the diffusion prompt of the image style based on the given condition containing the
painting style, color, and shapes of the image:

User Prompt (Prompt Distillation)

Please generate the diffusion prompt within ${max length} tokens so that you can generate same images
with a given prompt: ${target prompt}

Model prompt

Answer: Sure, here is a prompt for stable diffusion within ${model.max length} tokens:

Table 6: LLaVA prompt setting for different image generation tasks.

Prompt (Image Captioning)

USER: ă image ą Describe the scene in this image with one sentence.
ASSISTANT:

Prompt (VGD)

USER: ă image ą Please generate the diffusion prompt containing the objects, people, background and the
style of the image.
ASSISTANT: Sure, here is a prompt for stable diffusion within ${model.max length} tokens:

A.2 HYPERPARAMETERS AND MODELS

The beam width K is set to 10. The balancing hyperparameter α is set to 0.67. For VGD gen-
eration, we used laion/CLIP-ViT-H-14-laion2B-s32B-b79K3. For CLIP-I score evalu-
ation, we used laion/CLIP-ViT-g-14-laion2B-s12B-b42K4. We used Stable Diffusion
stabilityai/stable-diffusion-2-15 for text-to-image model.

A.3 DATASET CHARACTERISTICS

LAION-400M (Schuhmann et al., 2021; 2022) comprises 400 million diverse CLIP-filtered images.
MS COCO (Lin et al., 2014) mainly contains real-life photographs with multiple common objects,

3https://huggingface.co/laion/CLIP-ViT-H-14-laion2B-s32B-b79K
4https://huggingface.co/laion/CLIP-ViT-g-14-laion2B-s12B-b42K
5https://huggingface.co/stabilityai/stable-diffusion-2-1
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whereas Celeb-A (Liu et al., 2015) consists of celebrity portraits. Lexica.art contains AI-generated
paintings with their prompts. While different datasets exhibit different characteristics, VGD works
effectively regardless of the data type.

A.4 CLIP-INTERROGATOR’S APPROACH

CLIP-Interrogator supplements missing details in generated image captions by extensive trial-and-
error approach. Specifically, CLIP-Interrogator augments the caption with additional tokens selected
from a pre-collected bank of 100K keywords (e.g., artist names, styles, mediums, movements), and
compare each with the target image through CLIP model to filter out image-irrelevant keywords.
While effective in generating the hard prompt, CLIP-Interrogator has several drawbacks: 1) an
inability to generate images for styles, artists, or objects that are not registered in the keyword
bank, and 2) the computational burden of processing 100K phrases through a CLIP encoder. These
limitations highlight the challenges of relying solely on image captions for image synthesis, and
underscore the need for efficient and flexible hard prompt generation techniques.

B ADDITIONAL RELATED WORKS

B.1 PROMPT EDITING FOR TEXT-TO-IMAGE MODELS

To fully harness the capabilities of text-to-image models, various approaches have been proposed
to tailor text prompts to the user’s specific intentions (Hertz et al., 2023; Brooks et al., 2023; Wang
et al., 2024) Notably, a rich text editor has been introduced, enabling users to design complex textual
guidance to image generation models (Ge et al., 2023). Similarly, Prompt Highlighter, an interactive
text-to-image interface utilizing multi-modal LLMs, has been proposed (Zhang et al., 2024). These
studies underscore the necessity for user-friendly and controllable text editing methods. Our VGD
can be seamlessly integrated into LLM-based user interfaces, as illustrated in Figure 1. VGD lever-
ages the same token generation process as LLMs, benefiting from the highly optimized inference
process without requiring additional training.

B.2 INTERPRETABILITY OF TEXT-TO-IMAGE MODELS

As text-to-image applications become standard in the industry, interpretability studies for these mod-
els have gained significant attention. For instance, research has focused on the cross-attention mech-
anism to identify the model’s attention for each word (Tang et al., 2023). In advance, the diffusion
objective has been investigated to understand the internal behavior of text-to-image models (Kong
et al., 2024). Building on these findings, recent works modified the model’s architecture to more
faithfully reflect user’s instructions (Orgad et al., 2023; Guo & Lin, 2024). We emphasize that VGD
aims to enhance the human interpretability without architectural modifications. We believe that
previous works can also be also applied to VGD to further improve usability.

C ADDITIONAL EXPERIMENTAL RESULTS

C.1 GENERALIZATION OF GENERATED PROMPTS TO DIFFERENT T2I MODELS

We demonstrate how prompts generated by our method and other baseline methods behave when
applied to different text-to-image models (see Fig. ??, 15, and 16). In this experiment, we did not
generate any new prompt for the newly tested T2I model (i.e., MidJourney, DALL-E 2), meaning
that we simply reused the prompts generated for SD in evaluating the effectiveness of producing
high-quality images with various T2I models. In doing so, we can ensure a fair comparison and
also highlight the generalizability of the prompts across models. Finally, we would like to point out
that this type of generalization cannot be done with soft prompt methods like Textual Inversion, as
they are inherently tied to the specific model they are trained on. When compared to hard prompt
inversion methods (such as PH2P and PEZ), VGD generates consistently better results in various
text-to-image models, which underscores the robustness and flexibility of the proposed VGD.
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C.2 PROMPT GENERATION TIME

We further investigate the efficiency of VGD in comparison with other baseline methods, measured
on a single A100 80GB GPU. As shown in Table 7, the proposed VGD needs significantly less time
to generate each image; 7x faster than Textual Inversion, 12x faster than PEZ, and more than 2200x
faster than PH2P. This is because VGD does not require any training steps and only the decoding
process is slightly modified.

Table 7: Prompt generation time of VGD, PEZ, PH2P, Textual Inversion, and CLIP Interrogator.

Method PEZ PH2P Textual Inversion CLIP Interrogator VGD (ours)

Time (sec) 193.14 34264.74 103.45 24.85 15.33

C.3 MORE QUALITATIVE COMPARISON

As shown in Fig. 17 and 19, we conduct a qualitative comparison of image variation and style trans-
fer performance across different methods, including PEZ, Textual Inversion, and CLIP Interrogator.
The results demonstrate that, similar to the findings in Table 1, our method outperforms prior works,
with CLIP Interrogator coming second.

While CLIP Interrogator captures objects effectively by generating captions using LLaVA (Liu et al.,
2024) and predefined rich keyword bank, there are some critical weaknesses in prompts generated by
the CLIP Interrogator (see Fig. 17). First, the subsequent keywords extracted from the caption’s key-
word bank using CLIP similarity often suffer from redundancy and lack of interpretability. Second,
CLIP Interrogator tends to generate prompts of full length (77 words), which limits its applicabil-
ity to diverse tasks like multi-concept image generation and style transfer. Finally, as seen in the
prompt example for the tiger image in Fig. 17, the quality of the generated images often decreases
when using the extracted keywords, compared to images generated without attaching the keywords.
In some cases, this leads to all extracted keywords being rejected entirely.

C.4 HUMAN EVALUATION

To evaluate whether the images generated by VGD are semantically aligned with the original image
and to assess image quality, we conduct human preference evaluation. For this experiment, partici-
pants were shown images generated for image variation and style transfer by five different methods
(VGD, Textual Inversion, PEZ, PH2P, and CLIP Interrogator) and were asked to select the image
most similar to the target image and style (Kumari et al., 2023) (see Fig. 12). The evaluation was
conducted using 65 images randomly sampled from Lexica.art dataset. Fig. 11 demonstrates that
our method consistently performed best in both image variation and style transfer tasks according
to user preferences. Specifically, 60.5% and 52.6% of the participants selected VGD’s results as the
most similarly generated ones for image variation and most instruction-following generations for
style transfer tasks, respectively.

C.5 BAD CASES

While VGD generally shows decent results, our method sometimes struggles to capture fine-grained
details of regional or background objects in complex images. These cases occur when the image
contains multiple objects (see Fig. 20). This is because VGD has difficulty in generating prompts
for regional or local objects in the background. We believe this phenomenon is mainly due to the
CLIP vision encoder’s tendency to prioritize main objects in an image (Jing et al.; Paiss et al., 2023;
Ranasinghe et al., 2023; Yuksekgonul et al., 2022; Zhong et al., 2022).
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Textual 
Inversion

PEZ

52.6%

24.1%

23.3%

VGD (Ours) LLaVA + CI PEZ PH2PTextual Inversion

Figure 11: Human preference evaluation for image variation (left) and style transfer (right) tasks
using different prompt generation methods. CI indicates CLIP Interrogator. Best viewed in color.

Style instruction

Target styles

Original image

(a) Image Variation Task (b) Style Transfer Task

Figure 12: Webpage used for human preference evaluation.

C.6 MULTI-CONCEPT GENERATION

We further explore the potential of VGD by combining five different concepts into a single im-
age. Figure 21 demonstrates that the prompts generated by VGD can be concatenated to generate
a complex image without missing concepts. However, generated prompts from PEZ suffers omits
important details, such as the parliamentary, wolves, and the style of The Starry Night. This shows
that VGD generates hard prompts that are compact and meaningful.
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Table 8: Prompt interpretability evaluation with Perplexity metric. Lower scores indicate better
performance.

Method #Tokens LAION-400M MS COCO Celeb-A Lexica.art

PEZ 32 813.27 766.81 971.35 659.39

LLaVA-1.5 + CI „77 102.62 80.97 67.59 76.04

PH2P 16 - - - 1126.11

VGD 32 94.96 89.48 68.69 91.12

VGD+LLaVA 32 190.37 106.84 108.80 121.11

VGD+LLaVA 77 42.00 36.11 34.39 47.07

D LIMITATION AND ETHICAL STATEMENT

D.1 LIMITATIONS

Although we showcase the generalizability of VGD-generated prompts across multiple text-to-
image models, our evaluations primarily focus on popular models such as Stable Diffusion and
MidJourney. However, since many other models are trained on similar datasets and follow compara-
ble methods and architectures, we anticipate that the results would be consistent across these models
as well.

D.2 ETHICS STATEMENT

The development of VGD raises important ethical considerations, particularly regarding potential
misuse. While our method improves the interpretability and generalizability of text-to-image gener-
ation, it could also be exploited to generate harmful or inappropriate content, such as deepfakes or
offensive imagery. We strongly discourage such uses and emphasize that this method is intended for
responsible applications in creative, educational, and professional contexts.
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Figure 13: Qualitative examples generated by Stable Diffusion, Midjourney and Dall-E 2 using
prompts generated from VGD, PEZ, and LLaVA+CLIP-Interrogator.
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Figure 14: More qualitative examples generated by Stable Diffusion, Midjourney and Dall-E 2 using
prompts generated from VGD, PEZ, and LLaVA+CLIP-Interrogator.

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2025

VGD

PEZ

LLaVA
+ CI

VGD

PEZ

LLaVA
+ CI

VGD

PEZ

LLaVA
+ CI

Figure 15: More examples generated by MidJourney.
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Figure 16: Multi-concept image generation by MidJourney.
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Figure 17: Image variation comparison between VGD and baselines (generated by Stable Diffusion).
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Figure 18: More image variation comparison between VGD and baselines (generated by Stable
Diffusion).
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Figure 19: Style transfer comparison between VGD and baselines.

23



1242
1243
1244
1245
1246
1247
1248
1249
1250
1251
1252
1253
1254
1255
1256
1257
1258
1259
1260
1261
1262
1263
1264
1265
1266
1267
1268
1269
1270
1271
1272
1273
1274
1275
1276
1277
1278
1279
1280
1281
1282
1283
1284
1285
1286
1287
1288
1289
1290
1291
1292
1293
1294
1295

Under review as a conference paper at ICLR 2025

Bears explore misty mountains en route a rusty railroad snaking through emerald pine 
bush; their footsteps echoing through time. 

-> missing train

Nature photographer captured a moment: squirrel twitch squirrel twitch background 
image is surrounded by various objects 100% res

-> missing bird, mushroom

Target Image Generated Prompt and Images

Cardinals winter wonderland scenes with birds nestled snug against the firs background 
as they prepare for their big day in their brightly

-> missing birdhouse
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Figure 21: Five-concept image generation comparison between VGD and PEZ.

25


	Introduction
	Background and Related Works
	CLIP Model
	Text-to-Image Diffusion Model
	Prompt Inversion

	Gradient Free Prompt Inversion with Language Models
	Interpretability Degradation of Previous Hard Prompt Inversion
	Visually Guided Decoding
	Implementation of Visually Guided Decoding

	Experiments
	Setup
	Image Generation with VGD Prompts
	Quality of VGD Prompts
	Effect of CLIP and Language Model

	Conclusion
	Details
	Prompt Setup for Large Language Models
	Hyperparameters and Models
	Dataset Characteristics
	CLIP-Interrogator's Approach

	Additional Related Works
	Prompt Editing for Text-to-Image Models
	Interpretability of Text-to-Image Models

	Additional Experimental Results
	Generalization of Generated Prompts to Different T2I Models
	Prompt Generation Time
	More Qualitative Comparison
	Human Evaluation
	Bad Cases
	Multi-concept Generation

	Limitation and Ethical Statement
	Limitations
	Ethics Statement


