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Abstract
In decision making, generating alternative solu-001
tions is crucial for solving a problem. However,002
cognitive biases can impede this process by003
constraining individual decision makers’ cre-004
ativity. To address this issue, we introduce a005
new task for automatically generating alterna-006
tives, inspired by the process of human "brain-007
storming". We define alternative options based008
on atomic action components and present a009
dataset of 106 annotated Reddit r/Advice posts010
containing unique alternative options extracted011
from users’ replies. We also introduce new012
metrics to assess the quality of generated com-013
ponents, including distinctiveness, creativity,014
upvote-weighted, crowd intersection, and final015
commit intersection scores. As a baseline, we016
evaluated the large language models (LLMs)017
LLaMa3:8b, LLaMa3.1:8b, and Gemma 2:9b018
on the alternative component generation task.019
On the one hand, models demonstrated high020
creativity (ability to generate options beyond021
what Reddit users suggested) and performed022
well at proposing distinct alternatives. A subset023
of generated components was manually evalu-024
ated and found overall useful. This indicates025
that LLMs might be used to extend lists of al-026
ternative options, helping decision makers con-027
sider a problem from different perspectives. On028
the other hand, LLMs’ outputs often failed to029
align with human suggestions, implying that030
they still tend to miss important components.031

The code, annotation guidelines, and a re-032
quest form for the dataset can be found in the033
project’s GitHub repository1.034

1 Introduction035

Decision-making is the process of choosing any036

course of action that aims to solve a problem in037

the best possible way. Every aspect of human life038

involves decision making to some degree, from039

selecting what to wear based on the weather to de-040

liberating how to resolve a large-scale conflict. Yet,041
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often human creativity is limited and constrained by 042

biases when it comes to imagining different alter- 043

native actions leading to the best possible outcome. 044

This paper introduces component-based alternative 045

generation with the aim of providing first steps 046

towards aiding the process of human alternative 047

generation using machine learning. 048

Although different theories disagree on the struc- 049

ture of the decision making process (Morelli et al., 050

2022), most theoretical frameworks consider deci- 051

sion making to be the process of selecting a pre- 052

ferred option from a set of alternative options, fre- 053

quently without specifying from where this set of 054

alternatives originates. It has been highlighted in 055

multiple studies that this process is a very impor- 056

tant yet challenging step (Hämäläinen et al., 2024; 057

Fisher et al., 1983). 058

As it relies on memory retrieval of relevant infor- 059

mation (Johnson et al., 1991), the process of iden- 060

tifying possible actions poses human challenges. 061

For example, information may not be organized in 062

a coherent structure useful for the problem (Junger- 063

mann et al., 1983), interference from previous 064

knowledge can make it more difficult to restruc- 065

ture information to see problems from different 066

perspectives (Heuer, 1999), and the use of heuris- 067

tics based on prototypical problems may introduce 068

further human biases such as a tendency to learn to- 069

wards highly representative options, and struggling 070

to retrieve or creatively generate high-quality so- 071

lutions (Gigerenzer and Gaissmaier, 2011; Gettys 072

et al., 1987). 073

There are multiple theoretical frameworks devel- 074

oped to help decision makers overcome these chal- 075

lenges (Keeney, 1992; Pitz et al., 1980). “Brain- 076

storming” is one of them (Al-Samarraie and Hur- 077

muzan, 2018; Hicks, 1991). This method relies on 078

aggregated judgment from multiple people, trying 079

to utilize their cognitive efforts and mitigate their 080

individual biases by providing different opinions 081

and perspectives on the problem at hand. Overcom- 082
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ing humans’ limited cognitive flexibility, "brain-083

storming" is also particularly well-suited for com-084

putational automation (John, 2016).085

Developing an automatic algorithm can help086

overcome human biases by generating wider set087

of possible alternatives. Such algorithms could088

be used in any process or task requiring decision089

making, such as operational planning, conflict res-090

olution, and so on.091

In this paper, we introduce a novel task in which092

the algorithm needs to generate lists of possible093

atomic options for solving human decision mak-094

ing problems. As a baseline, we evaluate different095

large language models (LLMs) in few and zero096

shot settings. To evaluate the performance of the097

models, a new dataset based on Reddit comments098

was manually labeled, approximating the “brain-099

storm” technique by incorporating advice replies100

from multiple users per question. The following101

contributions are made:102

• We propose a new definition of alternative103

options based on atomic units of action (com-104

ponents), and introduce Component Gener-105

ation (CG) and Component Competition106

(CC) tasks. In this paper, we focus on the CG107

task.108

• We present a new dataset for the CG109

task based on the Reddit Advice subreddit2110

(r/Advice). Specifically, we filtered posts re-111

questing advice based on predefined criteria.112

Then we extracted, labeled, and summarized113

proposed potential solutions from the com-114

ments for the filtered posts, and marked if the115

comment author considered them to be com-116

peting (mutually exclusive). Additionally, we117

identified comments to which the post author118

responded, extracting both atomic actions and119

whether the author did or committed to doing120

the proposed action, providing an indicator of121

which alternatives were perceived to be partic-122

ularly helpful.123

• We introduce novel metrics for evaluating al-124

ternative generation: distinctiveness, creativ-125

ity, upvote-weighted intersection, crowd126

intersection, and final commit intersection127

scores. These metrics leverage an ensemble of128

LLM-based matching algorithm that checks if129

atomic actions imply the same. The matching130

algorithm was manually validated.131

2https://www.reddit.com/r/Advice/

• We evaluate different LLMs for alterna- 132

tive generation using both zero-shot and 133

few-shot approaches. For few-shot ap- 134

proaches, we used 5 and 10 examples, av- 135

eraging results across three trials with dif- 136

ferent sets of examples. We conducted ex- 137

periments with LLaMa3:8b (Dubey et al., 138

2024), LLaMa3.1:8b (Dubey et al., 2024), and 139

Gemma 2:9b (Team et al., 2024). 140

2 Related Work 141

No datasets or evaluation metrics were available for 142

the task at the time of writing. Decision-making has 143

been discussed in academic literature from various 144

disciplines, yet there is a notable lack of materials 145

when it comes the generation of alternatives from 146

a computational perspective. 147

Early studies (Arbel and Tong, 1982; Ozernoy, 148

1985; Alexander, 1979) were focusing on the bene- 149

fits and influence of alternative generation on the 150

overall decision process. A comprehensive sur- 151

vey and overview of different techniques (Keller 152

and Ho, 1988) discussed in detail various different 153

methods that a person could utilize to achieve the 154

best possible set of alternative actions in any given 155

scenario. 156

“Mean-value” approaches (Keeney, 1992; 157

Keeney et al., 1994; León, 1999) encourage de- 158

cision makers to estimate the relative importance 159

of alternatives (“values”) as well as the means to 160

achieve them (“means”). In this framework, the 161

alternative choices are considered to be given. Sim- 162

ilarly, in one of the most well-known models of 163

decision making so far, (Simon, 1955), the author 164

introduced a “design” concept prior to the “choice”. 165

MGA (Modeling for Generating Alternatives), 166

a theoretical framework for alternative generation, 167

has been presented and discussed in various stud- 168

ies (Brill Jr et al., 1982; Chang et al., 1983; Simon, 169

1955; DeCarolis, 2011; DeCarolis et al., 2016). The 170

proposed algorithm formalizes a decision making 171

process. The method includes multi-objective opti- 172

mization algorithms to explore the neighborhood 173

of a possible solution in order to find the most 174

optimal solution. It requires a distance function 175

initialization that measures the differences between 176

the solutions, as well as a strict definition of the im- 177

portance of the model’s objectives and constraints. 178

Recently, Colorni and Tsoukiàs (2020) formulated 179

a general framework for formalizing alternatives, 180

stressing how under-researched this area has been. 181
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Figure 1: Pipeline Overview of the Framework.

The first attempts at systems practically aiding182

the decision making process were introduced in the183

late 90s (Leal and Pearl, 1977; Pearl et al., 1982;184

Leal et al., 1978; Steeb and Johnston, 1981; Keller185

and Ho, 1988). Recent studies address further theo-186

retical subtleties, carefully structuring various tech-187

niques and methods that can aid decision makers188

(Hämäläinen et al., 2024). It is furthermore worth189

noting that research incorporating the use of artifi-190

cial intelligence to assist idea generation generally191

(Shaer et al., 2024) is also thematically adjacent192

to our research, though it lacks the distinction be-193

tween different competing alternatives which is so194

crucial for describing decision making.195

Lastly, the proposed task also shares some sim-196

ilarity with question answering tasks (QA), for197

which there are different datasets available (quo,198

2017; Lovenia et al., 2024; Kwiatkowski et al.,199

2019; Rajpurkar et al., 2016; Reddy et al., 2019;200

Joshi et al., 2017; Yang et al., 2018; Talmor et al.,201

2019). However, QA tasks have a correct answer,202

whereas in the case of alternatives this is not neces-203

sarily clearly evident.204

3 Definitions and Tasks205

In this work, an alternative option (AO) refers to206

an action or a set of actions that could be taken in207

the context of a given problem. An action refers208

to the specific steps taken to implement the cho-209

sen alternative, aiming to resolve the problem and210

achieve the desired outcome. In the context of this211

work, a problem refers to some type of situation212

that requires a response and involves a choice be-213

tween different AOs to achieve or solve it, based214

on a definition by Beachboard and Aytes (2013).215

In decision making, solutions are considered side-216

by-side and can therefore be termed “alternatives”.217

Each AO consists of smaller units of action that218

we call components, which are atomic, i.e., cannot219

be broken down further. More formally, compo-220

nents are the smallest actions that can be taken221

in solving the problem. They may include con-222

ditional elements, a certain order of components,223

concretize specific actors who should participate or224

perform the component, etc. Components are char-225

acterized by the order or actions, semantic content, 226

conditional parts, and the entities and participants 227

included in the components. Components c1 and 228

c2 are considered identical if they fit the follow- 229

ing component matching rules (CMRs), i.e., if 230

c1 and c2 preserve the order of actions and overall 231

semantics, maintain the same conditional parts, and 232

refer to the same entities, participants, people, etc. 233

Consider the following example: 234

Problem: 235

An office worker A accidentally took a cookie 236

from a bowl in the office kitchen, assuming that it 237

was a shared bowl. However, it turns out that the 238

contents of the bowl were the private lunch of 239

colleague B, who still has not noticed that one of 240

the cookies is missing. What do you recommend 241

worker A should do in this situation ? 242

In this scenario, the components could be as 243

follows: 244

1. Do not tell B that you took the cookie. 245

2. Tell B that you took the cookie. 246

3. Buy B a whole new pack of cookies. 247

4. If you value B’s friendship, tell the truth. 248

5. Take more cookies. 249

6. Tell B that you took the cookie, then see B’s 250

reaction: if B is angry, buy B a lunch. 251

7. Buy B a lunch. 252

8. Tell B and HR that you took the cookie 253

In the example, there are multiple suggested 254

component actions that A can take. For example, 255

Components 2 and 4 are different, as there is an 256

additional conditional part to Component 4 that is 257

not present in 2. Components 1 and 8 include the 258

same action, but different participants. Component 259

6 contains an order of actions. Some of the compo- 260

nents can be actioned together (e.g., Components 261

1 and 5). If the components are mutually exclu- 262

sive (e.g. Components 1 and 2), they are referred 263

to as competing components. Each AO is a set of 264
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non-competing components, i.e., all of its actions265

can be performed without a conflict. Competing266

alternatives are sets of AOs whose components are267

competing with each other. This is similar to the268

concept of competing hypotheses (Heuer, 1999).269

For instance, because of the competing Compo-270

nents 1 and 2, alternative options AO1 = {1, 3, 7}271

and AO2 = {2, 3, 7} are competing alternatives,272

despite having overlapping components. A subset273

of the AO is an AO itself.274

Following this logic, the task of alternative gener-275

ation can be structured as follows: (i) Component276

Generation (CG) and Component Competition277

(CC).278

The CG task involves generating as many rele-279

vant components as possible to solve the problem,280

based on its title and description. This is framed as281

a text generation task.282

The CC task is a binary classification problem:283

given two components, the algorithm must deter-284

mine whether they are competing.285

In this paper, we focus on the CG task and leave286

other proposed tasks for future work.287

4 Dataset288

4.1 Annotation289

In this work, we introduce a novel dataset which290

was specifically created to fit the task. For this,291

we manually labeled the Reddit Corpus dataset292

from the ConvoKit (Chang et al., 2020). From293

this dataset, all of the r/Advice subreddit posts and294

comments were gathered for annotation. Two an-295

notators were recruited for the task of labeling al-296

ternatives: a PostDoc researcher (Annotator a) and297

a PhD student (Annotator b) from the Centre for298

Argument Technology at the University of Dundee299

(UK).300

The annotators were presented with the follow-301

ing task. In the Doccano (Nakayama et al., 2018)302

annotation system they were presented with a Red-303

dit post (title and content) from the dataset and a list304

of comments: the 50 most upvoted comments, 25305

random comments and pairs of comments (original306

post’s author reply and the comment that this reply307

was addressed to). The annotators were asked to308

read the post and determine if in the post the prob-309

lem was stated clearly and the author was asking310

for help in a search of possible actions or options311

to take. Posts that did not meet these criteria, asked312

for medical or legal advice, required very specific313

domain knowledge, included moral dilemmas, in-314

cluded images, or were too broad (e.g. open-ended 315

questions such as “What should I name my cat?”) 316

were disregarded. The rules for the post exclusion 317

were created empirically from the initial labeling 318

by the authors of the paper. If the post fitted the 319

criteria, the annotator checked all comments and 320

determined if users proposed a solution in any of 321

the comments. For each comment in which a poten- 322

tial solution could be found, the solution was split 323

into its respective components. Each component 324

was summarized to retain as much information as 325

possible while keeping it short (e.g. this involved 326

reconstructing pronouns and anaphora, removing 327

hate speech etc.). The annotators were instructed 328

not to consider the quality of the components, but 329

to remove clearly sarcastic, joke, and offensive 330

propositions. After summarizing, the annotators 331

compared each component with the list of previ- 332

ously retrieved components for this post. If the 333

component had already been proposed, the exact 334

phrasing of the already existing component was 335

taken from the list of alternatives and assigned to 336

the new comment. If the component had not been 337

proposed yet, it was assigned to the comment and 338

added to the list. Additionally, if the author of 339

a comment implied that multiple components of 340

their alternatives were competing, the annotators 341

noted the mutual exclusivity of these components 342

by marking each competing solution with an alter- 343

native number for the comment. For example, if a 344

comment proposed that the author of the original 345

post should choose one of two options (e.g. Do 346

this . . . or do that . . . ), the solution was marked 347

with the numbers 1 and 2 with respect to the men- 348

tioned components. If there was only one proposed 349

solution, it was marked with -1. A new list of 350

alternatives was created for each new post. The 351

annotation guidelines can be found in the project’s 352

GitHub repository. 353

On Reddit, authors can edit their original post 354

with an update after it was posted. For the annota- 355

tion, we removed updates from the posts, as they 356

usually were not available to the commentators 357

when they proposed their solutions. The text of the 358

update part was annotated separately, as the author 359

response was relevant for later analyses of which 360

alternatives the author committed to. 361

4.2 Inter-Annotator Agreement 362

To measure inter-annotator agreement, we used 363

two strategies: comparing the number of extracted 364

components per post and the components’ seman- 365
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tic intersection with the respect to the component366

matching rules (CMRs).367

15 posts with 148 comments were included in368

the annotation data for both of the annotators (as369

an overlap). The total number of comments which370

contained at least one component was 79 for Anno-371

tator a and 120 for Annotator b. Across all posts,372

the total number of unique components was 49 for373

Annotator a and 51 for Annotator b. The Cohen’s374

kappa score (Kohen, 1960) for the count of compo-375

nents extracted per comment was 0.614, indicating376

substantial agreement (Landis and Koch, 1977).377

To answer the question if annotators extracted378

the same components, we used the following ap-379

proach. For each of 15 posts, Annotator a was pre-380

sented with two lists of components: unique com-381

ponents that extracted by Annotator b and unique382

components extracted by Annotator a. For each383

component from the a’s list, the annotator marked384

which component (if any) from b’s list it might cor-385

respond to based on the CMRs. To calculate an386

agreement, we used the following formula:387

∑
p(U

p
a + Up

b )/(T
p
a + T p

b )

N
,

where p is the post, Up
a is the number of compo-388

nents from Annotator a’s unique list of components389

that did not appear in Annotator b’s list for the post390

p. Up
b is the number of components from Annotator391

b’s unique list of components that did not appear in392

Annotator a’s list for the post p. T p
a and T p

b refer to393

the total amount of unique components extracted394

by annotators a and b respectively for the post p.395

N is the total number of posts. Taken together, this396

score indicates the average amount of components397

which are extracted by only one of both annotators,398

with respect to the total number of components.399

We divide by T p
a + T p

b to ensure the fairness of the400

score.401

The lower this score, the higher the annotators’402

agreement. Our obtained score was 0.36, indicating403

a reasonable agreement between the similarity of404

the extracted components.405

4.3 Dataset Statistics406

After filtering out posts that did fit the criteria, the407

total number of unique posts is 106. The total num-408

ber of unique authors is 101, with 5 posts attached409

to deleted accounts. The total number of consid-410

ered comments is 3,828. Among them, the total411

number of comments that the author of the post412

Total Mean Unique
Title 1,803 17.00 687

Post body 41,907 395.34 4,784
Post update 3,704 34.94 1,077
Comment 244,657 68.55 12,421

Component 37,284 8.05 2,949

Table 1: Number of words statistics. The Post body
value was calculated after the removal of update.

replied to is 1,413 in 97 posts. The number of com- 413

ments that did not propose any solution is 1,999. 414

The average number of solutions per post is 14.03, 415

with the maximum of 44 and minimum of 4. The 416

average number of competing alternatives per post 417

is 1.04 with the maximum of 9. The total number 418

of posts where the author appeared to commit to 419

take some of the actions is 75 (70.7% of all unique 420

posts), with 197 unique components and 240 com- 421

ments in total (sometimes, the author replied to 422

multiple comments with the same commitment). 423

The total number of words can be found in the 424

Table 1. To determine the number of words, we 425

used the NLTK (Bird et al., 2009) framework. 426

5 Evaluation 427

In the context of the component generation task, 428

we propose the following metrics: distinctive- 429

ness, creativity, upvote-weighted intersection, 430

crowd intersection, and final commit intersec- 431

tion scores. 432

All the proposed metrics require an algorithm 433

that determines whether the two components are 434

identical. Recall that the components c1 and c2 435

are considered identical if they fit the component 436

matching rules (CMRs): c1 and c2 preserve the or- 437

der of actions and overall semantics, have the same 438

conditional parts, and refer to the same entities, 439

participants, people, etc. The calculation is based 440

on the components matching algorithm, which is 441

detailed in the following subsection. 442

5.1 Components Matching Algorithm 443

To determine whether the pair of components are 444

identical with respect to the defined CMRs, we 445

developed an LLM-based ensemble method, uti- 446

lizing an ensemble of LLaMa3:8b (Dubey et al., 447

2024) and Mistral:7b (Jiang et al., 2023) models. 448

The component matching algorithm architecture is 449

presented in Figure 2. 450

The component matching algorithm works by 451
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Figure 2: Components Matching Algorithm.

providing LLaMa3 with a prompt containing452

CMRs and four examples covering all the rules.453

LLaMa3 predicts if any CMR is violated. If it fails454

to output “MATCH”/“NOT MATCH” answer, the455

input is passed to Mistral; if Mistral also fails, we456

assume the CMRs are violated.457

We evaluated the component matching algorithm458

with a Mistral:7b generated dataset of components,459

which was manually reviewed and filtered. The460

evaluation and metrics of the component matching461

algorithm can be found in the Appendix A.1. The462

limitation of such an approach is that the dataset463

contains the Mistral’s biases and could lack variety.464

After generating, we manually evaluated a sam-465

ple of pairs of generated component and gold com-466

ponents. The accuracy of the algorithm was 0.92467

and weighted F1 was 0.93. The results are pre-468

sented in the Appendix A.2.469

5.2 Metrics470

Notations Let Prs be a list of all predicted com-471

ponents (repetition possible). with |Prs| referring472

to the number of elements in this list. Ps is a set473

of predicted unique, none-repetitive components474

(based on the matching algorithm and CMRs) from475

the model for the post p. Rs = {ci|i = 1, . . . , N}476

is a set of extracted components from the dataset477

for the post p. T = Ps∩Rs. Es is a set of extracted478

components from the dataset for the post p posted479

by the original author of the post. Uc is the total480

upvotes for comments proposing component c.481

The distinctiveness (Ds) score is calculated as
a percentage of unique components from all the
components that the model generated:

Ds =
|Ps|
|Prs|

.

This score indicates the proportion of duplicates482

based on the matching algorithm. A higher distinc-483

tiveness score indicates greater originality in the 484

generated components. 485

The creativity (Cr) score is calculated as a per-
centage of the components that are considered to
be not included in manually extracted components
from the Reddit comments. Formally, it can be
calculated as

Cr =
|Ps −Rs|

|Rs|
,

where and |Ps −Rs| corresponds to the magnitude 486

of set difference. This score evaluates the model’s 487

ability to generate components beyond the “core” 488

set of responses present in the dataset. A higher 489

Cr indicates an ability to create novel components. 490

The upvote-weighted intersection (UWI) score
is calculated as a weighted average of upvotes for
components from the set T . The score is calculated
as follows:

UWI =
∑
c∈T

Uc∑
k∈Rs

Uk
.

This score reflects the importance of the predicted 491

components in relation to how well they align 492

with the opinions of Reddit users (indicated by the 493

number of upvotes for the comments). A higher 494

UWI value indicates better alignment between the 495

model’s predictions and the Reddit users. 496

The crowd intersection (CI) score is calculated
as follows:

CI =
|T |
|Rs|

This score is a percentage of components that ap- 497

peared in both the model generated component set 498

and the target dataset. Low CI indicates that the 499

model generated a small amount of components 500

that match the target components. Therefore, it 501

missed a lot of components that were brainstormed 502

in the discussion. High score indicates a high inter- 503

section of the model’s outputs and the target human 504

produced components. 505

The final commit intersection (FCI) score is
calculated via the formula:

FCI =
|Ps ∩ Es|

|Es|
.

This score reflects the intersection (from CMRs 506

perspective) of the components that the author of 507

the post explicitly mentioned in their reply as doing 508

or planning to do. 509
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6 Experimental Setup510

The experiments were conducted with the follow-511

ing LLMs: LLaMa3:8b, LLaMa3.1:8b (Dubey512

et al., 2024), and Gemma 2:9b (Team et al., 2024).513

The models were instructed with an initial system514

prompt explaining the task and outlining that the515

output format should clearly separate components.516

The model was prompted to generate a special517

stop token once it had finished generating the com-518

ponents. The experiments were conducted with519

N = 0, 5, and 10 examples from the dataset pre-520

sented to the model. Each example included title,521

post content (without the author’s update), and ex-522

pected list of components with the stop token at523

the end. Then, the test title and post content were524

presented to the model. The model generated the525

components, and if the stop token appeared in the526

generated text, it was considered as the final output.527

Otherwise, the model was presented with an addi-528

tional request to generate more of components and529

complete the previous conversation history. This530

process was run until the stop token appeared in531

the text, or when the maximum allowed number of532

follow-ups (20) was reached.533

For each of the few-shot experiments with N ∈534

{5, 10} examples the model was run independently535

3 times, selecting random N examples from the536

dataset. The final metrics were averaged over the537

experiments per N . As a preprocessing step, all the538

generated components were run through the match-539

ing algorithm to remove the duplicate components.540

To evaluate a joint performance of the models, the541

generated results per N were aggregated. We set542

random seed equals 2, and set other generation pa-543

rameters to defaults, including a temperature of544

0.7.545

The constructed prompts and code are available546

in the project GitHub repository. The overview of547

the pipeline is presented on the Figure 1.548

7 Results549

The results are presented in the Table 2. The cor-550

relation plots of the metrics are presented in Ap-551

pendix C.552

A random sample of the generated components553

was manually evaluated on their usefulness and554

relevance to the problem. The annotation results555

are presented in Figure 3 and in Appendix B. The556

models generated mostly useful components for557

tackling the input problem.558

Based on the obtained results, all the model were559

able to output distinct sets of components when pre- 560

sented with examples. The distinctiveness scores in 561

each run was 1.0 for N = 5 and 10. However, when 562

models were not presented with examples from 563

the dataset, LLaMa3.1 and Gemma 2 obtained Ds 564

of 0.943 and 0.981 respectively. These scores are 565

still high, but not as good as when presented with 566

few-shot examples. 567

The most creative model was LLaMa3:8b, as it 568

was able to outperform other considered models 569

with zero-shot (with Cr=1.557 and std of 1.048) 570

and with N=10 (with Cr=1.574 and std of 0.275). 571

When provided with 5 examples, LLaMa3.1 had 572

the highest creativity score of 1.364. Not only was 573

this result the best on average in the group of N=5, 574

but it also was the most consistent one with std of 575

0.041. 576

On the other hand, when it comes to upvote- 577

weighted intersection scores, there does not ap- 578

pear to be a clear winner. The UWI score can be 579

interpreted as an approximation of utility of the 580

predicted components based on the Reddit users’ 581

judgement. LLaMa3.1 achieved the best result with 582

the zero-shot approach, with a score of 0.044 and 583

the highest std of 0.14. In the 5-shot example exper- 584

iments, Gemma 2 performed better with an UWI 585

of 0.049 and the lowest std of 0.006. Finally, in the 586

10-shot group, LLaMa3 showed a score of 0.055 587

with the lowest std of 0.002. 588

For crowd intersection score (CI), LLaMa3.1 589

outperformed other models in zero-shot and 5-shot 590

settings with the scores of 0.038 and 0.041 respec- 591

tively. In the 10-shot settings, LLaMa3 obtained 592

the highest score of 0.043. These scores are quite 593

low, indicating a small intersection with the compo- 594

nents generated by the Reddit users’ “brainstorm”. 595

Therefore, LLMs seemed to have missed a substan- 596

tial proportion of possible components. 597

Figure 3: Distribution of useful, somewhat useful, and
not useful components per model and per experiment.
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Model N Ds (std) Cr (std) UWI (std) CI (std) FCI (std)
LLaMa3:8b 0 1.0 (0.0) 1.557 (1.048) 0.033 (0.075) 0.032 (0.057) 0.027 (0.126)

LLaMa3.1:8b 0 0.943 (0.232) 1.429 (2.513) 0.044 (0.14) 0.038 (0.09) 0.061 (0.194)
Gemma 2:9b 0 0.981 (0.136) 1.299 (1.029) 0.023 (0.078) 0.016 (0.04) 0.021 (0.121)
LLaMa3:8b 5 1.0 (0.0) 1.131 (0.102) 0.044 (0.009) 0.035 (0.002) 0.051 (0.009)

LLaMa3.1:8b 5 1.0 (0.0) 1.364 (0.041) 0.046 (0.012) 0.041 (0.002) 0.065 (0.011)
Gemma 2:9b 5 1.0 (0.0) 1.134 (0.113) 0.049 (0.006) 0.038 (0.005) 0.048 (0.005)
LLaMa3:8b 10 1.0 (0.0) 1.574 (0.275) 0.055 (0.002) 0.043 (0.004) 0.053 (0.008)

LLaMa3.1:8b 10 1.0 (0.0) 1.295 (0.039) 0.053 (0.006) 0.037 (0.002) 0.06 (0.021)
Gemma 2:9b 10 1.0 (0.0) 1.123 (0.043) 0.042 (0.01) 0.033 (0.004) 0.039 (0.013)

Table 2: Average results per experiment for different LLMs on component generation task. N refers to a number
of examples that was shown to the model. Ds stands for distinctiveness score, Cr is creativity score, UWI is
upvote-weighted intersection score, CI is crowd intersection score, FCI is final commit intersection score. For N=0
only one experiment was conducted. In the brackets, the standard deviation is presented among the different runs.
FCI was calculated only in the samples, where author provided indication of commitment to do a particular action.

For the final commit intersection score (FCI),598

LLaMa3.1 outperformed other models in all exper-599

iments with the scores of 0.061 (zero-shot), 0.065600

(5-shot), and 0.06 (10-shot). This score indicates601

an intersection with the “best” components - the602

ones that had been selected by the original post603

author. However, in a lot of cases, this could also604

primarily represent a personal preference. Often,605

more context is required to determine what might606

be considered the best option for any particular607

problem.608

In our experiments, we expected LLaMa3.1 to609

outperform LLaMa3 across the different experi-610

ments. However, LLaMa3 demonstrated the bet-611

ter performance in the N=10 settings. Similar be-612

havior has been observed before. Based on the613

released results for these models, there are in-614

stances when LLaMa3:8b showed better results615

than LLaMa3.1:8b (for example, on GPQA (Rein616

et al., 2024) dataset, LLaMa3.1 obtained a score617

of 32.8 and LLaMa3 obtained 34.2 (Dubey et al.,618

2024)).619

8 Conclusion620

Our experiments showed that LLMs are capable of621

outputting distinct components for decision mak-622

ing. However, they still appear to be a far way from623

matching human judgement, even when presented624

with different examples of the expected alternative625

components. In our experiments, LLMs performed626

better when provided with more examples, as might627

be expected. In almost all the settings and experi-628

ments, the best performing models were LLaMa3629

and LLaMa3.1. These models demonstrated the630

highest creativity, intersection with human judge- 631

ment, and with which actions authors finally did 632

or committed to doing. Nevertheless, intersection 633

scores were overall still low, indicating room for 634

improvement. 635

From a practical perspective, the creativity as- 636

pect is important in decision making as it provides 637

a bigger picture for decision making. Generat- 638

ing alternatives automatically might allow deci- 639

sion makers to go beyond cognitive limitations. 640

We showed that the considered LLMs are able to 641

produce high creativity score, outputting possible 642

components that were not considered in Reddit 643

comments. Therefore, LLMs could be helpful in 644

creating and extending lists of options which might 645

serve as a starting points for decision makers to 646

consider a problem from different perspectives. 647

9 Limitations 648

It is challenging to evaluate the generated compo- 649

nents and their match to the actual target compo- 650

nents. While we chose to utilize LLMs and man- 651

ually evaluated a sample from our experiments, 652

further investigations might be required in order to 653

create a more reliable metric. Similarly, newly gen- 654

erated solutions cannot be fully reliably evaluated 655

from the utility perspective, though we gauged the 656

usefulness of responses by manually evaluating a 657

sample of generated components. 658

In this work, we did not evaluate hallucination 659

aspects of the models: LLMs are known to some- 660

times generate output unrelated to the topic. This 661

is an important task the field might seek to address. 662

Moreover, LLMs’ inferences are consuming a lot 663

8



of resources and time. Finally, the dataset we have664

can be extended further with more samples that665

include more diverse domains. However, consider-666

ing the importance of competing alternatives in the667

decision making process, we believe that automatic668

alternative generation is a significant first steps to-669

wards potential future computer-assisted decision670

making tools.671
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A Components Matching Algorithm1128

Evaluation and Architecture1129

A.1 Algorithm Architecture and Manual1130

Evaluation1131

To determine whether the pair of components are1132

identical with respect to the defined CMRs, we1133

developed an LLM-based ensemble method, uti-1134

lizing LLaMa3:8b (Dubey et al., 2024) and Mis-1135

tral:7b (Jiang et al., 2023) models3.1136

The components matching algorithms was de-1137

signed as follows. Firstly, LLaMa3 is provided1138

with a prompt which provides the model with a1139

set of CMRs. A few examples were provided as1140

well, covering all of the rules. These examples1141

were created manually outside of the dataset with1142

the total number of examples of 4. All prompts1143

and instructions are available in the project GitHub1144

repository. The model then is instructed to predict1145

“MATCH” (if the pair of components are the same)1146

or “NOT MATCH” (if at least one of the CMRs1147

does not hold). Where LLaMa3 fails to output the1148

suitable value, the same inputs are provided to the1149

Mistral model. If Mistral is not able to output the1150

result, “NOT MATCH” label is assigned. During1151

testing, models were able to output a value in the1152

expected format for all the samples. We did not1153

consider embeddings similarity-based techniques1154

(e.g. cosine similarity-based using transformers1155

or sentence similarity pre-trained models) as they1156

are not able to match a specific set of rules, but1157

only consider the overall semantics of the sentence1158

input.1159

To evaluate the proposed algorithm, we made use1160

of the new dataset by gathering all unique individ-1161

ual components from the labeled Reddit dataset. As1162

per the annotation guidelines, all the components1163

per post are considered to be unique, i.e., the same1164

advice suggestions were always summarized in the1165

same way. Hence, we could derive a set of gold-1166

standard “NOT MATCH” samples from all com-1167

binations of any two unique components per post.1168

The total number of negative (“NOT MATCH”)1169

samples was 10,841. The positive (“MATCH”) ex-1170

amples were derived by paraphrasing all unique1171

components from the dataset with Mistral using a1172

zero-shot approach. The model was provided with1173

3We experimented with other LLMs, but this combination
provided the best overall result. Embeddings similarity-based
techniques (e.g. cosine similarity-based using transformers
or sentence similarity pre-trained models) were not able to
match a specific set of rules, but only considered the overall
semantics of the inputs.

Precision Recall F1
MATCH 0.956 0.886 0.919

NOT MATCH 0.987 0.995 0.991
Macro avg 0.971 0.940 0.955

Weighted avg 0.984 0.984 0.984

Table 3: Results of the ensemble matching metric.

the instruction to preserve required components, 1174

as was described in the previous paragraph. The 1175

paraphrased versions were manually reviewed after- 1176

wards to ensure that the paraphrase fit the require- 1177

ments. As a result, 1,184 samples were accepted 1178

and 181 rejected. 1179

Finally, the proposed approach was run on 1180

the combined dataset of “MATCH” and “NOT 1181

MATCH” pairs. The results are presented in Ta- 1182

ble 3. 1183

Considering that all metrics exceed 90%, partic- 1184

ularly the recall metric for “NOT MATCH” class, 1185

the ensemble approach is effective for determining 1186

whether components are the same. While the met- 1187

rics are not perfect, they apppear reasonable and 1188

demonstrate strong performance. 1189

A.2 Manual Evaluation of Generated and 1190

Manually Extracted Components 1191

After the LLMs generated components, we took 1192

a random 300 of pairs of generated and manually 1193

extracted components (71 was marked as match- 1194

ing and 229 as not matching by the algorithm). 1195

The pairs were selected randomly across all experi- 1196

ments (see distribution on the Table 4). Annotator 1197

a manually evaluated those pairs. The results are 1198

presented in the Table 5. The overall accuracy is 1199

0.92. Results indicate a high agreement, therefore 1200

the algorithm could be considered reliable. 1201

B Usefulness Evaluation of Generated 1202

Components 1203

Additionally, we manually evaluated the useful- 1204

ness/relevance of the model generated components. 1205

The same annotators a and b were recruited to an- 1206

notate the sample from the pool of generated com- 1207

ponents. The components were selected evenly 1208

across the models, number of few shot examples 1209

shown to the model, and experiment runs. The an- 1210

notators were shown an original Reddit post and a 1211

generated component. They had to determine, if 1212

the component is relevant to the post and if it is 1213

useful (assign a label U), somehow useful (assign 1214

13



N. Examples Run N. Samples
Gemma2 0 1 10
Gemma2 10 1 12
Gemma2 10 2 11
Gemma2 10 3 23
Gemma2 5 1 21
Gemma2 5 2 15
Gemma2 5 3 12
LLaMa3 0 1 14
LLaMa3 10 1 20
LLaMa3 10 2 15
LLaMa3 10 3 17
LLaMa3 5 1 13
LLaMa3 5 2 12
LLaMa3 5 3 14
LLaMa3.1 0 1 9
LLaMa3.1 10 1 17
LLaMa3.1 10 2 7
LLaMa3.1 10 3 16
LLaMa3.1 5 1 9
LLaMa3.1 5 2 13
LLaMa3.1 5 3 20

Table 4: Number of evaluated pairs per model and per
run.

Prec Rec F1 Num
MATCH 0.77 0.96 0.86 71
NOT MATCH 0.99 0.91 0.95 229
Macro Avg 0.88 0.94 0.90 300
Weighted Avg 0.94 0.92 0.93 300

Table 5: Results of manual evaluation of generated and
manually extracted components matching. Prec refers
to the precision score. Rec refers to the recall score.

a label SU) or not useful and/or irrelevant (assign a1215

label NU). The annotation results are presented in1216

the Table 6.1217

C Metrics Correlation1218

The correlation plots are presented on Figures 4,5,6,1219

and 7. Out results show that in majority of cases1220

models predicted relevant and useful components1221

to the presented problem. As in some of our ex-1222

periments, distinctiveness score (Ds) did not have1223

variation, its values are missing. Our findings show1224

that the upvote-weighted intersection score (UWI)1225

has correlates with the crowd intersection score1226

(CI). It is expected due to a design of these met-1227

rics: they both are based on the intersection of1228

Figure 4: Correlation plot of aggregated results of the
experiments over all runs.

Figure 5: Correlation plot of aggregated results of the
experiments with N=0 over all runs.

the generated components and manually annotated 1229

components that are matched to them. Other pairs 1230

of metrics do not show high correlations. 1231
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Num. U Num SU Num NU
Ant. a Ant. b Total Ant. a Ant. b Total Ant. a Ant. b Total

Gemma2, N=0 24 2 26 3 1 4 10 0 10
Gemma2, N=5 30 11 41 2 3 5 2 2 4
Gemma2, N=10 21 12 33 1 2 3 2 2 4
LLaMa3, N=0 28 2 30 1 2 3 5 2 7
LLaMa3, N=5 22 12 34 3 2 5 1 0 1
LLaMa3, N=10 20 11 31 1 8 9 0 2 2
LLaMa3.1, N=0 23 3 26 3 2 5 7 2 9
LLaMa3.1, N=5 24 11 35 1 2 3 1 1 2
LLaMa3.1, N=10 20 11 31 0 4 4 2 3 5

Table 6: Results of manual evaluation of usefulness and relevance of the generated components. U indicates Useful
and Relevant, SU indicates Somehow Useful and Relevant, and NU indicates Not Useful and/or Irrelevant. N
indicates a number of few-shot examples. Ant. a refers to the results by the annotator a, and Ant. b refers to the
results by the annotator b.

Figure 6: Correlation plot of aggregated results of the
experiments with N=5 over all runs.

Figure 7: Correlation plot of aggregated results of the
experiments with N=10 over all runs.
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