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Abstract001

Automatically generating questions with con-002
trolled difficulty has great application value,003
especially in the field of education. Although004
large language models have the capability to005
generate questions of various difficulty levels,006
the generated questions often fail to align with007
the given target difficulty. To mitigate this is-008
sue, we propose CrossQG, a novel training-009
free question generation method that enhances010
difficulty consistency. Specifically, CrossQG011
consists of two steps: (1) contrast enhance-012
ment, which leverages questions from differ-013
ent difficulty levels to enhance the base mod-014
els’ understanding of the target difficulty, and015
(2) cross filtering, which compares generated016
questions across different difficulty levels and017
filters out those that do not meet the target dif-018
ficulty. We evaluate CrossQG on three high-019
quality question answering datasets. Experi-020
mental results demonstrate that across multi-021
ple models, CrossQG significantly outperforms022
several mainstream methods, achieving supe-023
rior consistency with target difficulty and im-024
proving question quality. Moreover, CrossQG025
surpasses supervised fine-tuning in various in-026
stances even without training.027

1 Introduction028

The task of Difficulty-Controllable Question Gen-029

eration (DCQG) aims to generate questions with030

controlled difficulty levels. It holds significant ap-031

plication value in education, such as improving032

learning efficiency (Uto et al., 2023; Wang, 2014)033

and better assessing learners’ abilities (Benedetto034

et al., 2023). The main difficulties of DCQG lie035

in: (1) appropriately categorizing and representing036

the difficulty levels of the questions, and (2) ensur-037

ing that the generated questions match the target038

difficulty.039

In recent years, with advancements in natural lan-040

guage processing, several studies in DCQG have041

recognized the importance of question diversity (Bi042

Context:
A man has a bird. ... Every day the man speaks to the bird. ...
“What are you doing?” says the man. “What are you doing?”
says the bird. The man is not at home one day. A thief comes
in. ... “What are you doing?” The thief is very afraid, so he
does not take any things and runs out of the house at last.
Target Difficulty Level: Hard
Prompt-based QG
How does the thief react when he hears the bird? (Too Easy )
ICL-based QG
What is the purpose of dreaming during sleep? (Irrelevant )
Self-refine QG
What does the man’s reaction to the thief’s presence reveal
about his character and values? (Unanswerable )
CrossQG
Q1: How does the man’s daily interaction with the bird impact
the bird’s behavior towards intruders?
Q2: What message do you think the story is trying to convey
about the relationship between humans and animals?

Table 1: An example from RACE in which ques-
tions (corresponding answers are omitted) generated
by CrossQG achieve better difficulty consistency com-
pared to other methods.

et al., 2021) and the alignment of question difficulty 043

levels with learners’ abilities (Srivastava and Good- 044

man, 2021; Uto et al., 2023). However, current 045

research still faces a number of challenges: 046

Limited Difficulty Representation. Early 047

DCQG methods (Gao et al., 2019; Bi et al., 2021) 048

directly incorporate difficulty levels into the model 049

framework, an approach that is not applicable for 050

large language models (LLMs). Recent DCQG 051

studies (Wang et al., 2023; Li and Zhang, 2024) 052

leverage model-generated knowledge or answer 053

plans to represent question difficulty, which may 054

be more appropriate for LLMs. However, the 055

difficulty representation for LLMs still remains 056

underexplored. 057

Low Difficulty Consistency. Difficulty consis- 058

tency in DCQG evaluate the alignment between 059

generated questions and target difficulty levels, re- 060

flecting the model’s ability to control question dif- 061
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ficulty. Even for LLMs, ensuring such alignment062

remains challenging. As illustrated in Table 1, the063

prompt-based method struggles to ensure the diffi-064

culty consistency, while in-context learning (ICL)065

and self-refine methods tend to generate irrelevant066

or unanswerable questions.067

To address these limitations, we propose068

CrossQG, an LLM-based DCQG method that im-069

proves the difficulty consistency of generated ques-070

tions. The difficulty of a question is evaluated071

based on the complexity of answer acquisition.072

Specifically, the difficulty definition used in this073

paper is derived from expert-annotated labels pro-074

vided in FairytaleQA (Xu et al., 2022). For ques-075

tion generation, our method consists of two steps:076

contrast enhancement and cross filtering. During077

contrast enhancement, unlike typical in-context078

learning, we incorporate additional negative exam-079

ples into the prompt to guide LLMs to regenerate080

distinct questions. This idea is inspired by the self-081

refine method (Madaan et al., 2023), which allows082

LLMs to reflect on the questions they generate for083

the target difficulty. To further improve the method,084

we choose to use questions of other difficulties as085

negative examples, exposing LLMs to the informa-086

tion contained in questions of various difficulties.087

During cross filtering, we instruct LLMs to extract088

embeddings from generated questions, which serve089

as representations of question difficulty. Then, we090

filter out questions that exhibit high difficulty sim-091

ilarity with those targeted at other levels, thereby092

strengthening difficulty consistency.093

We conduct experiments on three question an-094

swering datasets. Experimental results indicate that095

CrossQG significantly outperforms prompt-based,096

ICL-based and self-refine methods in question dif-097

ficulty consistency and quality on multiple LLMs.098

Moreover, our training-free method even surpasses099

supervised fine-tuning (SFT) in various instances.100

The main contributions of this paper are summa-101

rized as follows:102

• We propose CrossQG, a novel training-free103

LLM-based method for DCQG, which en-104

hances the difficulty consistency of generated105

questions by incorporating cross-difficulty in-106

formation.107

• We design a contrast enhancement module to108

enhance LLMs’ understanding of target diffi-109

culty and a cross-filtering module to improve110

the consistency of generated questions with111

target difficulty levels.112

• We conduct extensive experiments on several 113

datasets. Results show that CrossQG remark- 114

ably outperforms multiple training-free meth- 115

ods in both question difficulty consistency and 116

quality on various LLMs. 117

2 Related Work 118

2.1 Question Difficulty Representation 119

Question difficulty representation, which involves 120

encoding difficulty information into models, plays 121

a vital role in DCQG. In earlier years, several stud- 122

ies (Gao et al., 2019; Bi et al., 2021) directly inte- 123

grate predefined difficulty levels into model frame- 124

works. Besides, multi-hop QG (Cheng et al., 2021) 125

defines difficulty as the number of inference steps 126

required to answer a question, incorporating diffi- 127

culty information during iterative generation. How- 128

ever, these methods of difficulty representation can- 129

not be easily migrated to LLMs. Recent studies 130

address this gap by utilizing model’s intermediate 131

outputs to represent difficulty. For instance, Skil- 132

lQG (Wang et al., 2023) leverages the skill-specific 133

knowledge to align questions with comprehension 134

skills (Krathwohl, 2002). PFQS (Li and Zhang, 135

2024) employs the answer plans extracted by mod- 136

els to implicitly represent difficulty. In this paper, 137

we innovatively introduce a difficulty-oriented em- 138

bedding representation to enhance the difficulty 139

consistency of generated questions. 140

2.2 Difficulty-Controllable Question 141

Generation 142

Early research on DCQG mainly focus on small 143

language models. DLPH-GDC (Gao et al., 2019) 144

proposes an LSTM-based model to generate ques- 145

tions of designated difficulty levels. Multi-hop QG 146

(Cheng et al., 2021) introduces an iterative frame- 147

work that gradually increases question difficulty 148

through step-by-step rewriting. This method is 149

guided by an extracted reasoning chain, and uses 150

GPT-2 (Radford et al., 2019) for question gener- 151

ation. CCQG (Bi et al., 2021) uses a mixture of 152

experts (Shen et al., 2019) as the selector of soft 153

templates. It then leverages BiLSTM (Hochreiter 154

and Schmidhuber, 1997) as encoder to generate 155

questions with controlled complexity. SkillQG 156

(Wang et al., 2023) proposes a question generation 157

pipeline. The pipeline utilizes the skill-specific 158

knowledge extracted by GPT-2 to generate ques- 159

tions with BART (Lewis et al., 2020). Recently, 160

PFQS (Li and Zhang, 2024) proposes an LLM- 161

guided method, which generates questions based 162
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on answer plans. However, almost all methods163

generate questions separately for different diffi-164

culty levels, overlooking the information implied165

by questions from other difficulty levels. Addi-166

tionally, there is a lack of sufficient exploration167

of LLMs for DCQG. In this paper, we primarily168

focus on LLM-based methods for DCQG. When169

generating questions of a specific difficulty level,170

we leverage the questions generated at different171

levels to improve the performance of LLMs.172

3 Method173

Given an input context text c and a specific diffi-174

culty level d ∈ D, the objective of the task is to gen-175

erate several question-answer (QA) pairs (Q,A),176

where questions in Q align with the difficulty level177

d. This process can be formalized as the following178

function:179

(Q,A) = F(c, d) (1)180

where F is a question generation method.181

Figure 1 illustrates the overall architecture of182

our method. Before generation, we introduce the183

difficulty estimation schema used in our approach.184

During initial question generation, based on the185

schema, we use LLMs to generate initial QA pairs186

(Qinit,Ainit) with prompts tailored for different187

difficulty levels. During contrast enhancement,188

given difficulty level d, we select QA pairs from189

(Qinit \ Qinit
d ,Ainit \ Ainit

d ) as negative examples to190

help LLMs avoid generating questions with non-191

target difficulty levels. During cross filtering, we192

remove questions that exhibit high similarity in193

difficulty with those targeted at other levels. The194

following paragraphs will introduce the entire gen-195

eration process in detail.196

3.1 Difficulty Estimation Schema197

For difficulty estimation, we refer to the labels198

annotated by experts in FairytaleQA, a well-199

structured question answering dataset derived from200

child-friendly storybooks. These labels have been201

proven to be scientific and reasonable by several202

previous works (Eo et al., 2023; Leite and Car-203

doso, 2024; Li and Zhang, 2024). As shown in204

Table 2, we define 3 difficulty levels, with difficulty205

ranging from low to high. The alignment of our206

labels with those in FairytaleQA ("local/summary",207

"explicit/implicit") is as follows: (1) easy aligns208

with (local, explicit); (2) medium maps to both (lo-209

cal, implicit) and (summary, explicit); and (3) hard210

corresponds to (summary, implicit). To maintain211

a clear order of difficulty levels, we include two 212

cases under the medium difficulty. Separating these 213

two cases into different difficulty levels would raise 214

ambiguity about which level is more challenging. 215

3.2 Initial Question Generation 216

During the initial question generation process, we 217

use prompts to guide an instruction-tuned LLM in 218

generating QA pairs based on the given context and 219

difficulty level. Considering efficiency, we propose 220

two methods at this stage: CrossQG and CrossQG- 221

fast. CrossQG generates questions for varying diffi- 222

culty levels with different prompts. By comparison, 223

CrossQG-fast employs a single prompt to simul- 224

taneously generate questions across all difficulty 225

levels, improving the efficiency of generation. The 226

detailed design of prompts can be found in Ap- 227

pendix A.1. 228

Given the context c, the difficulty level d, and 229

the prompt template T init, we obtain the complete 230

prompt T init(c, d)1. The initial QA pairs of diffi- 231

culty level d can then be generated using the fol- 232

lowing expression: 233

(Qinit
d ,Ainit

d ) = LLM(T init(c, d)) (2) 234

where LLM(·) represents performing an inference 235

by LLMs. 236

3.3 Contrast Enhancement 237

After the initial process, the generated questions 238

might not meet the expected difficulty levels, in- 239

dicating that LLMs do not fully understand the 240

difficulty requirements. To tackle this problem, 241

we propose a component called contrast enhance- 242

ment (CE), which leverages negative examples to 243

enhance LLMs’ understanding of target difficulty. 244

Let D denote all difficulty levels in our diffi- 245

culty estimation schema. To enhance LLMs’ under- 246

standing of difficulty level d(d ∈ D), we randomly 247

select several QA pairs of other difficulty levels 248

to form negative examples Ed, which can be ex- 249

pressed as follows: 250

Ed = {f((Qinit
d′ ,Ainit

d′ ), n)|d′ ∈ D\{d}} (3) 251

where f(·, ·) represents a uniform sampling func- 252

tion, and n is a hyperparameter that denotes the 253

number of QA pairs randomly selected from each 254

difficulty level. 255

1CrossQG-fast does not require a specific difficulty level
d; this formula is used here for unified expression.
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Figure 1: Overall architecture of CrossQG. The figure illustrates the optimization process with three difficulty levels.
In the figure, subscript numbers indicate the difficulty of the questions, and each small square represents a QA pair.

Difficulty Definition

Easy Answers can be directly found in the text; getting the answer requires focusing on the local information (e.g. one
single sentence) in the context.

Medium
Case 1: Answers cannot be directly found in the text; getting the answer requires focusing on the local information
(e.g. one single sentence) in the context. Case 2: Answers can be found directly in the text; obtaining the answer
involves synthesizing and summarizing information from multiple parts of the context.

Hard Answers cannot be directly found in the text; obtaining the answer involves synthesizing and summarizing
information from multiple parts of the context.

Table 2: Definitions of difficulty levels.

We design prompts to enable LLMs to regenerate256

questions based on previous difficulty requirements257

and negative examples. The details of the prompts258

are available in Appendix A.2.259

Formally, with the context c, difficulty level d,260

negative examples Ed, and the prompt template261

T ce, the whole prompt is T ce(c, d, Ed). The QA262

pairs regenerated during the contrast enhancement263

process can be expressed as follows:264

(Qce
d ,Ace

d ) = LLM(T ce(c, d, Ed)) (4)265

where LLM(·) denotes performing an inference by266

LLMs.267

3.4 Cross Filtering268

In this section, we propose a component based269

on difficulty-oriented embeddings, called cross fil-270

tering (CF). The component is designed to filter271

out questions that may not align with the target272

difficulty levels, thereby enhancing the difficulty273

consistency. Specifically, if a question exhibits high274

similarity in difficulty to questions targeted at other275

levels, this suggests the question may not match276

the intended difficulty. In such cases, the question277

is removed to ensure consistency.278

For difficulty-oriented embeddings, we incorpo-279

rate task definitions into the prompt, inspired by280

MetaEOL (Lei et al., 2024), to address the com-281

plexity of difficulty assessment. For Explicit One-282

Word Limitation (EOL), we adopt the template 283

from PromptSTH (Zhang et al., 2024) as follows: 284

This sentence: "[X]" means something 285

where the last layer’s hidden vector for the last 286

token "something" is extracted as the embedding. 287

Additionally, given the length of input context and 288

questions, we replace the placeholder [X] with a 289

fixed-length sentence rather than long inputs to 290

ensure LLMs focus on the task. The complete 291

prompt is provided in Appendix A.3. 292

The algorithm of a single round is described in 293

Algorithm 1. In the algorithm, P and D are for- 294

malized as {Pi}nd
i=1 and {di}nd

i=1, respectively. Pi 295

represents the list of QA pairs generated by the 296

model for difficulty di, and nd is the number of dif- 297

ferent difficulty levels. The superscript q denotes 298

the question in a QA pair, while count(·) repre- 299

sents the number of elements. The function CE(·) 300

is defined in Equation 4, and sim(c, p, q) calculates 301

the difficulty similarity between questions p and q 302

based on context c as follows: 303

sim(c, p, q) = cos(emb(c, p), emb(c, q)) (5) 304

where cos(·, ·) is the cosine similarity function, and 305

emb(·, ·) denotes difficulty-oriented embeddings 306

extracted by LLMs based on the given context and 307

question. 308

The algorithm consists of two main steps. Firstly, 309

for a given question uq, we calculate its diffi- 310
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Algorithm 1 Cross Filtering Algorithm
Input: List of list of QA pairs P , list of difficulty
levels D, context c
Parameter: Similarity threshold t, high-similarity
count threshold s, filter count m
Output: Filtered QA pairs P ′

1: Initialize Z ← P , P ′ ← ∅
2: for all u ∈ Pi where Pi ∈ P do
3: Au ← {v|sim(c, uq, vq) > t, v ∈ P \ Pi}
4: if count(Au) ≥ s then
5: Remove u from Pi

6: end if
7: end for
8: for all Pi ∈ P do
9: if count(Pi) < m then

10: E ← Zi \ Pi ▷ Filtered-out QA pairs
11: P ′ ← P ′ ∪ CE(c, di, E) ▷ Regeneration
12: else
13: P ′ ← P ′ ∪ Pi

14: end if
15: end for
16: return P ′

culty similarity with questions from other difficulty311

levels. We then count the number of questions312

whose similarity exceeds a threshold t, denoted as313

count(Au). If this count is ≥ s, the corresponding314

QA pair u is removed.315

Secondly, we assess whether a next iteration is316

necessary. We denote the remaining number of QA317

pairs for difficulty level di as ni. If ni ≥ m, the318

filtered QA pairs for di are obtained. Otherwise,319

we regenerate QA pairs for di by contrast enhance-320

ment. Note that the regenerated QA pairs need to321

undergo the next cross-filtering process. In contrast,322

QA pairs of other difficulties will not be updated in323

the next filtering phase. They will only be used to324

calculate difficulty similarity with questions that re-325

quire filtering. The entire process will be repeated326

until no further QA pairs are regenerated, or it has327

been repeated three times.328

4 Experiments329

4.1 Experimental Setup330

Datasets. We conduct assessments on three ques-331

tion answering datasets: SQuAD (Rajpurkar et al.,332

2016), RACE (Lai et al., 2017), and FairytaleQA333

(Xu et al., 2022). These datasets, sourced from334

Wikipedia, English exams, and stories respectively,335

are well-known for their quality. We select a ran-336

dom sample of 1,500 articles for testing, with 500 337

articles from each dataset. 338

Metrics. To evaluate the consistency of question 339

difficulty, we first estimate the actual difficulty of 340

the questions, and then calculate the consistency 341

score between the actual and target difficulties. 342

For difficulty estimation, we initially attempt to 343

utilize GPT-4 (Achiam et al., 2023) in a zero-shot or 344

few-shot manner. However, the average accuracy is 345

below 65% (see complete results in Appendix B.1). 346

Therefore, we train a difficulty classifier based on 347

a manually annotated dataset. 348

We first construct a dataset called DiffQA. Each 349

entry in DiffQA is a tuple (c, q, a, d), where c, q, a, 350

d represents the context, the question, the answer, 351

and the difficulty level respectively. d ∈ {1, 2, 3} 352

denotes {easy, medium, hard} . The QA pairs are 353

derived from the above three datasets and human 354

annotation. Considering the relatively lower dif- 355

ficulty of SQuAD, we compose some more chal- 356

lenging questions based on its contexts. In addi- 357

tion, we revise some questions from RACE due 358

to their inconsistent format compared to the other 359

two datasets. We employ five annotators to label d, 360

with each annotation undergoing a cross-check by 361

two annotators. In total, we annotate 6500 entries, 362

with 5500 serving as the training set and 1000 as 363

the test set. The details of DiffQA are shown in 364

Appendix B.2. 365

Then, we utilize DiffQA to train a difficulty clas- 366

sifier based on the Roberta-base model (Liu, 2019), 367

achieving an accuracy exceeding 81%. Detailed 368

results are provided in Appendix B.1. 369

For consistency score calculation, we collect QA 370

pairs generated by a model across all contexts and 371

target difficulties, denoted as P . Let dt(·) and da(·) 372

represent the target difficulty and the actual diffi- 373

culty (predicted by our trained classifier) of a QA 374

pair, respectively. We compute the Spearman cor- 375

relation coefficient (Spearman, 1904) ρ between 376

Dt = {dt(p)|p ∈ P} and Da = {da(p)|p ∈ P} to 377

assess their correlation. Additionally, accuracy is 378

used to evaluate whether the difficulty of generated 379

QA pairs aligns with the expected difficulty. The 380

detailed calculations are provided in Appendix B.3. 381

Baselines. In our experiments, we compare our 382

CrossQG method with four baselines: (1) Prompt 383

(Wei et al., 2022), which leverages the prompt de- 384

rived from the initial question generation phase of 385

standard CrossQG to generate questions. (2) ICL 386

(Brown et al., 2020), which incorporates several 387
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Method
SQuAD RACE FairytaleQA

ρ acc ρ acc ρ acc

Llama-2-7b-chat
Prompt 0.3799 0.4776 0.3252 0.4090 0.3672 0.4203
ICL 0.4189 0.5135 0.4117 0.5042 0.3385 0.4759
Self-refine 0.4464 0.4896 0.3619 0.4514 0.3011 0.4126
SFT (*) 0.5923 0.5832 0.6147 0.5851 0.5046 0.5353
CrossQG (ours) 0.6216 0.5767 0.6660 0.6121 0.5805 0.5749
CrossQG-fast (ours) 0.6167 0.5943 0.6418 0.5791 0.5835 0.5678

Llama-2-13b-chat
Prompt 0.3900 0.4343 0.3704 0.4317 0.4193 0.4314
ICL 0.3512 0.4950 0.2928 0.4474 0.2542 0.4446
Self-refine 0.6211 0.5676 0.5954 0.5587 0.5927 0.5749
SFT (*) 0.6325 0.6130 0.5912 0.5866 0.5270 0.5516
CrossQG (ours) 0.7066 0.6414 0.7144 0.6369 0.6549 0.6399
CrossQG-fast (ours) 0.6834 0.6312 0.6921 0.6118 0.6441 0.6190

Mistral-7b-instruct
Prompt 0.3946 0.4262 0.4204 0.4547 0.3482 0.4236
ICL 0.4396 0.4996 0.4592 0.5271 0.3910 0.4597
Self-refine 0.4365 0.4433 0.4491 0.4714 0.3790 0.4224
SFT (*) 0.6668 0.6377 0.6436 0.6340 0.5129 0.5483
CrossQG (ours) 0.6142 0.5308 0.5972 0.5652 0.4408 0.4909
CrossQG-fast (ours) 0.5785 0.5108 0.5837 0.5692 0.4183 0.4805

Table 3: Main experimental results on three datasets, with ρ and acc for each method. Best results are highlighted in
bold. SFT (*) involves model training, so it serves as a reference, and does not directly participate in the comparison.
Results surpassing SFT are marked in red.

in-context examples with target difficulty into the388

prompt to guide LLMs in generating questions. (3)389

Self-refine (Madaan et al., 2023), which lets LLMs390

reflect on the questions they generate based on the391

Prompt method and regenerate. (4) SFT, which392

finetunes LLMs using DiffQA.393

Other Settings. We conduct experiments on394

three LLMs: Llama2-7b-chat, Llama2-13b-chat395

(Touvron et al., 2023), and Mistral-7b-instruct-v0.2396

(Jiang et al., 2023). For hyperparameters, the de-397

fault values are n = 1 for contrast enhancement398

and s = 1, m = 2 for cross filtering. The param-399

eter t is computed based on the LLM embedding400

method, as detailed in Section 4.4. Consistent with401

CrossQG, both ICL and self-refine methods incor-402

porate 2 examples in their prompts.403

4.2 Main Results404

The results of the baselines and CrossQG are pre-405

sented in Table 3. Overall, CrossQG significantly406

outperforms other training-free baselines across all407

settings, and even surpasses SFT in many instances408

(marked in red). Specifically, compared with three409

training-free baselines, CrossQG shows an average410

increase of at least 0.14 in ρ and at least 0.06 in411

accuracy, respectively.412

CrossQG-fast shows a slight performance de-413

cline compared to CrossQG but improves in some 414

cases. However, it is more efficient than CrossQG. 415

Specifically, CrossQG requires at least 2 LLM 416

inferences per difficulty level, while CrossQG- 417

fast needs only 1 + 1/nd inferences, where nd 418

is the number of difficulty levels. In other words, 419

CrossQG-fast significantly boosts efficiency while 420

only undergoing a slight decrease in performance. 421

Additionally, CrossQG often outperforms SFT, in- 422

dicating that the finetuned models may struggle to 423

learn effectively when it comes to deep semantic 424

features of questions. Nevertheless, CrossQG still 425

exhibits strong performance in this case. 426

4.3 Ablation Study 427

In Table 4, we investigate the impact of contrast 428

enhancement (CE) and cross filtering (CF) on our 429

method. The results indicate that combining CE 430

and CF typically achieves the best performance. 431

For smaller models (Llama2-7b, Mistral-7b), CF is 432

more crucial for LLM performance, as removing 433

CF causes a notable performance drop. Conversely, 434

CE is more impactful for Llama2-13b. This is 435

because smaller models are less effective at self- 436

refining via negative examples, and the cross filter- 437

ing component can eliminate questions misaligned 438

with target levels. In contrast, Llama2-13b gen- 439

erates questions with better difficulty consistency 440
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Method
SQuAD RACE FairytaleQA

ρ acc ρ acc ρ acc

Llama-2-7b-chat
CrossQG 0.6216 0.5767 0.6660 0.6121 0.5805 0.5749
w/o CE 0.6019 0.5741 0.6431 0.5973 0.5697 0.5816
w/o CF 0.5524 0.5316 0.6064 0.5797 0.5359 0.5538

Llama-2-13b-chat
CrossQG 0.7066 0.6414 0.7144 0.6369 0.6549 0.6399
w/o CE 0.6290 0.5978 0.6681 0.6237 0.5416 0.5814
w/o CF 0.6998 0.6283 0.7165 0.6365 0.6516 0.6309

Mistral-7b-instruct
CrossQG 0.6142 0.5308 0.5972 0.5652 0.4408 0.4909
w/o CE 0.6101 0.5407 0.5928 0.5641 0.4328 0.4722
w/o CF 0.5590 0.4979 0.5368 0.5252 0.3983 0.4624

Table 4: Ablation results for CrossQG, where CE denotes contrast enhancement and CF denotes cross filtering. We
report ρ and κ for each method. The results for answer acquisition difficulty and cognitive level are displayed on the
left and right side of "/", respectively.

Method ρ acc NE-acc

Llama-2-7b-chat
Self-refine 0.3691 0.4503 0.6730
CE 0.5656 0.5565 0.7682

Llama-2-13b-chat
Self-refine 0.6026 0.5670 0.6634
CE 0.6875 0.6319 0.7699

Mistral-7b-instruct
Self-refine 0.4176 0.4466 0.6814
CE 0.4953 0.4964 0.7614

Table 5: Results integrating three datasets, where NE-
acc denotes the accuracy of negative examples.

through CE, thus cross-filtering offers limited im-441

provement for LLM performance due to potential442

noise.443

4.4 Validation of CE and CF Modules444

To verify the quality of negative examples selected445

by the CE component, we conduct a comparison446

with the self-refine method. Experimental results447

are shown in Table 5. For ease of explanation, we448

refer to the negative examples used in CE and the449

questions used for reflection in self-refine collec-450

tively as negative examples. To ensure fairness, the451

negative examples for both CE and self-refine are452

sourced from questions generated by the Prompt453

method, and are consistent in quantity. Note that454

the difficulty of questions in negative examples455

may match the target level, making them not true456

negatives. Utilizing the difficulty classifier trained457

with DiffQA, we assess the accuracy of negative458

examples in both methods to measure its correla-459

tion with model performance. It is evident that that460

Method Precision Recall

PromptEOL+ID+FS 0.6421 0.4090
PromptSUM+ID+FS 0.6583 0.4120
PromptSTH+DD+LI 0.5856 0.4020
PromptSTH+ID+LI 0.6316 0.3960
PromptSTH+DD+FS 0.6411 0.4170
PromptSTH+ID+FS (Ours) 0.6706 0.4170

Table 6: Precision and recall results of different LLM
embedding methods.

CE’s negative examples exhibit significantly higher 461

accuracy than those from self-refine. Furthermore, 462

model performance is closely tied to negative ex- 463

ample accuracy. Considering that the difficulty 464

estimation schema involves deep semantic features 465

of the questions, we speculate that LLMs demand 466

higher-quality examples in this case. 467

To evaluate the quality of difficulty-oriented em- 468

beddings extracted by LLMs, we compare our 469

method with other LLM embedding approaches. 470

We randomly select 2,000 pairs of LLM-generated 471

questions: half have the same difficulty, and the 472

other half have different difficulties. The diffi- 473

culty labels are annotated by our difficulty classi- 474

fier. LLM embedding methods are compared across 475

three aspects: 1) EOL method: PromptEOL (Jiang 476

et al., 2024), PromptSTH and PromptSUM (Zhang 477

et al., 2024). 2) task definition: direct definition 478

(DD) and indirect definition (ID). 3) the sentence 479

to replace the placeholder: long input (LI) and 480

fixed-length sentence (FS). The detailed prompts 481

are provided in Appendix A.3, and the results are 482

presented in Table 6. 483

We compare the precision of various methods 484
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when the recall is approximately 0.4 (by adjusting485

the threshold t). This is because: 1) if the recall486

is higher, the precision will be too low, making487

cross-filtering less effective; 2) if the recall is lower,488

the number of filtered-out questions per round will489

decrease, leading to less efficient filtering. Compar-490

ing the results with different EOL methods, it is ob-491

servable that PromptSTH is the best EOL method.492

Moreover, methods with ID significantly outper-493

form those with DD. This is because LLMs are not494

familiar with the concept of difficulty. LLMs are495

better at finding answers and their derivations from496

contexts. Additionally, since there are only three497

different difficulty levels, the difficulty representa-498

tion space is limited. Furthermore, methods with499

FS achieve higher precision than those with LI. Too500

long inputs may distract the LLMs from the task,501

while the fixed-length sentence helps the LLMs to502

concentrate on the task, thereby enhancing their503

performance.504

4.5 Analysis505

Impact of Negative Examples Count. In con-506

trast enhancement, we randomly select n QA pairs507

for each other difficulty level to form negative ex-508

amples. While increasing the number of negative509

examples may help LLMs better understand the510

target difficulty, it can also introduce noise. We511

examine how different values of n affect model512

performance, with results shown on the left of Fig-513

ure 2. For Llama2 series models, performance514

deteriorates as n increases, whereas the trend is515

opposite for Mistral-7b. Overall, n = 1 is a better516

parameter choice.517

Impact of High-similarity Count Threshold. In518

cross filtering, the high-similarity count threshold519

s reflects a trade-off between filtering precision520

and efficiency. As s increases, the filtering process521

becomes more precise but less efficient. We inves-522

tigate the impact of different values of s on model523

performance, with results displayed on the right of524

Figure 2. Overall, at s = 1, the two smaller models525

achieve their best performance, while the Llama2-526

13b model also exhibits competitive performance.527

Therefore, we select 1 as the value for parameter s.528

Human Evaluation for Question Quality. In529

the question quality study, we first randomly se-530

lect 150 articles from three datasets. Then, we531

perform uniform sampling on QA pairs of various532

difficulty levels generated by different models for533

human evaluation. Three dimensions are rated from534
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0.55

0.6

0.65

0.7

0.75

1 2 3

Number of Negative Examples (n)

Llama2-7b
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𝜌
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𝜌

Figure 2: The ρ performance of models under different
numbers of negative examples (left) and high-similarity
count thresholds (right). The results integrates three
datasets.

Method Correctness Relevancy Diversity

Prompt 4.284 4.379 2.025
ICL 3.794 3.619 2.071
Self-refine 4.602 4.428 2.428
CrossQG (ours) 4.588 4.453 2.664

Table 7: Human evaluation on correctness, relevancy
and diversity.

1 (worst) to 5 (best): (1) correctness—whether the 535

question and answer match and are semantically 536

correct; (2) relevancy—whether the question is rel- 537

evant to the given context; (3) diversity—whether 538

the QA pairs are diverse from each other. As shown 539

in Table 7, CrossQG outperforms the Prompt and 540

ICL methods across three quality metrics. Addi- 541

tionally, it also surpasses the self-refine method in 542

terms of the relevance and diversity of the gener- 543

ated questions. This indicates that our method not 544

only enhances the consistency of question difficulty 545

but also improves the quality of questions. 546

5 Conclusion 547

In this paper, we propose CrossQG, a novel 548

training-free DCQG method aimed at optimizing 549

the difficulty consistency of generated questions. 550

CrossQG leverages information from various diffi- 551

culty levels, which is often overlooked in previous 552

research, to assist in generating questions at the 553

target difficulty. It first employs contrast enhance- 554

ment to select questions from different difficulty 555

levels as negative examples. Then, it utilizes cross 556

filtering to eliminate questions that exhibit high dif- 557

ficulty similarity with those targeted at other levels. 558

We conduct experiments on three datasets. Results 559

across multiple LLMs demonstrate that CrossQG 560

achieves superior difficulty consistency and qual- 561

ity compared to three training-free baselines. In 562

addition, it surpasses SFT in many instances. Fu- 563

ture research will explore methods to enhance the 564

robustness of CrossQG against noisy data. 565
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Limitations566

CrossQG may be affected by noise, as the preci-567

sion of negative example selection and filtering568

can be further improved. Future work will explore569

the impact of noise on these components and aim570

to develop a more robust method. Additionally,571

CrossQG is a training-free method. In the future,572

we will explore Parameter-Efficient Fine-Tuning573

(PEFT) methods to enhance model performance574

while ensuring efficiency.575

Ethics Statement576

In this paper, we propose a novel DCQG method577

aimed at enhancing the difficulty consistency of578

questions generated by large language models. The579

three question answering datasets and all base mod-580

els are publicly available. In addition, all refer-581

ences derived from prior works are marked with582

citations. During the experiments, random seeds583

are selected entirely at random and maintained con-584

sistently across different model configurations. In585

this way, we minimize bias and discrimination in586

our experiments. Lastly, the QA pairs are gener-587

ated based on the text in datasets and do not include588

any harmful content. Overall, we avoid any ethical589

concerns in our research.590

We employ 5 annotators with undergraduate de-591

grees to perform annotations. We pay $12 USD592

per 100 annotations, which includes both question593

difficulty and quality estimation. To ensure the594

anonymity and privacy of the annotators, we ex-595

clude all personal identifiers and retain only the596

annotation results.597
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A Design of Main Prompts 801

A.1 Initial Question Generation 802

In this section, we show prompts which are used to 803

guide LLMs to generate initial QA pairs with given 804

difficulty levels. For CrossQG, we design a prompt 805

template as shown in Table 8. 806

Prompt Template for CrossQG
<s>[INST]
Your task is to generate pairs of questions and answers
according to the following context, meeting all the require-
ments.
Context: [Context]
Requirements:
1. [Difficulty Definition]
2. Answers must be clear, concrete, and well-justified
based on the context.
[Supplement]
Output Format:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
[/INST]

Table 8: Prompt template used for the initial ques-
tion generation in CrossQG. In the template, [Context],
[Difficulty Definition] and [Supplement] need to be sub-
stituted.

In the template, we replace the [Context] token 807

with the given context. In addition, we substitute 808

the [Difficulty Definition] token with the corre- 809

sponding difficulty definitions shown in Table 2 810

based on the difficulty level. Finally, we replace 811

the [Supplement] token according to the mapping 812

rules shown in Table 9. 813

Difficulty Supplement

Easy Ensure that the answers can be directly and
unambiguously located within the text.

Medium Make sure that each question distinctly follows
either Case 1 or Case 2 as defined.

Hard

Ensure that the questions demand a deep un-
derstanding and interaction with the context,
leading to comprehensive and insightful an-
swers.

Table 9: Mapping rules for difficulty levels in initial
question generation.

For CrossQG-fast, we design a different prompt 814

template, as shown in Table 10. 815

A.2 Contrast Enhancement 816

In this section, we present prompts used to let 817

LLMs generate QA pairs with required difficulty 818

levels given negative examples of other levels. The 819

prompt template is shown in Table 11. 820

11

https://doi.org/10.18653/v1/2022.acl-long.34
https://doi.org/10.18653/v1/2022.acl-long.34
https://doi.org/10.18653/v1/2022.acl-long.34
https://doi.org/10.18653/v1/2022.acl-long.34
https://doi.org/10.18653/v1/2022.acl-long.34
https://link.springer.com/chapter/10.1007/978-981-97-5669-8_5
https://link.springer.com/chapter/10.1007/978-981-97-5669-8_5
https://link.springer.com/chapter/10.1007/978-981-97-5669-8_5


Prompt Template for CrossQG-fast
<s>[INST]
Your task is to generate pairs of questions and answers
according to the following context, meeting all the require-
ments.
Context: [Context]
Requirements:
1. A question should test any difficulty level of given
difficulties, and all generated questions are expected to
cover all difficulty levels.
2. Answers must be clear, concrete, and well-justified
based on the context.
Difficulties:
- EASY: Answers can be directly found in the text; getting
the answer requires focusing on the local information (e.g.
one single sentence) in the context.
- MEDIUM: Case 1: Answers cannot be directly found in
the text; getting the answer requires focusing on the local
information (e.g. one single sentence) in the context. Case
2: Answers can be found directly in the text; obtaining the
answer involves synthesizing and summarizing informa-
tion from multiple parts of the context.
- HARD: Answers cannot be directly found in the text;
obtaining the answer involves synthesizing and summariz-
ing information from multiple parts of the context.
Ensure that:
- For easy questions, the answers can be directly and
unambiguously located within the text.
- For medium questions, each question distinctly follows
either Case 1 or Case 2 as defined.
- For hard questions, the questions demand a deep un-
derstanding and interaction with the context, leading to
comprehensive and insightful answers.
Output Format:
EASY:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
MEDIUM:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
HARD:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
[/INST]

Table 10: Prompt template used in the initial ques-
tion generation phase of CrossQG-fast. In the template,
[Context] needs to be substituted with the given context.

Prompt Template for Contrast Enhancement
[Initial Prompt]
[Negative Examples]</s>
<s>[INST]
[Error Analysis]
[Supplement]
Output Format:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
[/INST]

Table 11: Prompt template applied in contrast enhance-
ment. In the template, [Initial Prompt], [Negative Ex-
amples], [Error Analysis] and [Supplement] are special
tokens and need to be substituted.

Given the input context c, target difficulty level 821

d, we first substitute the [Initial Prompt] token with 822

T init(c, d) (relative prompt template shown in Ta- 823

ble 8). Then, we replace the [Negative Examples] 824

token with Ed computed by Equation 3. Finally, 825

we replace the [Error Analysis] and [Supplement] 826

tokens according to the mapping rules shown in 827

Table 12. 828

A.3 Difficulty-Oriented Embeddings 829

The prompt template (PromptSTH+ID+FS in Sec- 830

tion 4.4) for guiding LLMs in embedding genera- 831

tion is presented in Table 13. Other prompts men- 832

tioned in Section 4.4 are shown in Table 14. In 833

these templates, [Context] and [Question] are sub- 834

stituted with the specific context and question. 835

A.4 Others 836

In this section, we show prompts which are used in 837

the main experiments. The prompt templates used 838

for ICL and SFT are presented in Table 15 and 16 839

respectively. 840

In both templates, we replace the [Context], [Dif- 841

ficulty Definition] and [Supplement] tokens accord- 842

ing to the substitution rules shown in Appendix A.1. 843

For ICL, we need to replace the [Example i] token 844

with "Example i:\n Context: ce\n Q: qe\n A: ae\n", 845

where ce, qe and ae denote the context, question 846

and answer of the example, respectively. For SFT, 847

LLMs utilize the prompt as input and are fine-tuned 848

to generate one QA pair at a time. Consequently, it 849

is necessary to adjust the descriptions of "question" 850

and "answer" in the prompt to the singular form. 851
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Difficulty Error Analysis Supplement

Easy

The above questions are too hard to answer. Answers were not
adequately justified with direct text references or focused on
multiple text areas instead of local information. Please generate
easier questions which meet the requirements.

Ensure that the questions only require
simple information extraction and su-
perficial understanding with the context,
leading to easy and direct answers.

Medium

The above questions are either too easy or too hard to answer.
Answers were justified with direct text references (too easy) or
focused on multiple text areas and required summarization (too
hard). Please generate questions which meet the requirements.

Ensure that the questions require a mod-
erate (not too deep, not too simple) un-
derstanding and interaction with the con-
text.

Hard

The above questions are too easy to answer. Answers were justi-
fied with direct text references or focused on local information
instead of multiple text areas. Please generate questions which
meet the requirements.

Ensure that the questions demand a deep
understanding and interaction with the
context, leading to comprehensive and
insightful answers.

Table 12: Mapping rules for difficulty levels in contrast enhancement.

Prompt Template for Embedding Generation
In this task, you’re given a context and a question. Your
task is to find the answer and describe how to get the
answer.
Context: [Context]
Question: [Question]
For this task, this sentence: "Given the question, the an-
swer and its derivation are" means something

Table 13: Prompt template applied in difficulty-oriented
embedding generation. In the template, [Context] and
[Question] are special tokens and need to be substituted.

B Details of Metrics852

B.1 Experiments of Difficulty Estimation853

For difficulty estimation, we compare the accuracy854

of GPT-4 and our classifier on the test split of Dif-855

fQA, as shown in Table 17. Our classifier utilizes856

the tuple (c, q, a) as input and is trained to predict857

the difficulty level d of the given questions. It is858

evident that our classifier outperforms GPT-4 under859

the difficulty estimation schema, with an accuracy860

exceeding 81%.861

B.2 Details of DiffQA862

The proportion distribution of d in train split and863

test split of DiffQA is visualized in Figure 3.864

B.3 Details of Calculation865

Consistent with the symbols used in the main text,866

P = {pi}Ni=1 represents the QA pairs generated by867

the LLM. Let dt(·) and da(·) represent the target868

difficulty and the actual difficulty (predicted by869

trained classifiers) of a QA pair, respectively.870

Spearman correlation coefficient ρ can be calcu-871

lated by the following formula:872

ρ = 1−
6

N∑
i=1

(da(pi)− dt(pi))
2

N(N2 − 1)
(6)873

easy
47%

medium
35%

hard
18%

easy medium hard

easy
43%

medium
38%

hard
19%

easy medium hard

Figure 3: The proportion distribution of d in train split
(left) and test split (right) of DiffQA.

We calculate ρ using the spearmanr function 874

from the SciPy library. 875

Accuracy is computed as follows: 876

acc =

N∑
i=1

1(da(pi) = dt(pi))

N
(7) 877

where 1(·) is an indicator function. 878

C Experiments on GPT-4 879

In this section, we apply CrossQG to GPT-4 880

(Achiam et al., 2023), with results presented in 881

Table 18. Although GPT-4 achieves superior perfor- 882

mance in difficulty consistency compared to other 883

evaluated LLMs, there remains significant room 884

for improvement. CrossQG significantly enhances 885

GPT-4’s performance, indicating its potential to 886

complement and elevate advanced LLMs in DCQG 887

tasks. 888

D Implementation Details 889

In cross filtering, we utilize the commonly used 890

Meta-Llama-3.1-8B-Instruct (Grattafiori et al., 891

2024) model for difficulty-oriented embedding. For 892

difficulty estimation, we fine-tune Roberta with the 893

following parameter settings: learning rate = 1e-5; 894
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Other Prompt Templates for Embedding Generation
PromptEOL+ID+FS:
In this task, you’re given a context and a question. Your
task is to find the answer and describe how to get the
answer.
Context: [Context]
Question: [Question]
For this task, this sentence: "Given the question, the an-
swer and its derivation are" means in one word:"
PromptSUM+ID+FS:
In this task, you’re given a context and a question. Your
task is to find the answer and describe how to get the
answer.
Context: [Context]
Question: [Question]
For this task, this sentence: "Given the question, the an-
swer and its derivation are" can be summarized as
PromptSTH+DD+LI:
In this task, you’re given a context and a question. Your
task is to assess the difficulty of the question based on the
following difficulty definitions.
Difficulty Definition:
1. Easy: Answers must be directly found in the text;
getting the answer should require focusing on the local
information (e.g. one single sentence) in the context.
2. Medium: Case 1: Answers cannot be directly found in
the text; getting the answer requires focusing on the local
information (e.g. one single sentence) in the context. Case
2: Answers can be found directly in the text; obtaining
the answer should involve synthesizing and summarizing
information from multiple parts of the context.
3. Hard: Answers cannot be directly found in the text;
obtaining the answer should involve synthesizing and sum-
marizing information from multiple parts of the context.
For this task, this sentence: "Context: [context] Question:
[question]" means something
PromptSTH+ID+LI:
In this task, you’re given a context and a question. Your
task is to find the answer and describe how to get the
answer.
For this task, this sentence: "Context: [context] Question:
[question]" means something
PromptSTH+DD+FS:
In this task, you’re given a context and a question. Your
task is to assess the difficulty of the question based on the
following difficulty definitions.
Difficulty Definition:
1. Easy: Answers must be directly found in the text;
getting the answer should require focusing on the local
information (e.g. one single sentence) in the context.
2. Medium: Case 1: Answers cannot be directly found in
the text; getting the answer requires focusing on the local
information (e.g. one single sentence) in the context. Case
2: Answers can be found directly in the text; obtaining
the answer should involve synthesizing and summarizing
information from multiple parts of the context.
3. Hard: Answers cannot be directly found in the text;
obtaining the answer should involve synthesizing and sum-
marizing information from multiple parts of the context.
Context: [Context]
Question: [Question]
For this task, this sentence: "Given the question, the an-
swer and its derivation are" means something

Table 14: Other prompt templates applied in difficulty-
oriented embedding generation. In the template, [Con-
text] and [Question] are special tokens and need to be
substituted.

Prompt Template for ICL
<s>[INST]
Your task is to generate pairs of questions and answers
according to the following context, meeting all the require-
ments.
Context: [Context]
Requirements:
1. [Difficulty Definition]
2. Answers must be clear, concrete, and well-justified
based on the context.
[Supplement]
Here are several examples.
[Example 1]
[Example 2]
...
Output Format:
- Q1: {question}
- A1: {answer}
- Q2: {question}
- A2: {answer}
- Continue as needed...
[/INST]

Table 15: Prompt template used for ICL. In the tem-
plate, [Context], [Difficulty Definition], [Supplement]
and [Example i] tokens need to be substituted.

Prompt Template for SFT
<s>[INST]
Your task is to generate a pair of question and answer
according to the following context, meeting all the require-
ments.
Context: [Context]
Requirements:
1. [Difficulty Definition]
2. Answer must be clear, concrete, and well-justified
based on the context.
[Supplement]
Output Format:
- Q: {question}
- A: {answer}
[/INST]

Table 16: Prompt template used for SFT. In the tem-
plate, [Context], [Difficulty Definition] and [Supple-
ment] tokens need to be substituted.

Model acc

GPT-4 (zero-shot) 0.548
GPT-4 (few-shot) 0.619
Roberta (Ours) 0.817

Table 17: Accuracy results on the test split of DiffQA.

14



Method
SQuAD RACE FairytaleQA

ρ acc ρ acc ρ acc

Prompt 0.6046 0.5357 0.5857 0.5676 0.5587 0.5688
ICL 0.6304 0.5631 0.6542 0.5935 0.5644 0.5701
Self-refine 0.7494 0.6077 0.7022 0.6333 0.6005 0.5973
CrossQG (ours) 0.7672 0.6255 0.7345 0.6651 0.6371 0.6257
CrossQG-fast (ours) 0.7888 0.6335 0.7311 0.6583 0.6454 0.6197

Table 18: Experimental results on GPT-4, with ρ and acc for each method. Best results are highlighted in bold.

batch size = 32; and epoch = 5. In the main ex-895

periments, the prompt templates used for ICL and896

SFT are presented in Appendix A.4. The prompt897

template employed in the self-refine method is iden-898

tical to that in the CE component, but the approach899

to selecting negative examples differs. When fine-900

tuning the LLM, the hyperparameters are as fol-901

lows: learning rate = 1e-5; batch size per device =902

8; and epoch = 3.903

Our code is implemented based on Huggingface904

(Wolf et al., 2020), whereas AdamW (Loshchilov905

and Hutter, 2019) is used for optimization. All906

LLMs are loaded and used for inference on 1907

Nvidia-A100-40G GPU and trained on 8 Nvidia-908

A100-40G GPUs. For each configuration of our909

method and all compared methods, we conduct 5910

independent runs and report the average score.911

E Case Study912

Table 19 illustrates a complete example of question913

generation using our CrossQG method. In the ini-914

tial question generation, the difficulty consistency915

of the generated questions is poor. The questions916

expected to be of medium difficulty all turn out917

to be easy. After applying contrast enhancement918

(CE), the difficulty consistency of the regenerated919

questions is significantly improved. Specifically,920

questions targeted at an easy difficulty level consis-921

tently match expectations. In addition, generated922

questions at other difficulties also achieve better923

difficulty consistency than before. Then, following924

cross filtering (CF), questions highlighted in yel-925

low are removed due to high difficulty similarity.926

The operation results in an insufficient number of927

medium difficulty questions, making it necessary928

for LLM to regenerate them. Finally, it is evident929

that the final set of generated questions aligns well930

with the expected difficulty levels.931

F List of Software and Data Licences 932

Used in this Work 933

Main dependencies in this paper are as follows. 934

They are all public and free for research use. 935

• Huggingface Transformers: https:// 936

github.com/huggingface/transformers/ 937

blob/master/LICENSE, under an Apache 938

License 2.0. 939

• Huggingface Datasets: https: 940

//github.com/huggingface/datasets/ 941

blob/master/LICENSE, under an Apache 942

License 2.0. 943

• Pytorch: https://github.com/pytorch/ 944

pytorch/blob/main/LICENSE, Misc. 945

• Llama 2: https://github.com/ 946

facebookresearch/llama/blob/main/ 947

LICENSE, under the LLAMA 2 Community 948

License. 949

• Mistral: https://github.com/mistralai/ 950

mistral-src/blob/main/LICENSE, under 951

an Apache License 2.0. 952

• Llama 3: https://github.com/ 953

meta-llama/llama-models/blob/main/ 954

models/llama3_1/LICENSE, under the 955

LLAMA 3.1 Community License. 956

• SciPy: https://github.com/scipy/scipy, 957

under the BSD-3-Clause license. 958
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Context:
The investors showed little interest in Tesla’s ideas for new types of motors and electrical transmission equipment and also
seemed to think it was better to develop an electrical utility than invent new systems. They eventually forced Tesla out
leaving him penniless. He even lost control of the patents he had generated since he had assigned them to the company in
lieu of stock. He had to work at various electrical repair jobs and even as a ditch digger for $2 per day. Tesla considered
the winter of 1886/1887 as a time of "terrible headaches and bitter tears." During this time, he questioned the value of his
education.
Initial Question Generation:
Q1: Why did the investors think it was
better to develop an electrical utility than
invent new systems? (Medium)
Q2: What did Tesla consider the winter
of 1886/1887 as in relation to his educa-
tion? (Easy)
Q3: What happened to Tesla after he
was forced out of the company? (Easy)
Q4: How did Tesla feel about his situa-
tion during this time? (Hard)

Q1: What was the reason why the in-
vestors showed little interest in Tesla’s
ideas for new types of motors and elec-
trical transmission equipment? (Easy)
Q2: What did Tesla have to do to survive
after he was forced out of the company?
(Easy)
Q3: What was the outcome of Tesla’s
decision to assign his patents to the com-
pany in lieu of stock? (Easy)
Q4: What did Tesla consider the winter
of 1886/1887 as in relation to his educa-
tion? (Easy)

Q1: How did Tesla feel about the value
of his education during the winter of
1886/1887? (Medium)
Q2: What was Tesla’s job at the time of
the winter of 1886/1887? (Easy)
Q3: What did Tesla learn from his expe-
riences during the winter of 1886/1887?
(Hard)
Q4: Why did Tesla assign his patents to
the company in lieu of stock? (Medium)

Negative Examples:
Q1: What did Tesla have to do to survive
after he was forced out of the company?
Q2: What was Tesla’s job at the time of
the winter of 1886/1887?

Q1: Why did the investors think it was
better to develop an electrical utility than
invent new systems?
Q2: What did Tesla learn from his expe-
riences during the winter of 1886/1887?

Q1: What did Tesla consider the winter
of 1886/1887 as in relation to his educa-
tion?
Q2: How did Tesla feel about the value
of his education during the winter of
1886/1887?

Contrast Enhancement:
Q1: What did the investors not show
interest in? (Easy)
Q2: Why did Tesla lose control of his
patents? (Easy)
Q3: What was Tesla’s job during the
winter of 1886/1887? (Easy)
Q4: How much did Tesla earn from his
job as an electrical repairman? (Easy)

Q1: What were some of the challenges
that Tesla faced in trying to convince in-
vestors to fund his ideas for new types of
motors and electrical transmission equip-
ment? (Hard)
Q2: How did Tesla’s experiences during
the winter of 1886/1887 affect his view
of the value of his education? (Medium)

Q1: What were the investors’ reasons
for not showing interest in Tesla’s new
motor and electrical transmission ideas,
and how did this impact Tesla’s decision-
making? (Medium)
Q2: How did Tesla’s experience work-
ing as a ditch digger impact his per-
spective on the value of his education?
(Medium)
Q3: How did Tesla’s relationships with
his colleagues and superiors at the com-
pany impact his experience and decision-
making during this time, and what
lessons did he learn from these interac-
tions? (Hard)

Cross Filtering:
Q1: What did the investors not show
interest in? (Easy)
Q2: Why did Tesla lose control of his
patents? (Easy)
Q3: What was Tesla’s job during the
winter of 1886/1887? (Easy)
Q4: How much did Tesla earn from his
job as an electrical repairman? (Easy)

Q1: How did Tesla feel about the situa-
tion he was in after being forced out of
his company? (Medium)
Q2: What were some of the personal
and financial challenges that Tesla faced
in the winter of 1886-1887? (Medium)

Q1: What were the investors’ reasons
for not showing interest in Tesla’s new
motor and electrical transmission ideas,
and how did this impact Tesla’s decision-
making? (Medium)
Q2: How did Tesla’s relationships with
his colleagues and superiors at the com-
pany impact his experience and decision-
making during this time, and what
lessons did he learn from these interac-
tions? (Hard)

Table 19: A complete example of question generation using CrossQG, with corresponding answers omitted. In the
table, the target difficulty levels of the questions in the three columns from left to right are easy, medium, and hard,
respectively. The difficulty similarity between the two questions highlighted in yellow is relatively high.
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