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Abstract—Learning embeddings for entities and relations in knowledge graph (KG) have benefitedmany downstream tasks. In recent years,

scoring functions, the crux of KG learning, have been human designed tomeasure the plausibility of triples and capture different kinds of

relations in KGs. However, as relations exhibit intricate patterns that are hard to infer before training, none of them consistently perform the

best on benchmark tasks. In this paper, inspired by the recent success of automatedmachine learning (AutoML), we search bilinear scoring

functions for different KG tasks through the AutoML techniques. However, it is non-trivial to explore domain-specific information here.We first

set up a search space for AutoBLMbyanalyzing existing scoring functions. Then, we propose a progressive algorithm (AutoBLM) and an

evolutionary algorithm (AutoBLM+), which are further accelerated by filter and predictor to deal with the domain-specific properties for KG

learning. Finally, we perform extensive experiments on benchmarks in KG completion,multi-hop query, and entity classification tasks.

Empirical results show that the searched scoring functions are KGdependent, new to the literature, and outperform the existing scoring

functions. AutoBLM+ is better thanAutoBLMas the evolutionary algorithm can flexibly explore better structures in the same budget.

Index Terms—Automated machine learning, graph embedding, knowledge graph, neural architecture search

Ç

1 INTRODUCTION

THE knowledge graph (KG) [1], [2], [3] is a graph in which
the nodes represent entities, the edges are the relations

between entities, and the facts are represented by triples of
the form (head entity, relation, tail entity) (or ðh; r; tÞ in short).
The KG has been found useful in a lot of data mining and
machine learning applications and tasks, including question
answering [4], product recommendation [5], knowledge
graph completion [6], [7], multi-hop query [4], [8], and
entity classification [9].

In a KG, plausibility of a fact ðh; r; tÞ is given by fðh; r; tÞ,
where f is the scoring function. Existing f’s are custom-
designed by human experts, and can be categorized into the
following three families: (i) translational distance models
(TDMs) [10], [11], [12], [13], which model the relation
embeddings as translations from the head entity embedding
to the tail entity embedding; (ii) bilinear model (BLMs) [6],
[7], [14], [15], [16], [17], [18], [19], which model the interac-
tion between entities and relations by a bilinear product

between the entity and relation embeddings; and (iii) neural
network models (NNMs) [20], [21], [22], [23], [24], which
use neural networks to capture the interaction. The scoring
function can significantly impact KG learning perfor-
mance [2], [3], [25]. Most TDMs are less expressive and have
poor empirical performance [3], [26]. NNMs are powerful
but have large numbers of parameters and may overfit the
training triples. In comparison, BLMs aremore advantageous
in that they are easily customized to be expressive, have lin-
ear complexities w.r.t. the numbers of entities/relations/
dimensions, and have state-of-the-art performance [18].
While a number of BLMs have been proposed, the best BLM
is often dataset-specific.

Recently, automated machine learning (AutoML) [27],
[28] has demonstrated its power in many machine learning
tasks such as hyperparameter optimization (HPO) [29] and
neural architecture search (NAS) [30], [31], [32]. The models
discovered have better performance than those designed by
humans, and the amount of human effort required is signifi-
cantly reduced. Inspired by its success, we propose in this
paper the use of AutoML for the design of KG-dependent
scoring functions. To achieve this, one has to pay careful
consideration to the three main components in an AutoML
algorithm: (i) search space, which identifies important prop-
erties of the learning models to search; (ii) search algorithm,
which ensures that finding a good model in this space is
efficient; and (iii) evaluation method, which offers feed-
backs to the search algorithm.

In this paper, we make the following contributions in
achieving these goals:

� We design a search space of scoring functions, which
includes all the existing BLMs. We further analyze
properties of this search space, and provide conditions
for a candidate scoring function to be expressive,
degenerate, and equivalent to another.
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� To explore the above search space properties and
reduce the computation cost in evaluation, we
design a filter to remove degenerate and equivalent
structures, and a performance predictor with specifi-
cally-designed symmetry-related features (SRF) to
select promising structures.

� We customize a progressive algorithm (AutoBLM)
and an evolutionary algorithm (AutoBLM+) that,
together with the filter and performance predictor,
allow flexible exploration of new BLMs.

Extensive experiments are performed on the tasks of KG
completion, multi-hop query and entity classification. The
results demonstrate that the models obtained by AutoBLM
and AutoBLM+ outperform the start-of-the-art human-
designed scoring functions. In addition, we show that the
customized progressive and evolutionary algorithms are
much less expensive than popular search algorithms (ran-
dom search, Bayesian optimization and reinforcement learn-
ing) in finding a good scoring function.

Differences with the Conference Version.Compared to the
preliminary version published in ICDE 2020 [33], we have
made the following important extensions:

1) Theory. We add new analysis to the designed search
space based on bilinear models. We theoretically
prove when the candidates in the search space can
be expressive (Section 3.2), degenerate (Section 3.4.1)
and equivalent structures (Section 3.4.2).

2) Algorithm. We extend the search algorithm with the
evolutionary algorithm (Section 4.4), i.e., AutoBLM+.
The evolutionary strategy in Algorithm 4 can explore
better in the search space, and can also leverage the
filter and predictor to deal with the domain-specific
properties.

3) Tasks. We extend AutoBLM and AutoBLM+ to two
new tasks, namely, multi-hop query (Section 5.2) and
entity classification in (Section 5.3). We show that the
search problem can be well adopted to these new sce-
narios, and achieve good empirical performance.

4) Ablation Study. We conduct more experiments on the
performance (Section 5.1.2 and 5.1.3) and analysis (Sec-
tion 5.1.4) of the new search algorithm, analysis on the
influence of K (Section 5.1.7), and the problem of
parameter sharing (Section 5.1.8) to analyze the
design schemes in the search space and search
algorithm.

Notations. In this paper, vectors are denoted by lowercase
boldface, and matrix by uppercase boldface. The important
notations are listed in Table 1.

2 BACKGROUND AND RELATED WORKS

2.1 Scoring Functions for Knowledge Graph (KG)

A knowledge graph (KG) can be represented by a third-
order tensor G 2 RjEj�jRj�jEj, in which Ghrt ¼ 1 if the corre-
sponding triple ðh; r; tÞ exists in the KG, and 0 otherwise.
The scoring function fðh; r; tÞ : E � R� E ! R measures
plausibility of the triple ðh; r; tÞ. As introduced in Section 1,
it is desirable for a scoring function to be able to represent
any of the symmetric, anti-symmetric, general asymmetric
and inverse KG relations in Table 2.

Definition 1 (Expressiveness [14], [34], [35]). A scoring
function is fully expressive if for any KG G and the corre-
sponding tensor G 2 RjEj�jRj�jEj, one can find an instantia-
tion f of the scoring function such that fðh; r; tÞ ¼ Ghrt,
8h; t 2 E; r 2 R.

Not all scoring functions are fully expressive. For exam-
ple, consider a KG with two people A, B, and a relation
“OlderThan”. Obviously, we can have either (A, OlderThan,
B) or (B, OlderThan, A), but not both. The scoring function
fðh; r; tÞ ¼ hhh; rr; tti ¼

Pd
i¼1 hiriti, where hh; rr; tt are d-dimen-

sional embeddings of h; r and t, respectively, cannot be fully
expressive since fðh; r; tÞ ¼ fðt; r; hÞ.

On the other hand, while expressiveness indicates the
ability of f to fit a given KG, it may not generalize well
when inference on different KGs. As real-world KGs can be
very sparse [1], [3], a scoring function with a large amount
of trainable parameters may overfit the training triples.
Hence, it is also desirable that the scoring function has only
a manageable number of parameters.

In the following, we review the three main types of scor-
ing functions, namely, translational distance model (TDM),
neural network model (NNM), and biLinear model (BLM).
As will be seen, many TDMs (such as TransE [10] and
TransH [11]) cannot model the symmetric relations well [3],
[36]. Neural network models, though fully expressive, have
large numbers of parameters. This not only prevents the
model from generalizing well on unobserved triples in a
sparse KG, but also increases the training and inference
costs [18], [21], [24]. In comparison, BLMs (except DistMult)
can model all relation pattens in Table 2 and are fully
expressive. Besides, these models (except RESCAL and
TuckER) have moderate complexities (with the number of
parameters linear in jEj; jRj and d). Therefore, we consider
BLM as a better choice, and it will be our focus in this paper.

TABLE 1
Notations Used in the Paper

E;R;S set of entities, relations, triples
jEj; jRj; jSj number of entities, relations, triples
ðh; r; tÞ triple of head entity, relation and tail entity
hh; rr; tt embeddings of h, r, and t
fðh; r; tÞ scoring function for triple ðh; r; tÞ
Rd;Cd;Hd d-dimensional real/complex/hypercomplex space
RRðrrÞ 2Rd�d square matrix based on relation embedding rr
haa; bb; cci triple product :¼

Pd
i¼1 aibici ¼ aa>diag bbð Þcc

kvvk1 ‘1-norm of vector vv
ReðvvÞ real part of complex vector vv 2 Cd

�vv conjugate of complex vector vv 2 Cd

TABLE 2
Popular Properties in KG Relations

property examples in WN18/FB15 k constraint on f

symmetry isSimilarTo, spouseOf fðt; r; hÞ¼fðh; r; tÞ
anti-symmetry ancestorOf, isPartOf fðt; r; hÞ¼�fðh; r; tÞ
general asymmetry locatedIn, profession fðt; r; hÞ 6¼fðh; r; tÞ
inverse hypernym, hyponym fðt; r; hÞ¼fðh; r;0 tÞ

ZHANG ETAL.: BILINEAR SCORING FUNCTION SEARCH FOR KNOWLEDGE GRAPH LEARNING 1459

Authorized licensed use limited to: Tsinghua University. Downloaded on April 17,2023 at 03:01:17 UTC from IEEE Xplore.  Restrictions apply. 



Translational Distance Model (TDM). Inspired by anal-
ogy results in word embeddings [37], scoring functions in
TDM take the relation r as a translation from h to t. The
most representative TDM is TransE [10], with fðh; r; tÞ ¼
�ktt� ðhhþ rrÞk1. In order to handle one-to-many, many-to-
one and many-to-many relations, TransH [11] and TransR
[12] introduce additional vectors/matrices to map the enti-
ties to a relation-specific hyperplane. The more recent
RotatE [13] treats the relations as rotations in a complex-val-
ued space: fðh; r; tÞ ¼ �ktt� hh� rrk1, where hh; rr; tt 2 Cd and
� is the Hermitian product [14]. As discussed in [34], most
TDMs are not fully expressive. For example, TransE and
TransH cannot model symmetric relations.

Neural Network Model (NNM). NNMs take the entity
and relation embeddings as input, and output a probability
for the triple ðh; r; tÞ using a neural network. Earlier works
are based on multilayer perceptrons [20] and neural tensor
networks [38]. More recently, ConvE [21] uses the convolu-
tional network to capture interactions among embedding
dimensions. By sampling relational paths [39] from the KG,
RSN [22] and Interstellar [40] use the recurrent network [41]
to recurrently combine the head entity and relation with a
step-wise scoring function. As the KG is a graph, R-
GCN [23] and CompGCN [24] use the graph convolution
network [9] to aggregate entity-relation compositions layer
by layer. Representations at the final layer are then used to
compute the scores. Because of the use of an additional neu-
ral network, NNM requires more parameters and has larger
model complexity.

BiLinear Model (BLM). BLMs model the KG relation as
a bilinear product between entity embeddings. For example,
RESCAL [6] defines f as: fðh; r; tÞ ¼ hh>RRðrrÞtt, where hh; tt 2
Rd, and RRðrrÞ 2 Rd�d. To avoid overfitting, DistMult [7]
requires RRðrrÞ to be diagonal, and fðh; r; tÞ reduces to a triple
product: fðh; r; tÞ ¼ hh>diag rrð Þtt ¼ hh; rr; tth i. However, it can
only model symmetric relations. To capture anti-symmetric
relations, ComplEx [14] uses complex-valued embeddings
hh; rr; tt 2 Cd with fðh; r; tÞ ¼ Re hh>diag rrð Þ�tt

� �
¼ Re hh� rr� �ttð Þ,

where � is the Hermitian product in complex space [14].
HolE [15] uses the circular correlation instead of the dot
product, but is shown to be equivalent to ComplEx [42].

Analogy [16] decomposes the head embedding hh into a
real part ĥh 2 Rd̂ and a complex part hh 2 Cd. Relation embed-
ding rr (resp. tail embedding tt) is similarly decomposed into
a real part r̂r (resp. t̂t) and a complex part rr (resp. tt). f is then
written as: fðh; r; tÞ ¼ hĥh; r̂r; t̂ti þRe hh� rr� �ttð Þ, which can be
regarded as a combination of DistMult and ComplEx. To
simultaneously model the forward triplet ðh; r; tÞ and its

inverse ðt; r;0 hÞ, SimplE [17] / CP [18] similarly splits the
embeddings to a forward part (ĥh; r̂r; t̂t 2 Rd) and a backward
part (hh; rr; tt 2 Rd): fðh; r; tÞ ¼ hĥh; r̂r; tti þ htt; rr; ĥhi. To allow
more interactions among embedding dimensions, the recent
QuatE [19] uses embeddings in the hypercomplex space
(hh; rr; tt 2 Hd) to model fðh; r; tÞ ¼ hh� rr� tt where � is the
Hamilton product. By using the Tucker decomposition [43],
TuckER [35] proposes a generalized bilinear model and
introduces more parameters in the core tensor W 2 Rd�d�d:
fðh; r; tÞ ¼ W �1 hh�2 rr�3 tt, where �i is the tensor product
along the ith mode. A summary of these BLMs is in Table 3.

2.2 Common Learning Tasks in KG

2.2.1 KG Completion

KG is naturally incomplete [1], and KG completion is a rep-
resentative task in KG learning [3], [6], [7], [10], [14], [17],
[21]. Scores on the observed triples are maximized, while
those on the non-observed triplets are minimized. After
training, new triples can be added to the KG by entity pre-
diction with either a missing head entity ð?; r; tÞ or a missing
tail entity ðh; r; ?Þ [3]. For each kind of query, we enumerate
all the entities e 2 E and compute the corresponding scores
fðe; r; tÞ or fðh; r; eÞ. Entities with larger scores are more
likely to be true facts. Most of the models in Section 2.1 can
be directly used for KG completion.

2.2.2 Multi-Hop Query

In KG completion, we predict queries ðh; r; ?Þ with length
one, i.e., 1-hop query. In practice, there can be multi-hop
queries with lengths larger than one [3], [8], [39]. For exam-
ple, one may want to predict “who is the sister of Tony’s moth-
er”. To solve this problem, we need to solve the length-2
query problem ð?; sister �mother; TonyÞ with the relation
composition operator �.

Given the KG G ¼ fE;R;Sg, let ’r, corresponding to the
relation r 2 R, be a binary function E � E 7! fTrue; Falseg.
The multi-hop query is defined as follows.

Definition 2 (Multi-hop query [4], [8]). The multi-hop
query ðe0; r1 � r2 � _s � rL; e?Þ with length L > 1 is defined as
9e1 _seL�1; e? : ’r1ðe0; e1Þ^’r2ðe1; e2Þ^ _s^’rLðeL�1; e?Þ where ^
is the conjunction operation, e0 is the starting entity, e? is the
entity to predict, and e1 _seL�1 are intermediate entities that con-
nect the conjunctions.

Similar to KG completion, plausibility of a query ðe0; r1 �
r2 � _s � rL; eLÞ is measured by a scoring function [8], [39]:

TABLE 3
The Representative BLM Scoring Functions. For Each Scoring Function We Show the Definitions, Expressiveness in Definition 1,

the Ability to Model All Common Relation Patterns in Table 2 (“RP” for Short), and the Number of Parameters

scoring function definition expressiveness RP # parameters

RESCAL [6] hh>RRðrrÞtt √ √ O jEjdþ jRjd2ð Þ
DistMult [7] hhh; rr; tti � � OðjEjdþ jRjdÞ
ComplEx [14]/HolE [15] Re hh� rr� �ttð Þ √ √ O jEjdþ jRjdð Þ
Analogy [16] hĥh; r̂r; t̂ti + Re hh� rr� �ttð Þ √ √ O jEjdþ jRjdð Þ
SimplE [17]/CP [18] hĥh; r̂r; tti + hhh; rr; t̂ti √ √ O jEjdþ jRjdð Þ
QuatE [19] hh� rr� tt √ √ O jEjdþ jRjdð Þ
TuckER [35] W �1 hh�2 rr�3 tt √ √ O jEjdþ jRjdþ d3ð Þ

1460 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 45, NO. 2, FEBRUARY 2023

Authorized licensed use limited to: Tsinghua University. Downloaded on April 17,2023 at 03:01:17 UTC from IEEE Xplore.  Restrictions apply. 



fðe0; r1 � r2 � _s � rL; eLÞ ¼ ee>0 RRðr1Þ � � �RRðrLÞeeL; (1)

whereRRðriÞ is a relation-specificmatrix of the ith relation. The
key is on how to model the composition of relations in the
embedding space. Based on TransE [10], TransE-Comp [39]
models the composition operator as addition, and defines
the scoring function as fðe0; r1 � � � � � rL; eLÞ ¼ �keeL � ðee0 þ
rr1 þ � � � þ rrLÞk1. Diag-Comp [39] uses the multiplication
operator in DistMult [7] to define fðe0; r1 � � � � � rL; eLÞ ¼
ee>0 DDrr1 � � �DDrrLeeL, where DDrri ¼ diag rrið Þ. Following RESCAL
[6], GQE [8] performs the compositionwith a product of rela-
tional matrices fRRðr1Þ; . . . ; RRðrLÞg, as: fðe0; r1 � � � � � rL; eLÞ ¼
ee>0 RRðr1Þ � � �RRðrLÞeeL. More recently, Query2box [4] models the
composition of relations as a projection of box embeddings
and defines an entity-to-box distance tomeasure the score.

2.2.3 Entity Classification

Entity classification aims at predicting the labels of the unla-
beled entities. Since the labeled entities are few, a common
approach is to use a graph convolutional network (GCN) [9],
[44] to aggregate neighborhood information. The GCN oper-
ates on the local neighborhoods of each entity and aggregates
the representations layer-by-layer as:

ee‘þ1i ¼ s WW‘
0ee

‘
i þ

X
j:ði;r;jÞ2Stra

WW‘ee‘j

0
@

1
A;

where Stra contains all the training triples, s is the activation
function, ee‘i ; ee

‘
j are the layer-‘ representations of i and the

neighboring entities j, respectively, and WW‘
0;WW

‘ 2 Rd�d are
weighting matrices sharing across different entities in the
‘th layer.

GCN does not encode relations in edges. To alleviate this
problem, R-GCN [23] and CompGCN [24] encode relation r
and entity j together by a composition function f:

ee‘þ1i ¼ s WW‘
0ee

‘
i þ

X
ðr;jÞ:ði;r;jÞ2Stra

WW‘fðee‘j; rr‘Þ

0
@

1
A;

where rr‘ is the representation of relation r at the ‘th layer. The
composition function fðee‘j; rr‘Þ can significantly impact perfor-
mance [24]. R-GCN uses the composition operator in
RESCAL [6], and defines fðee‘j; rr‘Þ ¼ RR‘

ðrÞee
‘
j, where RR‘

ðrÞ is a
relation-specific weighting matrix in the ‘th layer.
CompGCN, following TransE [10], DistMult [7] and HolE
[15], defines three operators: subtraction fðee‘j; rr‘Þ ¼ ee‘j � rr‘,
multiplication fðee‘j; rr‘Þ ¼ ee‘j � rr‘ where� is the element-wise
product, and circular correlation fðee‘j; rr‘Þ ¼ ee‘j?rr

‘ where
½aa?bb	k ¼

Pd
i¼1 aibkþi�1 mod d.

2.3 Automated Machine Learning (AutoML)

Recently, automated machine learning (AutoML) [27], [28]
has demonstrated its advantages in the design of better
machine learning models. AutoML is often formulated as a
bi-level optimization problem [45], in which model parame-
ters are updated from the training data in the inner loop,
while hyper-parameters are tuned from the validation data
in the outer loop. There are three important components in
AutoML [27], [28], [46]:

1) Search space: This identifies important properties of
the learning models to search. The search space
should be large enough to cover most manually-
designed models, while specific enough to ensure
that the search will not be too expensive.

2) Search algorithm: A search algorithm is used to search
for good solutions in the designed space. Unlike con-
vex optimization problems, there is no universally
efficient optimization tool.

3) Evaluation: Since the search aims at improving per-
formance, evaluation is needed to offer feedbacks to
the search algorithm. The evaluation procedure
should be fast and the signal should be accurate.

2.3.1 Neural Architecture Search (NAS)

Recently, a variety of NAS algorithms have been developed
to facilitate efficient search of deep networks [28], [30], [32].
They can generally be divided into model-based approach
and sample-based approach [27]. Themodel-based approach
builds a surrogate model for all candidates in the search
space, and selects candidates with promising performance
usingmethods such as Bayesian optimization [29], reinforce-
ment learning [30], [47], and gradient descent [31], [48]. It
requires evaluating a large number of architectures for train-
ing the surrogate model or requires a differentiable objective
w.r.t. the architecture. The sample-based approach is more
flexible and explores new structures in the search space by
using heuristics such as progressive algorithm [49] and evo-
lutionary algorithm [50].

As for evaluation, parameter-sharing [31], [47], [48]
allows faster architecture evaluation by combining archi-
tectures in the whole search space with the same set of
parameters. However, the obtained results can be sensitive
to initialization, which hinders reproducibility. On the
other hand, stand-alone methods [30], [49], [50] train and
evaluate the different models separately. They are slower
but more reliable. To improve its efficiency, a predictor
can be used to select promising architectures [49] before it
is fully trained.

3 AUTOMATED BILINEAR MODEL

In the last decade, KG learning has been improvingwith new
scoring function designs. However, as different KGs may
have different properties, it is unclear how a proper scoring
function can be designed for a particular KG. This raises the
question: Can we automatically design a scoring function for a
given KG? To address this question, we first provide a unified
view of BLMs, and then formulate the design of scoring func-
tion as an AutoML problem: AutoBLM (“automated bilinear
model”).

3.1 A Unified View of BLM

Recall from Section 2.1 that a BLM may operate in the real/
complex/hypercomplex space. To write the different BLMs
in the same form, we first unify them to the same represen-
tation space. The idea is to partition each of the embeddings
hh; rr; tt to K ¼ 4 equal-sized chunks, as hh ¼ ½hh1; . . . ; hh4	; rr ¼
½rr1; . . . ; rr4	 and tt ¼ ½tt1; . . . ; tt4	. The BLM is then written in
terms of fhhhi; rrj; ttkigi;j;k2f1;...;4g.
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� DistMult [7], which uses fðh; r; tÞ ¼ hh; rr; tth i. We sim-
ply split hh 2 Rd (and analogously rr and tt) into 4
parts as fhh1; hh2; hh3; hh4g, where hhi 2 Rd=4 for i ¼ 1; 2;
3; 4. Obviously,

hh; rr; tth i
¼ hh1; rr1; tt1h i þ hh2; rr2; tt2h i þ hh3; rr3; tt3h i þ hh4; rr4; tt4h i:

� SimplE [17] /CP [18],which uses fðh; r; tÞ ¼ hĥh; r̂r; tti þ
htt; rr; ĥhi. We split ĥh 2 Rd (and analogously r̂r and t̂t) into
2 parts as fhh1; hh2g (where hh1; hh2 2 Rd=2), and similarly
hh as fhh3; hh4g (and analogously rr and tt). Then,

hĥh; r̂r; tti þ htt; rr; ĥhi
¼ hh1; rr1; tt3h i þ hh2; rr2; tt4h i þ hh3; rr3; tt1h i þ hh4; rr4; tt2h i:

� ComplEx [14] / HolE [15], which uses fðh; r; tÞ ¼
Reðhh� rr� �ttÞ, where hh; rr;�tt are complex-valued.
Recall that any complex vector vv 2 Cd is of the form
vvr þ ivvi, where vvr 2 Rd is the real part and vvi 2 Rd is
the imaginary part. Thus,

Reðhh� rr� �ttÞ ¼ hhhr; rrr; ttri þ hhhi; rrr; ttii
þ hhhr; rri; ttii � hhhi; rri; ttri: (2)

We split hhr 2 Rd (and analogously rrr and ttr) into 2
parts fhh1; hh2g (where hh1; hh2 2 Rd=2), and similarly
hhi ¼ fhh3; hh4g (and analogously rri and tti). Then,

Reðhh� rr� �ttÞ

¼ hhh1;rr1;tt1iþhhh2;rr2;tt2ið Þþ hhh3;rr1;tt3iþhhh4;rr2;tt4ið Þ

þ hhh1;rr3;tt3iþhhh2;rr4;tt4ið Þ� hhh3;rr3;tt1i�hhh4;rr4;tt2ið Þ:

� Analogy [16], which uses fðh; r; tÞ ¼ hĥh; r̂r; t̂ti þ
Re hh� rr� �ttð Þ. We split ĥh 2 Rd (and analogously r̂r and
t̂t) into 2 parts fhh1; hh2g (where hh1; hh2 2 Rd=2), and simi-
larly hh 2 Cd=2 (and analogously rr and tt) into 2 parts
fhh3; hh4g (where hh3; hh4 2 Rd=2). Then,

hĥh; r̂r; t̂ti þ Re hh� rr� �ttð Þ
¼ hh1; rr1; tt1h i þ hh2; rr2; tt2h i þ hh3; rr3; tt3h i þ hh3; rr4; tt4h i
þ hh4; rr3; tt4h i � hh4; rr4; tt3h i:

� QuatE [19], which uses fðh; r; tÞ ¼ hh� rr� tt. Recall
that any hypercomplex vector vv 2 Hd is of the form
vv1 þ ivv2 þ jvv3 þ kvv4, where vv1; vv2; vv3; vv4 2 Rd. Thus,

hh� rr� tt

¼ hh1; rr1; tt1h i � hh1; rr2; tt2h i � hh1; rr3; tt3h i � hh1; rr4; tt4h i
þ hh2; rr2; tt1h i þ hh2; rr1; tt2h i þ hh2; rr4; tt3h i � hh2; rr3; tt4h i
þ hh3; rr3; tt1h i � hh3; rr4; tt2h i þ hh3; rr1; tt3h i þ hh3; rr2; tt4h i
þ hh4; rr4; tt1h i þ hh4; rr3; tt2h i � hh4; rr2; tt3h i þ hh4; rr1; tt4h i:

As hhhi; rrk; ttji ¼ hh>i diag rrkð Þttj, all the above BLMs can be
written in the form of a bilinear function

hh>RRðrrÞtt; (3)

where1 hh ¼ ½hh>1 ; . . . ; hh>4 	
>; tt ¼ ½tt1; _s; tt4	 2 Rd, and RRðrrÞ 2 Rd�d

is a matrix with 4� 4 blocks, each block being either
00;
diag rr1ð Þ; _s, or 
diag rr4ð Þ. Fig. 1 shows graphically the RRðrrÞ
for the BLMs considered.

3.2 Unified Bilinear Model

Using the above unified representation, the design of BLM
becomes designing RRðrrÞ in (3).

Definition 3 (Unified BiLinear Model). The desired scoring
function is of the form

fAAðh; r; tÞ ¼
XK
i;j¼1

signðAijÞ hhi; rrjAijj; ttj

D E
; (4)

where

AA 2 f0;
1; . . . ;
KgK�K (5)

is called the structure matrix. Here, we define rr0 � 00, and
signð0Þ ¼ 0.

It can be easily seen that this covers all the BLMs in Sec-
tion 3.1 when K ¼ 4. Let gKðAA; rrÞ be a matrix with K �K
blocks, with its ði; jÞ-th block:

½gKðAA; rrÞ	ij ¼ signðAijÞ � diagðrrjAijjÞ: (6)

The form in (4) can be written more compactly as

fAAðh; r; tÞ ¼ hh>gKðAA; rrÞtt: (7)

A graphical illustration is shown in Fig. 2.
The following Proposition gives a necessary and suffi-

cient condition for the BLM with scoring function in (7) to
be fully expressive. The proof is in Appendix A.1.

Fig. 1. The forms of RRðrrÞ for representative BLMs (best viewed in color). Different colors correspond to different parts of ½rr1; rr2; rr3; rr4	 (red for rr1, blue
for rr2, yellow for rr3, gray for rr4). Solid lines mean positive values, while dashed lines mean negative values. The empty parts have value zero.

1. With a slight abuse of notations, we still use d to denote the
dimensionality after this transformation.
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Proposition 1. Let

C � frr 2 RK j rr 6¼ 00;

r½i	 2 f0;
1; . . . ;
Kg; i ¼ 1; . . . ; Kg: (8)

Given an AA in (5), the bilinear model with scoring function (7)
is fully expressive if

1) 9r̂r 2 C such that gKðAA; r̂rÞ is symmetric (i.e.,
gKðAA; r̂rÞ> ¼ gKðAA; r̂rÞ), and

2) 9�rr 2 C such that gKðAA; �rrÞ is skew-symmtric (i.e.,
gKðAA; �rrÞ> ¼ �gKðAA; �rrÞ).

Table 4 shows examples of r̂r and �rr for the existing BLMs
(ComplEx, HolE, Analogy, SimplE, CP, and QuatE), thus
justifying that they are fully expressive.

3.3 Searching for BLMs

Using the family of unified BLMs inDefinition 3 as the search
space A for structure matrix AA, the search for a good data-
specific BLM can be formulated as the following AutoML
problem.

Definition 4 (Bilinear Model Search (AutoBLM)). Let
F ðPP ;AAÞ be a KG embedding model (where PP includes the
entity embedding matrix EE and relation embedding matrix RR,
and AA is the structure matrix) and MðF;SÞ be the performance
measurement of F on triples S (the higher the better). The
AutoBLM problem is formulated as:

AA� 2 ArgmaxAA2AM F ðPP �;AAÞ;Svalð Þ (9)

s.t. PP � ¼ argmaxPPM F ðPP ;AAÞ;Strað Þ; (10)

where

A ¼ fAA ¼ ½Aij	 2 RK�K

j Aij 2 f0;
1; . . . ;
Kg 8i; j ¼ 1; . . . ; Kg; (11)

contains all the possible choices of AA, Stra is the training set,
and Sval is the validation set.

As a bi-level optimization problem,we first train themodel
to obtainPP � (convergedmodel parameters) on the training set
Stra by (10), and then search for a betterAA (and consequently a
better relation matrix gKðAA; rrÞ) based on its performance M
on the validation set Sval in (9). Note that the objectives in (9)
and (10) are non-convex, and the search space is large (with
ð2K þ 1ÞK

2
candidates, as can be seen from (5)). Thus, solving

(10) can be expensive and challenging.

3.4 Degenerate and Equivalent Structures

In this section, we introduce properties specific to the pro-
posed search space A. A careful exploitation of these would
be key to an efficient search.

3.4.1 Degenerate Structures

Obviously, not all structure matrices in (5) are equally good.
For example, if all the nonzero blocks in gKðAA; rrÞ are in the
first column, fAA will be zero for all head embeddings with
hh1 ¼ 00. These structures should be avoided.

Definition 5 (Degenerate structure).Matrix AA is degenerate
if (i) there exists hh 6¼ 0 such that hh>gKðAA; rrÞtt ¼ 0; 8rr; tt; or (ii)
there exists rr 6¼ 0 such that hh>gKðAA; rrÞtt ¼ 0; 8hh; tt.

With a degenerate AA, the triple ðh; r; tÞ is always non-
plausible for every nonzero head embedding hh or relation
embedding rr, which limits expressiveness of the scoring
function. The following Proposition shows that it is easy to
check whether AA is degenerate. Its proof is in Appendix A.2.

Proposition 2. AA is not degenerate if and only if rankðAAÞ ¼ K
and f1; . . . ; Kg  fjAijj : i; j ¼ 1; . . . ; Kg.

SinceK is very small (which is equal to 4 here), the above
conditions are inexpensive to check. Hence, we can effi-
ciently filter out degenerate AA’s and avoid wasting time in
training and evaluating these structures.

3.4.2 Equivalence

In general, two different AA’s can have the same performance
(as measured by F in Definition 4). This is captured in the
following notion of equivalence. If a group of AA’s are equiv-
alent, we only need to evaluate one of them.

Definition 6 (Equivalence). Let PP � ¼ argmaxPPMðF ðPP ;AAÞ;
SÞ and PP 0

� ¼ argmaxPP 0MðF ðP 0P 0;AA0Þ;SÞ. If AA 6¼ AA0 but
M F ðPP �;AAÞ;Sð Þ¼M F ðPP 0�;AA0Þ;S

� �
for all S, then AA is

equivalent to AA0 (denoted AA � AA0).

The following Proposition shows several conditions for
two structures to be equivalent. Its proof is in Appendix A.3.
Examples are shown in Fig. 3.

Proposition 3. Given an AA in (5), construct FFAA 2 RK�K2
such

that ½FFAA	jAijj;ði�1ÞKþj ¼ signðAijÞ if jAijj 2 f1; . . . ; Kg, and 0

otherwise.2 Two structure matrices AA and AA0 are equivalent if
any one of the following conditions is satisfied.

(i) Permuting rows and columns: There exists a permuta-
tion matrix PP 2 f0; 1gK�K such that AA0 ¼ PP>AAPP.

Fig. 2. A graphical illustration of the proposed form of fAAðh; r; tÞ.

TABLE 4
Example r̂r (Resp. �rr) for the Two Conditions in Proposition 1

model r̂r �rr

ComplEx/HolE [1,2,0,0] [0,0,3,4]
Analogy [1,2,3,0] [0,0,0,4]
SimplE/CP [1,2,1,2] ½1; 2;�1;�2	
QuatE [1,0,0,0] [0,2,3,4]

2. Intuitively, in FFAA, the indexes of nonzero values in its jAijj-th row
indicate positions of elements in AAwhose absolute values are jAijj.
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(ii) Permuting values: There exists a permutation matrix
PP 2 f0; 1gK�K such that FFAA0 ¼ PPFFAA;

(iii) Flipping signs: There exists a sign vector ss 2 f
1gK
such that ½FFAA0 	i;� ¼ si � ½FFAA	i;�; 8i ¼ 1; . . . ; K.

There areK! possible permutationmatrices for conditions
(i) and (ii), and 2K possible sign vectors for condition (iii).
Hence, one has to check a total of ðK!Þ22K combinations.

4 SEARCH ALGORITHM

In this section, we design efficient algorithms to search for
the structure matrix AA in (5). As discussed in Section 2.3.1,
the model-based approach requires a proper surrogate
model for such a complex space. Thus, we will focus on the
sample-based approach, particularly on the progressive
algorithm and evolutionary algorithm. To search efficiently,
one needs to (i) ensure that each new AA is neither degener-
ate nor equivalent to an already-explored structure; and (ii)
the scoring function fAAðh; r; tÞ obtained from the new AA is
likely to have high performance. These can be achieved by
designing an efficient filter (Section 4.1) and performance
predictor (Section 4.2). Then, we introduce two search algo-
rithms: progressive search (Section 4.3) and evolutionary
algorithm (Section 4.4).

4.1 Filtering Degenerate and Equivalent Structures

Algorithm 1 shows the filtering procedure. First, step 2
removes degenerate structure matrices by using the condi-
tions in Proposition 2. Step 3 then generates a set of ðK!Þ22K
structures that are equivalent to AA (Proposition 3). AA is fil-
tered out if any of its equivalent structures appears in the
set H containing structure matrices that have already been
explored. As K is small, this filtering cost is very low com-
pared with the cost of model training in (10).

Algorithm 1. Filtering degenerate and equivalent struc-
ture matrices. The output is “False” if the input structure
matrix AA is to be filtered out.

Input: AA: aK �K structure matrix,H: a set of structures.
1: initialization:QðAA;HÞ ¼ True.
2: if detðAAÞ ¼ 0 or f1; . . . ;Kg 6 fjAijj : i; j ¼ 1; . . . ;Kg,

thenQðAA;HÞ ¼ False.
3: generate a set of equivalent structures fAA0 :AA0 �AAg by

enumerating permutation matrices PP ’s and sign vectors ss’s.
4: forAA0 in fAA0 : AA0 � AAgdo
5: if AA0 2 H, thenQðAA;HÞ ¼ False, and exit the loop.
6: end for
7: returnQðAA;HÞ.

4.2 Performance Predictor

After collecting N structures in H, we construct a predictor
P to estimate the goodness of each AA. As mentioned in Sec-
tion 2.3, search efficiency depends heavily on how to evalu-
ate the candidate models.

A highly efficient approach is parameter sharing, as is
popularly used in one-shot neural architecture search
(NAS) [31], [47]. However, parameter sharing can be prob-
lematic when used to predict the performance of scoring
functions. Consider the following two AA’s: (i) AA1 is a 4� 4
matrix of all þ1’s, and so fAA1

ðh; r; tÞ ¼
P4

i;j¼1hhhi; rr1; ttji, and
(ii) AA2 is a 4� 4 matrix of all �1’s, and so fAA2

ðh; r; tÞ ¼
�
P4

i;j¼1hhhi; rr1; ttji ¼ �fAA1
ðh; r; tÞ. When parameter sharing

is used, it is likely that the performance predictor will output
different scores forAA1 andAA2. However, from Proposition 3,
by setting ss ¼ ½�1;�1;�1;�1	 in condition (iii), we have
AA1 � AA2 and thus they indeed have the same performance.
This problem will also be empirically demonstrated in Sec-
tion 5.1.8. Hence, instead, we train and evaluate the models
separately as in the stand-aloneNAS evaluation [30], [49].

Algorithm 2. Construction of the symmetry-related
feature (SRF) vectors.

Input: structure matrix AA.
1: initialization: aa;bb :¼ 00.
2: for rr 2 C do
3: if rr 6¼ 00 then
4: x ¼

��fi : ri¼0g
��;

5: y ¼
��fj > 0 : ri¼j or ri¼�jg

��;
// for symmetric case

6: if gKðAA; rrÞ�gKðAA; rrÞ>¼0 then aðx;yÞ ¼1;
// for skew-symmetric case

7: if gKðAA; rrÞþgKðAA; rrÞ>¼0 then bðx;yÞ ¼1;
8: end if
9: end for
10: return ½vecðaaÞ; vecðbbÞ	.

Recall from Section 2.1 that it is desirable for the scoring
function to be fully expressive. Proposition 1 shows that this
requires looking for a r̂r 2 C such that gKðAA; r̂rÞ is symmetric
and a �rr 2 C such that gKðAA; �rrÞ is skew-symmetric. This moti-
vates us to examine each of the ð2 K þ 1ÞK � 1rr’s in C
(defined in (8)) and see whether it leads to a symmetric or
skew-symmetric gKðAA; rrÞ. However, directly using all these
ð2 K þ 1ÞK � 1 choices as features to a performance predic-
tor can be computationally expensive. Instead, empirically

Fig. 3. Illustration of RRðrrÞ for Analogy (Fig. 3a) and three example equiva-
lent structures based on the conditions in Proposition 3. Fig. 3b per-
mutes the index [1,2,3,4] of rows and columns in AA to [3,4,1,2]; Fig. 3c
permutes the values [1,2,3,4] in AA to [3,4,1,2]; Fig. 3d flips the signs of
values [1,2,3,4] in AA to ½�1; 2;�3; 4	.
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we find that the following two features can be used to group
the scoring functions: (i) number of zeros in rr: jfi 2
f1; . . . ; Kg : ri ¼ 0gj; and (ii) number of nonzero absolute
values in rr: jfj > 0 : ri ¼ j or ri ¼ �j; i 2 f1; . . . ; Kggj. The
possible choices is reduced toKðK þ 1Þ=2 (groups of scoring
functions). We keep two symmetry-related feature (SRF) as aa
and bb. If gKðAA; rrÞ is symmetric (resp. skew-symmetric) for
any rr in C, the entry in aa (resp. bb) corresponding to rr is set to
1. The construction process is also shown in Algorithm 2.
Finally, the SRF vector is composed with vecðaaÞ and vecðbbÞ,
which vectorize the values in aa and bb, and fed as input to a
two-layerMLP for performance prediction.

Algorithm 3. Progressive search algorithm (AutoBLM).

Input: I: number of top structures; N : number of generated
structures; P : number of structures selected by P; b0: number of
nonzero elements in initial structures; filter Q and performance
predictor P.
1: initialization: b :¼ b0, create a candidate setHb ¼ ;;
2: foreach AAðbÞ 2 fAAðbÞg do
3: ifQðAAðbÞ;HbÞ from Algorithm 1 is true

thenHb  Hb [ fAAðbÞg;
4: if jHbj ¼ I, break loop;
5: end for
6: train and evaluate all AAðbÞ’s inHb;
7: add AAðbÞ’s to T b and record the performance in Yb;
8: update predictor P with records in ðT b;YbÞ.
9: repeat
10: b :¼ bþ 1;
11: Hb ¼ ;;
12: repeat
13: randomly select a top-I structure AAb�1 2 T b�1;
14: randomly generate ib; jb; kb 2 f1; . . . ;Kg, sb 2 f
1g,

and form AAðbÞ with f
AAðbÞ  fAAb�1 þ sb hhib ; rrkb ; ttjb

� �
;

15: ifQðAAðbÞ;Hb [ T bÞ from Algorithm 1 is true
thenHb  Hb [ fAAðbÞg;

16: until Hb
�� �� ¼ N

17: select top-P AAðbÞ’s inHb based on the predictor P;
18: train embeddings and evaluate the performance ofAAðbÞ’s;
19: add AAðbÞ’s in T b and record the performance in Yb;
20: update the predictor (the following commented out)

P with (T ¼ T b0 [ _s [ T b, Y ¼ Yb0 [ _s [ Yb);
21: untilbudget is exhausted or b ¼ K2;
22: select the top-I structures in T based on performance in
Y to form the set I .

23: return I .

4.3 Progressive Algorithm

To explore the search space A in (11), the simplest approach
is by direct sampling. However, it can be expensive as the
space is large. Note from (4) that the complexity of fAAðh; r; tÞ
is controlled by the number of nonzero elements in AA.
Inspired by [49], we propose in this section a progressive
algorithm that starts withAA’s having only a few nonzero ele-
ments, and then gradually expands the search space by
allowingmore nonzeros.

The procedure, which is called AutoBLM, is in Algo-
rithm 3. Let AAðbÞ be an AA with b nonzero elements, and the
corresponding BLM be f

AAðbÞ . In step 1, we initialize b to
some b0 and create an empty candidate set Hb. As AA’s with

fewer than K nonzero elements are degenerate (Proposi-
tion 2), we use b0 ¼ K. We first sample positions of b0 non-
zero elements, and then randomly assign them values in
f
1;
2; . . . ;
Kg. The other entries are set to zero.

Steps 2-5 filter away degenerate and equivalent struc-
tures. The number of nonzero elements b is then increased by
1 (step 10). For each such b, steps 12-16 greedily select a top-
performing structure (evaluated based on the mean recipro-
cal rank (MRR) [3] performance on Sval) in T b�1, and gener-
ateN candidates. All the candidates are checked by the filter
Q (Section 4.1) to avoid degenerate or equivalent solutions.
Next, the predictor P in Section 4.2 selects the top-P AAðbÞ’s,
which are then trained and evaluated in step 18. The training
data for P is collected with the recorded structures and per-
formance in ðT ;YÞ at step 20. Finally, the top-I structures in
T evaluated by the corresponding performance in Y are
returned.

Algorithm 4.Evolutionary search algorithm. (AutoBLM+).

Input:I: number of top structures; N : number of generated
structures; P : number of structures selected by P; b0:
number of nonzero elements in initial structures; filter
Q, and performance predictor P.

1: initialization: I ¼ ;;
2: foreach AA 2 fAAðb0Þgdo
3: ifQðAA; IÞ from Algorithm 1 is true then I  I [ AAf g;
4: if jI j ¼ I, break loop;
5: end for
6: train and evaluate all AA’s in I ;
7: add AA’s to T and record the performance in Y;
8: repeat
9: update predictor P with records in ðT ;YÞ.
10: repeat
11: H ¼ ;;
12: mutation: sample AA 2 I and mutate to AAnew; or
13: crossover: sample AAðaÞ; AAðbÞ 2I , and use crossover to

generate AAnew;
14: ifQðAAnew;H[ T Þ is true by Algorithm 1,

thenH  H[ AAnewf g;
15: untiljHj ¼ N ;
16: select top-P structuresAA inH based on the the predictorP;
17: for each top-P structure AAdo
18: train embeddings and evaluate the performance of AA;
19: survive: update I with AA if AA is better than the worst

structure in I ;
20: end for
21: add AA’s in T and record the performance in Y;
22: untilbudget is exhausted;
23: return I .

4.4 Evolutionary Algorithm

While progressive search can be efficient, it may not fully
explore the search space and can lead to sub-optimal solu-
tions [51]. The progressive search can only generate struc-
tures from fewer non-zero elements to more ones. Thus, it
can not visit and adjust the structures with fewer non-
zero elements when b is increased. To address these prob-
lems, we consider in this section the use of evolutionary
algorithms [52].
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The procedure, which is called AutoBLM+, is in Algo-
rithm 4. As in Algorithm 3, we start with structures having
b0 ¼ K nonzero elements. Steps 2-7 initializes a set I of I
non-degenerate and non-equivalent structures. The main
difference with Algorithm 3 is in steps 9-16, in which new
structures are generated by mutation and crossover. For a
given structure AA, mutation changes the value of each entry
to another one in f0;
1; . . . ;
Kg with a small probability
pm. For crossover, given two structures AAðaÞ and AAðbÞ, each
entry of the new structure has equal probabilities to be
selected from the corresponding entries in AAðaÞ or AAðbÞ. After
mutation or crossover, we check if the newly generated AAnew

has to be filtered out. AfterN structures are collected, we use
the performance predictor P in Section 4.2 to select the top-P
structures. These are then trained and evaluated for actual
performance. Finally, structures in I with performance
worse than the newly evaluated ones are replaced (step 19).

5 EXPERIMENTS

In this section, experiments are performed on a number of
KG tasks. Algorithm 5 shows the general procedure for
each task. First, we find a good hyper-parameter setting to
train and evaluate different structures (steps 2-6). Based on
the observation that the performance ranking of scoring
functions is consistent across different d’s (details are in
Appendix C), we set d to a smaller value (64) to reduce
model training time. The search algorithm is then used to
obtain the set I of top-I structures (step 8). Finally, the
hyper-parameters are fine-tuned with a larger d, and the
best structure selected (steps 10-14). Experiments are run on
a RTX 2080Ti GPU with 11 GB memory. All algorithms are
implemented in python [53].

Algorithm 5. Experimental procedure for each KG task.
Here, HP denotes the hyper-parameters fh; �;m; dg.
1: // stage 1: configure hyper-parameters for scoring function search.
2: for i ¼ 1; . . . ; 10 do
3: fix d ¼ 64, randomly select hi2 ½0; 1	, �i2½10�5; 10�1	 and

mi 2 f256; 512; 1024g;
4: train SimplEwithHPi ¼ fhi; �i;mi; dg, and evaluate the

validation MRR;
5: end for
6: select the best hyper-parameter setting �HP 2 fHPig10i¼1;
7: // stage 2: search scoring function
8: using hyper-parameter setting �HP , obtain the set I of

top-I structures from Algorithm 3 or Algorithm 4;
9: // stage 3: fine-tune the obtained scoring function
10: forj ¼ 1; . . . ; 50 (j ¼ 1; . . . ; 10 for YAGO3-10)do
11: randomly select a structure AAj 2 I ;
12: randomly select hj 2 ½0; 1	, �j 2 ½10�5; 10�1	,

mj 2 f256; 512; 1024g, and dj 2 f256; 512; 1024; 2048g;
13: train the KG learning model with structure AAj and

hyper-parameter settingHPj ¼ fhj; �j;mj; djg
14: end for
15: select the best structure fAA�; HP �g 2 fAAj;HPjg50j¼1.

5.1 Knowledge Graph (KG) Completion

In this section, we perform experiments on KG completion
as introduced in Section 2.2.1. we use the full multi-class

log-loss [18], which is more robust and has better perfor-
mance than negative sampling [18], [33].

5.1.1 Setup

Datasets. Experiments are performed on the following popu-
lar benchmark datasets: WN18, FB15 k, WN18RR, FB15k237,
YAGO3-10, ogbl-biokg and ogbl-wikikg2 (Table 5). WN18
and FB15 k are introduced in [10].WN18 is a subset of the lexi-
cal database WordNet [54], while FB15 k is a subset of the
Freebase KG [55] for human knowledge. WN18RR [21] and
FB15k237 [56] are obtained by removing the near-duplicates
and inverse-duplicate relations from WN18 and FB15 k.
YAGO3-10 is created by [21], and is a subset of the semantic
KG YAGO [57], which unifies WordNet and Wikipedia. The
ogbl-biokg and ogbl-wikikg2 datasets are from the open
graph benchmark (OGB) [58], which contains realistic and
large-scale datasets for graph learning. The ogbl-biokg dataset
is a biological KG describing interactions among proteins,
drugs, side effects and functions. The ogbl-wikikg2 dataset is
extracted from the Wikidata knowledge base [59] describing
relations among entities inWikipedia.

Baselines. For AutoBLM and AutoBLM+, we select the
structure for evaluation from the set returned byAlgorithm 3
or 4 based on theMRR performance on the validation set.

For WN18, FB15 k, WN18RR, FB15k237, YAGO3-10,
AutoBLM and AutoBLM+ are compared with the following
popular human-designed KG embedding models3: (i) TDM,
including TransH [11], RotatE [13] and PairE [61]; (ii) NNM,
includingConvE [21], RSN [22] andCompGCN [24]; (iii) BLM,
including TuckER [35], Quat [19], DistMult [7], ComplEx [14],
HolE [15], Analogy [16] SimplE [17], and CP [18]. We do not
comparewithNASE [62] as its code is not publicly available.

For ogbl-biokg and ogbl-wikikg2 [58], we compare with
the models reported in the OGB leaderboard4, namely,
TransE [10], RotatE, PairE, DistMult, and ComplEx.

Performance Measures. The learned fAAðh; r; tÞ is evalu-
ated in the context of link prediction. Following [3], [7],
[14], [16], [17], [21], for each triple ðh; r; tÞ, we first take
ð?; r; tÞ as the query and obtain the filtered rank on the head

rankh ¼ e 2 E : fðe; r; tÞ � fðh; r; tÞð Þ^
ðe; r; tÞ =2 Stra [ Sval [ Ststð Þ

� �����
����þ 1; (12)

TABLE 5
Statistics of the KG Completion Datasets

number of samples

data set #entity #relation training validation testing

WN18 [10] 40,943 18 141,442 5,000 5,000
FB15k [10] 14,951 1,345 484,142 50,000 59,071
WN18RR [21] 40,943 11 86,835 3,034 3,134
FB15k237 [56] 14,541 237 272,115 17,535 20,466
YAGO3-10 [60] 123,188 37 1,079,040 5,000 5,000

ogbl-biokg 94 k 51 4,763 k 163 k 163 k
ogbl-wikikg2 2500 k 535 16,109 k 429 k 598 k

3. Obtained from https://github.com/thunlp/OpenKE and
https://github.com/Sujit-O/pykg2vec

4. https://ogb.stanford.edu/docs/leader_linkprop/
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where Stra;Sval;Stst are the training, validation, and test
sets, respectively. Next we take ðh; r; ?Þ as the query and
obtain the filtered rank on the tail

rankt¼ e 2 E : fðh; r; eÞ � fðh; r; tÞð Þ^
ðh; r; eÞ =2 Stra [ Sval [ Ststð Þ

� �����
����þ1: (13)

The following metrics are computed from both the head and
tail ranks on all triples: (i) Mean reciprocal ranking (MRR):

MRR ¼ 1

2jSj
X
ðh;r;tÞ2S

1

rankh
þ 1

rankt

	 

;

and (ii) H@k: ratio of ranks no larger than k, i.e.,

H@k ¼ 1

2jSj
X
ðh;r;tÞ2S

Iðrankh � kÞ þ Iðrankt � kÞð Þ;

where IðaÞ ¼ 1 if a is true, otherwise 0. The larger the MRR
or H@k, the better is the embedding. Other metrics for the
completion task [63], [64] can also be adopted here.

For ogbl-biokg and ogbl-wikikg2 [58], we only use the
MRR as the H@k is not reported by the baselines in the OGB
leaderboard.

Hyper-parameters. The search algorithms have the fol-
lowing hyper-parameters: (i) N : number of candidates gen-
erated after filtering; (ii) P : number of scoring functions
selected by the predictor; (iii) I: number of top structures
selected in Algorithm 3 (step 13), or the number of struc-
tures survived in I in Algorithm 4; and (iv) b0: number of
nonzero elements in the initial set. Unless otherwise speci-
fied, we use N ¼ 128, P ¼ 8, I ¼ 8 and b0 ¼ K. For the evo-
lutionary algorithm, the mutation and crossover operations
are selected with equal probabilities. When mutation is
selected, the value of each entry has a mutation probability
of pm ¼ 2=K2. A budget is used to terminate the algorithm.
This is set to 256 structures on WN18, FB15 k, WN18RR,

FB15k-237, 128 on YAGO3-10, 64 on ogbl-biokg, and 32 on
ogbl-wikikg2.

We follow [14], [18] to use Adagrad [65] as optimizer.
The Adagrad hyper-parameters are selected from the fol-
lowing ranges: learning rate h in ½0; 1	, ‘2-penalty � in
½10�5; 10�1	, batch size m in f256; 512; 1024g, and dimension
d in f64; 256; 512; 1024; 2048g.

5.1.2 Results on WN18, FB15k, WN18RR, FB15k237,

YAGO3-10

Performance. Table 6 shows the testing results on WN18,
FB15 k, WN18RR, FB15k237, and YAGO3-10. As can be
seen, there is no clear winner among the baselines. On the
other hand, AutoBLM performs consistently well. It outper-
forms the baselines on FB15 k, WN18RR, FB15k237 and
YAGO3-10, and is the first runner-up on WN18. AutoBLM+
further improves AutoBLM on FB15 k, WN18RR, FB15k237
and YAGO3-10.

Learning curves. Fig. 4 shows the learning curves of rep-
resentative models in each type of scoring functions, includ-
ing: RotatE in TDM; ConvE and CompGCN in NNM; and
DistMult, SimplE/CP, ComplEx/HolE, Analogy, QuatE
and the proposed AutoBLM/AutoBLM+ in BLM. As can be
seen, NNMs are much slower and inferior than BLMs. On
the other hand, AutoBLM+ has better performance and
comparable time as the other BLMs.

Data-dependent BLM structure. Fig. 5 shows the BLMs
obtained by AutoBLM and AutoBLM+. As can be seen, they
are different from the human-designed BLMs in Fig. 1 and are
also different from each other. To demonstrate that these
data-dependent structures also have different accuracies on
the same dataset, we take the BLM obtained by AutoBLM (or
AutoBLM+) on a source dataset and then evaluate it on a dif-
ferent target dataset. Table 7 shows the testingMRRs obtained
(the trends for H@1 andH@10 are similar). As can be seen, the
different BLMs performdifferently on the same dataset, again
confirming the need for data-dependent structures.

TABLE 6
Testing Performance of MRR, H@1 and H@10 on KGCompletion. The Best Model is Highlighted in Bold and the Second Best is

Underlined. “–” Means That Results are Not Reported in Those Papers or Their Code on That data/metric is Not Available. CompGCN
Uses the Entire KG in Each Iteration and So Runs Out of Memory on the Larger Data Sets ofWN18, FB15 k and YAGO3-10

WN18 FB15 k WN18RR FB15k237 YAGO3-10

model MRR H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR H@1 H@10 MRR H@1 H@10

(TDM) TransH 0.521 — 94.5 0.452 — 76.6 0.186 — 45.1 0.233 — 40.1 — — —
RotatE 0.949 94.4 95.9 0.797 74.6 88.4 0.476 42.8 57.1 0.338 24.1 53.3 0.488 39.6 66.3
PairE — — — 0.811 76.5 89.6 — — — 0.351 25.6 54.4 — — —

(NNM) ConvE 0.942 93.5 95.5 0.745 67.0 87.3 0.46 39. 48. 0.316 23.9 49.1 0.52 45. 66.
RSN 0.94 92.2 95.3 — — — — — — 0.28 20.2 45.3 — — —

Interstellar — — — — — — 0.48 44.0 54.8 0.32 23.3 50.8 0.51 42.4 66.4
CompGCN — — — — — — 0.479 44.3 54.6 0.355 26.4 53.5 — — —

(BLM) TuckER 0.953 94.9 95.8 0.795 74.1 89.2 0.470 44.3 52.6 0.358 26.6 54.4 — — —
DistMult 0.821 71.7 95.2 0.775 71.4 87.2 0.443 40.4 50.7 0.352 25.9 54.6 0.552 47.1 68.9

SimplE/CP 0.950 94.5 95.9 0.826 79.4 90.1 0.462 42.4 55.1 0.350 26.0 54.4 0.565 49.1 71.0
HolE/ComplEx 0.951 94.5 95.7 0.831 79.6 90.5 0.471 43.0 55.1 0.345 25.3 54.1 0.563 49.0 70.7

Analogy 0.950 94.6 95.7 0.816 78.0 89.8 0.467 42.9 55.4 0.348 25.6 54.7 0.557 48.5 70.4
QuatE 0.950 94.5 95.9 0.782 71.1 90.0 0.488 43.8 58.2 0.348 24.8 55.0 0.556 47.4 70.4

AutoBLM 0.952 94.7 96.1 0.853 82.1 91.0 0.490 45.1 56.7 0.360 26.7 55.2 0.571 50.1 71.5
AutoBLM+ 0.952 94.7 96.1 0.861 83.2 91.3 0.492 45.2 56.7 0.364 27.0 55.3 0.577 50.2 71.5
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5.1.3 Results on Ogbl-Biokg and ogbl-Wikikg2

Table 8 shows the testing MRRs of the baselines (as reported
in the OGB leaderboard), the BLMs obtained by AutoBLM
and AutoBLM+. As can be seen, AutoBLM and AutoBLM+
achieve significant gains on the testingMRR on both datasets,
even though fewer model parameters are needed for
AutoBLM+. The searched structures are provided in Figure 13
inAppendix D.

5.1.4 Ablation Study 1: Search Algorithm Selection

First, we study the following search algorithm choices.

(i) Random, which samples each element of AA indepen-
dently and uniformly from f0;
1; . . . ;
Kg;

(ii) Bayes, which selects each element of AA from
f0;
1; . . . ;
Kg by performing hyperparameter
optimization using the Tree Parzen estimator [66]
and Gaussian mixture model (GMM);

(iii) Reinforce, which generates the K2 elements in AA by
using a LSTM [41] recurrently as in NAS-Net [30].
The LSTM is optimized with REINFORCE [67];

(iv) AutoBLM (no Filter, no Predictor, b0¼1) with initial
b0 ¼ 1;

(v) AutoBLM+ (no Filter, no Predictor, b0¼1) with initial
b0 ¼ 1.

For a fair comparison, we do not use the filter and perfor-
mance predictor in the proposed AutoBLM and AutoBLM+
here. All structures selected by each of the above algorithms
are trained and evaluated with the same hyper-parameter
settings in step 6 of Algorithm 5. Each algorithm evaluates a
total of 256 structures.

Fig. 6 shows the mean validation MRR of the top I ¼ 8
structuresw.r.t. clock time during the search process. As can be
seen, AutoBLM (no Filter, no Predictor, b0¼1) and AutoBLM+
(no Filter, no Predictor, b0¼1) outperform the rest at the later
stages. They have poor initial performance as they start with
structures having few nonzero elements, which can be degen-
erate. Thiswill be further demonstrated in the next section.

5.1.5 Ablation Study 2: Effectiveness of the Filter

Structures with more nonzero elements are more likely to
satisfy the two conditions in Proposition 2, and thus less

Fig. 4. Convergence of the testing MRR versus running time on the KG completion task.

Fig. 5. Graphical illustration of the BLMs obtained by AutoBLM (top) and AutoBLM+ (bottom) on the KG completion task (Section 5.1.2). Different col-
ors correspond to different parts of ½rr1(red), rr2(blue), rr3(yellow), rr4(gray)]. Solid lines mean positive values, while dashed lines mean negative values.
The empty parts have value zero.
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likely to be degenerate. Hence, the filter is expected to be
particularly useful when there are few nonzero elements in
the structure. In this experiment, we demonstrate this by
comparing AutoBLM/AutoBLM+ with and without the fil-
ter. The performance predictor is always enabled.

Fig. 7 shows the mean validation MRR of the top I ¼ 8
structures w.r.t. clock time. As expected, when the filter is
not used, using a larger b0 will be more likely to have non-
degenerate structures and thus better performance, espe-
cially at the initial stages. When the filter is used, the perfor-
mance of both b0 settings are improved. In particular, with
b0 ¼ 4, the initial search space is simpler and leads to better
performance.

5.1.6 Ablation Study 3: Performance Predictor

In this experiment, we compare the following AutoBLM/
AutoBLM+ variants: (i) AutoBLM (no-predictor) and
AutoBLM+ (no-predictor), which simply randomly select P
structures for evaluation (in step 17 of Algorithm 3 and step
16 of Algorithm 4, respectively); (ii) AutoBLM (Predictor
+SRF) and AutoBLM+ (Predictor+SRF), using the proposed
SRF (in Section 4.2) as input features to the performance pre-
dictor; and (iii) AutoBLM (Predictor+1hot) and AutoBLM+
(Predictor+1hot), which map each of the K2 entries in AA
(with values in f0;
1; . . . ;
Kg) to a simple (2K þ 1)-dimen-
sional one-hot vector, and then use these as features to the
performance predictor. The resultant feature vector is thus
K2ð2K þ 1Þ-dimensional, which is much longer than the
KðK þ 1Þ-dimensional SRF representation.

Fig. 8 shows the mean validation MRR of the top I ¼ 8
structures w.r.t. clock time. As can be seen, the use of per-
formance predictor improves the results over AutoBLM
(no-Predictor) and AutoBLM+ (no-Predictor). The SRF fea-
tures also perform better than the one-hot features, as the
one-hot features are higher-dimensional and more difficult
to learn. Besides, we observe that AutoBLM+ performs bet-
ter than AutoBLM, as it can more flexibly explore the search
space. Thus, in the remaining ablation studies, we will only
focus on AutoBLM+.

5.1.7 Ablation Study 4: VaryingK

As K increases, the search space, which has a size of ð2K þ
1ÞK

2
(Section 3.3), increases dramatically. Moreover, the

SRF also needs to enumerate a lot more (K2Kþ1) vectors in C.
In this experiment, we demonstrate the dependence onK by
running AutoBLM+ with K ¼ 3; 4; 5. To ensure that d is
divisible by K, we set d ¼ 60. Fig. 9 shows the top-8 mean
MRR performance on the validation set of the searchedmod-
els versus clock time. As can be seen, the best performance

TABLE 8
Testing MRR and Number of Parameters on Ogbl-Biokg and
ogbl-Wikikg2. the Best Performance is Indicated in Boldface

ogbl-biokg ogbl-wikikg2

model MRR # params MRR # params

TransE 0.745 188 M 0.426 1251 M
RotatE 0.799 188 M 0.433 1250 M
PairE 0.816 188 M 0.521 500 M
DistMult 0.804 188 M 0.373 1250 M
ComplEx 0.810 188 M 0.403 1250 M

AutoBLM 0.828 188 M 0.532 500 M
AutoBLM+ 0.831 94 M 0.546 500 M

Fig. 6. Comparison of different search algorithms.

Fig. 7. Comparison of the effect of filter.

TABLE 7
Testing MRR on Applying the BLMs Obtained From a Source

Dataset (row) to a Target Dataset (column). Bold Numbers Indi-
cate the Best Performance Each Dataset for the Models
Searched by AutoBLM and AutoBLM+ Respectively

WN18 FB15 k WN18RR FB15k237 YAGO3-10

AutoBLM

WN18 0.952 0.841 0.473 0.349 0.561
FB15 k 0.950 0.853 0.470 0.350 0.563
WN18RR 0.951 0.833 0.490 0.345 0.568
FB15k237 0.894 0.781 0.462 0.360 0.565
YAGO3-10 0.885 0.835 0.466 0.352 0.571

AutoBLM+

WN18 0.952 0.848 0.482 0.350 0.564
FB15 k 0.951 0.861 0.479 0.352 0.563
WN18RR 0.947 0.841 0.492 0.347 0.551
FB15k237 0.860 0.821 0.463 0.364 0.546
YAGO3-10 0.951 0.833 0.469 0.345 0.577

Fig. 8. Effectiveness of the performance predictor.
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attained by different K’s are similar. However, K ¼ 5 runs
slower.

Table 9 shows the running time of the filter, performance
predictor (with SRF features), training and evaluation in
Algorithm 4 with different K’s. As can be seen, the costs of
filter and performance predictor increase a lot withK, while
the model training and evaluation time are relatively stable
for differentK’s.

5.1.8 Ablation Study 5: Analysis of Parameter Sharing

As mentioned in Section 4.2, parameter sharing may not reli-
ably predict the model performance. To demonstrate this, we
empirically compare the parameter-sharing approach, which
shares parameter PP ¼ fEE;RRg (where EE 2 Rd�jEj is the entity
embedding matrix and RR 2 Rd�jRj is the relation embedding
matrix in Section 2.1) and the stand-alone approach, which
trains each model separately. For parameter sharing, we ran-
domly sample aAA in each training iteration from the set of top
candidate structures (Hb in Algorithm 3 orH in Algorithm 4),
and then update parameter PP . After one training epoch, the
sampled structures are evaluated. After 500 training epochs,
the top-100 AA’s are output. For the stand-alone approach, the
100AA’s are separately trained and evaluated.

Fig. 10 shows the MRR estimated by parameter-sharing
versus the true MRR obtained by individual model training.
As can be seen, structures that have high estimated MRRs
(by parameter sharing) do not truly have highMRRs. Indeed,
the Spearman’s rank correlation coefficient5 between the two
sets of MRRs is negative (�0:2686 on WN18RR and �0:2451
on FB15k237). This demonstrates that the one-shot approach,
though faster, cannot find good structures.

5.2 Multi-Hop Query

In this section, we perform experiment onmulti-hop query as
introduced in Section 2.2.2. The entity and relation embed-
dings are optimized by maximizing the scores on positive
queries andminimizing the scores on negative queries, which
are generated by replacing eL with an incorrect entity. On
evaluation, we rank the scores of queries ðe0; r1 � r2 � _s �
rL; eLÞ of all eL 2 E to obtain the ranking of ground truth
entities.

5.2.1 Setup

Following [4], we use the FB15 k and FB15k237 datasets in
Table 5. Evaluation is based on two-hop (2p) and three-hop
(3p) queries. Interested readers are referred to [4] for a more

detailed description on query generation. For FB15 k, there
are 273,710 queries in the training set, 8,000 non-overlap-
ping queries in the validation and testing sets. For
FB15k237, there are 143,689 training queries, and 5,000
queries for validation and testing. The setting of the search
algorithms’ hyper-parameters are the same as in Section 5.1.
For the learning hyper-parameters, we search the dimen-
sion d 2 f32; 64g, and the other hyper-parameters are the
same as those in Section 5.1. We use the MRR performance
on the validation set to search for structures as well as
hyper-parameters. For performance evaluation, we fol-
low [4], [8], and use the testing Hit@3 and MRR.

We compare with the following baselines: (i) TransE-
Comp [39] (based on TransE); (ii) Diag-Comp [39] (based on
DistMult); (iii) GQE [8], which uses a d� d trainable matrix
RRðrÞ for composition, and can be regarded as a composition
based on RESCAL [6]; and (iv) Q2B [4], which is a recently
proposed box embedding method.

5.2.2 Results

Results are shown in Table 10. As can be seen, among the
baselines, TransE-Comp, Diag-Comp and GQE are inferior to
Q2B. This shows that the general scoring functions cannot be
directly applied to model the complex interactions in multi-
hop queries. On the other hand, AutoBLM and AutoBLM+
have better performance as they can adapt to the different
tasks with different matrices gKðAA; rrÞ. The obtained struc-
tures can be found inAppendixD.

5.3 Entity Classification

In this section, we perform experiment on entity classifica-
tion as introduced in Section 2.2.3.

5.3.1 Setup

After aggregation for L layers, representation eeL at the last
layer is transformed by a multi-layer perception (MLP) to

Fig. 9. Comparison of differentK values.

TABLE 9
Running Time (In Minutes) of Different Components

in Algorithm 4

dataset K filter performance predictor train evaluate

WN18RR 3 0.04 1 1217 152
4 1.4 23 1231 156
5 90 276 1252 161

FB15k237 3 0.04 1 714 178
4 1.5 22 721 181
5 91 283 728 186

Fig. 10. MRRs of structures as estimated by the parameter-sharing
approach and stand-alone approach.

5. https://en.wikipedia.org/wiki/Spearman%27s_rank_correlation_
coefficient
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eeoi ¼MLP ðeeLi Þ 2 RC , where d is the intermediate layer
dimension, and is the number of classes. The parameters,
including embeddings of entities, relations, WW‘

0, WW
‘’s and

the MLP, are optimized by minimizing the cross-entropy
loss on the labeled entities: L ¼ �

P
i2B

PC
c¼1 yic ln e

o
ic, where

B is the set of labeled entities, yic 2 f0; 1g indicates whether
the ith entity belongs to class c, and eoic is the cth dimension
of eeoi .

Three graph datasets are used (Table 11): AIFB, an affilia-
tion graph; MUTAG, a bioinformatics graph; and BGS, a
geological graph. More details can be found in [68]. All enti-
ties do not have attributes. The entities’ and relations’ train-
able embeddings are used as input to the GCN.

The following fivemodels are compared: (i) GCN [9], with
fðee‘j; rr‘Þ ¼ ee‘j, does not leverage relations of the edges; (ii) R-
GCN [23], with fðee‘j; rr‘Þ ¼ RR‘

ðrÞee
‘
j; (iii) CompGCN [24] with

fðee‘j; rr‘Þ ¼ ee‘j (-/*/
? ) rr‘, in which the operator (subtraction/

multiplication/circular correlation as discussed in Sec-
tion 2.2.3) is chosen based on 5-fold cross-validation; (iv)
AutoBLM; and (v) AutoBLM+. oth AutoBLM and AutoBLM
+ use the searched structureAA to form fðee‘j; rr‘Þ ¼ gKðAA; rr‘Þee‘j.

Setting of the hyper-parameters are the same as in Sec-
tion 5.1. As for the learning hyper-parameters, we search the
embedding dimension d from f12; 20; 32; 48g, learning rate
from ½10�5; 10�1	 with Adam as the optimizer [69]. For the
GCN structure, the hidden size is the same as the embedding
dimension, the dropout rate for each layer is from [0,0.5]. We
search for 50 hyper-parameter settings for each dataset based
on the 5-fold classification accuracy.

For performance evaluation, we use the testing accuracy.
Each model runs 5 times, and then the average testing accu-
racy reported.

5.3.2 Results

Table 12 shows the average testing accuracies. Among the
baselines, R-GCN is slightly better than CompGCN on the
AIFB dataset, but worse on the other two sparser datasets.

By searching the composition operators, AutoBLM and
AutoBLM+ outperform all the baseline methods. AutoBLM
+ is better than AutoBLM since it can find better structures
with the same budget by the evolutionary algorithm. The
structures obtained are in Appendix D.

6 CONCLUSION

In this paper, we proposeAutoBLMandAutoBLM+, the algo-
rithms to automatically design and discover better scoring
functions for KG learning. By analyzing the limitations of
existing scoring functions, we setup the problem as searching
relationalmatrix for BLMs. InAutoBLM,we use a progressive
search algorithmwhich is enhanced by a filter and a predictor
with domain-specific knowledge, to search in such a space.
Due to the limitation of progressive search, we further design
an evolutionary algorithm, enhanced by the same filter and
predictor, called AutoBLM+. AutoBLM and AutoBLM+ can
efficiently design scoring functions that outperform existing
ones on tasks including KG completion, multi-hop query and
entity classification from the large search space. Comparing
AutoBLM with AutoBLM+, AutoBLM+ can design better
scoring functionswith the same budget.
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