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ABSTRACT

Data augmentation is one of the regularization strategies for the training of deep
learning models, which enhances generalizability and prevents overfitting, lead-
ing to performance improvement. Although researchers have proposed various
data augmentation techniques, they often lack consideration for the difficulty of
augmented data. Recently, another line of research suggests incorporating the con-
cept of curriculum learning with data augmentation in the field of natural language
processing. In this study, we adopt curriculum data augmentation for image data
augmentation and propose colorful cutout, which gradually increases the noise
and difficulty introduced in the augmented image. Our experimental results high-
light the possibility of curriculum data augmentation for image data. We publicly
released our source code to improve the reproducibility of our study.

1 INTRODUCTION

Data augmentation is an important regularization trick to train the deep learning model that aims
to improve generalization ability and prevent overfitting (Yang et al., 2022). From the basic ma-
nipulation of input images, such as cropping, rotating, and jittering, data augmentation techniques
for image data have evolved. For example, cutout and random erasing (DeVries & Taylor, 2017;
Zhong et al., 2020) augmentation suggested a dropout strategy on the input image level by erasing
a portion of a given image. After mixup (Zhang et al., 2018) introduced the concept of vicinal risk
minimization through the mixture of two images, cutmix (Yun et al., 2019) proposed a strategy that
combines cutout and mixup.

However, previous approaches have limited considerations about the difficulty of augmented data.
It is widely accepted that a well-defined training procedure with the consideration of the difficulty
of given data can enhance the performance of the trained model (Bengio et al., 2009; Soviany et al.,
2022). Recently, researchers have been exploring the combination of data augmentation and cur-
riculum learning in the context of curriculum data augmentation (Wei et al., 2021; Ye et al., 2021;
Lu & Lam, 2023). Nonetheless, these approaches are mainly performed for the text data.

In this paper, we propose a novel curriculum data augmentation technique for image data. Specif-
ically, it first introduces the colorization into cutout, which originally erases the portion of a given
image. Additionally, through the division of the erasure box and filling the sub-regions with dif-
ferent colors, we are allowed to adjust the difficulty of the augmented image. To the best of our
knowledge, this is the first study that pioneers curriculum data augmentation in the computer vision
field. Our comprehensive experiment on various models and datasets demonstrates the effectiveness
of our method, highlighting the advantage of curriculum data augmentation.

2 METHOD

We first briefly explain the procedure of traditional cutout. From the given image x, it randomly
selects a box region with a fixed size. After the selection, the box is erased and filled with zero
value. Instead of simple erasure, our proposed colorful cutout fills the given box with a random
color. This colorization establishes additional variation in augmented images, addressing a common
limitation of previous methods and contributing to performance gain (Zhang & Ma, 2022).
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Figure 1: As the training procedure progresses, colorful cutout introduces more complex and diffi-
cult noise into augmented images.

Table 1: Accuracy (%) for each model and augmentation techniques across three datasets. “C10”,
“C100”, and “TI” symbolizes CIFAR-10, CIFAR-100, and Tiny ImageNet, respectively.

ResNet50 EfficientNet-B0 ViT-B/16
Dataset C10 C100 TI C10 C100 TI C10 C100 TI
Baseline 94.82 80.56 73.09 96.48 82.38 78.25 95.58 83.94 81.54
Cutout 95.49 80.97 73.52 96.56 82.53 78.41 96.08 84.21 81.49
Mixup 95.56 81.15 73.24 96.63 82.50 78.26 96.45 84.25 81.48
CutMix 95.67 81.45 73.63 96.67 82.96 78.53 96.27 84.32 81.82
Ours
w/o Curr. 95.16 81.15 73.61 96.72 82.92 78.32 96.35 84.20 82.15

Ours 95.70 81.57 73.81 96.81 83.37 78.65 96.55 84.36 82.36

Additionally, colorful cutout introduces the concept of curriculum data augmentation through the
division of the erasure box into sub-regions. Each of these sub-regions could have different colors.
As the number of sub-regions increases, the erasure box becomes more tangled, resulting in more
difficult samples as the training progresses. Figure 1 demonstrates the gradual increment of difficulty
as the training progresses. Please refer to Appendix C for the pseudo-code of colorful cutout.

3 EXPERIMENT

We conducted an experiment to evaluate the effectiveness of our proposed method. First, we adopted
three different datasets, CIFAR-10, CIFAR-100 (Krizhevsky et al., 2009), and Tiny ImageNet (Le &
Yang, 2015) for evaluation. Second, we compared our methods against various previous augmenta-
tion techniques, including traditional cutout (DeVries & Taylor, 2017), mixup (Zhang et al., 2018),
and cutmix (Yun et al., 2019). Last, we applied these methods on three different models, CNN-based
ResNet50 (He et al., 2016) and EfficientNet-B0 (Tan & Le, 2019), and Transformer-based ViT-B/16
(Dosovitskiy et al., 2020). Please refer to Appendix A for more details.

Table 1 displays the experimental result. The results demonstrate a significant improvement in model
performance with colorful cutout compared to other methods, particularly traditional cutout. Addi-
tionally, our ablation experiment on colorful cutout without the curriculum data augmentation shows
similar performance to cutout, which suggests the curriculum data augmentation plays an important
role for enhancing the performance of the model. This shows the potentiality of curriculum data
augmentation in image data augmentation.

4 CONCLUSION

In this paper, we proposed a simple yet effective augmentation strategy that incorporates the concept
of curriculum data augmentation into the computer vision field. The experimental results highlight
the effectiveness of our approach and the possibility of curriculum image augmentation. Future re-
search could investigate applying curriculum data augmentation to other image augmentation strate-
gies and introducing soft labels to augmented data considering its difficulty (Choi et al., 2023).
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A IMPLEMENTATION DETAILS

This section describes implementation details and setups for reproduction. Please refer to our source
code for more detailed information. 1

Model Implementation. Every three models were based on the pre-trained checkpoints on Ima-
geNet offered by TorchVision (maintainers & contributors, 2016) library. After the feature extrac-
tion from the pre-trained models, a two-layer classification with a dropout layer of p = 0.2 and
ReLU activation is followed.

Every input image is resized to 256×256 and randomly cropped into 224×224 size in the training
procedure. In the validation and test procedure, an image with 224×224 size is obtained from the
center of the original image.

Augmentation Implementation. For traditional cutout, cutmix, and our method, the size of the box
w is set to 32×32 for every model. For the mixup and cutmix method, we used α = 0.2, where α
denotes the bound of the beta distribution that determines the mixup ratio.

Colorful cutout increases the number of sub-regions as the training epoch increases. Specifically,
the number of sub-regions is defined as 2Nepoch . Each sub-region is assigned different random colors.
We set the initial Nepoch starts at 0, indicating that there is no sub-region in the first epoch. Please
refer to Figure 1 as an example.

Datasets. CIFAR-10 Krizhevsky et al. (2009) is an image classification dataset consisting of 50,000
training images and 10,000 test images in 10 classes. CIFAR-100 is an extended version of CIFAR-
10, which is composed of 100 classes. Tiny ImageNet (Le & Yang, 2015) is a subset of ImageNet
(Deng et al., 2009), which has 200 classes and 100,000 training images. Three datasets were down-
loaded from Datasets library (Lhoest et al., 2021) operated by Hugging Face. As there is no prede-
fined validation set exists, we randomly selected 10% of the training data as the validation set.

Hyperparameters. Adam (Kingma & Ba, 2015) has been deployed as the optimizer, with a learning
rate of 5e-5. We trained each model for 5 epochs with a batch size of 32. We applied label smoothing
(Szegedy et al., 2016) with a smoothing factor 0.05 for every model.

1https://github.com/c-juhwan/colorful-cutout-aug
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Further Details. Every experiment was performed using a single NVIDIA RTX 3090 GPU. We
trained the model with our method for 75.7 minutes on Tiny ImageNet, while cutout baseline took
74.2 minutes.

B COMPARISON BETWEEN OTHER TECHNIQUES

We provide an example of colorful cutout compared to other methods on the same image.

Figure 2: An example of our proposed colorful cutout compared to previous data augmentation
methods.

C ALGORITHM OF COLORFUL CUTOUT

We provide a pseudo-code for colorful cutout.

Algorithm 1 The procedure of colorful cutout.
Require: Given image x, pre-defined size of erasure box w, current epoch index Nepoch

1: Randomly generate erasure box B with size of w × w from x
2: Get the number of sub-region Nregion = 2Nepoch

3: Divide B into Nregion squared sub-regions
4: Fill divided B with Nregion random colors
5: Return augmented image x̂
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