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ABSTRACT

Single-cell transcriptomics is inherently noisy and sparse, posing significant chal-
lenges for uncovering underlying biological mechanisms. Addressing this issue
requires effective denoising strategies to enhance the reliability of biological in-
terpretation. Self-supervised learning has emerged as a powerful approach for
learning robust representations across large single-cell datasets, improving denois-
ing and facilitating more accurate biological insights. In this work, we present
scProto, an interpretable self-supervised learning framework that learns proto-
types, which are subsequently decoded into metacells—denoised representations
that aggregate information from multiple similar cells across datasets. These
metacells enhance robustness, mitigate noise, and provide a more stable and bi-
ologically meaningful representation of cell states. Beyond denoising, scProto is
designed to preserve the structural relationships in the k-nearest neighbor (KNN)
graph of the input space while simultaneously removing batch effects through self-
supervised prototype learning. The loss function ensures that all cell populations,
including rare ones, are well-represented through prototypes. We demonstrate that
scProto metacells effectively capture marker genes, leading to improved cell-type
distinction. Model performance is evaluated using scGraph metrics, which assess
the preservation of cell similarity structures and geometric relationships in the em-
bedding space, where scProto generally outperforms other methods. Additionally,
batch effect removal and biological conservation are assessed using scIB metrics,
indicating that scProto performs on par with the best-performing models while
achieving better preservation of structural relationships in the embedding space.

1 INTRODUCTION

Single-cell transcriptomics enables detailed characterization of cellular heterogeneity, revealing pre-
viously unknown cell states and transitions|Angerer et al.[|(2017). However, inherent noise and spar-
sity in these data complicate downstream analysis and biological interpretation. Furthermore, het-
erogeneous or incomplete cell-type annotations pose challenges for supervised learning approaches.
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Self-supervised learning (SSL) methods leverage intrinsic data structure to extract meaningful bi-
ological features from large-scale single-cell datasets without relying on explicit labels. Recent
applications of SSL in single-cell genomics have demonstrated effectiveness in transfer learning,
zero-shot classification, cross-modality prediction, and data integration tasks [Richter et al.| (2024).
A prominent class of SSL methods, contrastive learning, builds representations by aligning similar
samples and separating dissimilar ones. In prototype-based contrastive learning frameworks like
SwAV |Caron et al.| (2020), data points are compared against learnable prototypes, which serve as
aggregated representations encapsulating shared features among related samples. This approach pro-
vides a data-driven alternative to traditional clustering methods for generating metacells, effectively
aggregating biologically similar cells and reducing batch effects.

While traditional approaches for metacell generation effectively denoise data, they struggle to inte-
grate information across multiple datasets due to their reliance on batch-sensitive clustering meth-
ods. To overcome this limitation, we propose a self-supervised prototype learning framework that
simultaneously learns metacells and corrects batch effects. This approach enables seamless cross-
dataset integration, yielding more robust and biologically meaningful metacells. Our method, as
shown in Figure ] is built on a composite loss function that integrates three key objectives:

* Self-supervised prototype learning loss, inspired by SwAV |Caron et al.| (2020)), ensures
that augmented versions of the same cell are assigned to the same prototype. In SwAV,
both the encoder and prototype weights are trained simultaneously, allowing prototypes to
aggregate information from multiple similar cells while the encoder removes batch effects.
Our KNN-based augmentation strategy, inspired by graph-based metacell approaches, en-
sures that prototypes capture biologically meaningful information while preserving struc-
tural similarity in the learned embedding space.

* Rare cell prototype loss, a minmax loss which ensures that at least one prototype is as-
signed to every cell, even in low-density regions, enabling the model to preserve rare cell
types that might otherwise be overlooked.

¢ Conditional variational autoencoder (CVAE) loss, used within the scPoli|Lotfollahi et al.
(2023a) architecture, to decode prototypes into metacell representations while preserving
biologically relevant information for reconstruction, enhancing interpretability.

By combining prototype-based contrastive learning with a conditional variational autoencoder
(CVAE), our proposed framework, scProto, jointly addresses noise reduction, batch correction,
and interpretability, enabling robust generation of biologically meaningful metacells across multiple
single-cell transcriptomic datasets.
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Figure 1: Overview of scProto. The pretraining objective of scProto consists of three key compo-
nents: (1) Contrastive Prototype Loss, which encourages neighboring cells in the input KNN graph
to map to the same prototype; (2) CVAE Loss, which enables prototype decoding into metacells
while retaining important biological signals; and (3) Propagation Loss, which ensures that at least
one prototype is assigned to all cell types, including rare ones. These objectives collectively train
prototypes for effective single-cell aggregation while preserving essential information.
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2 RELATED WORK

The increasing availability of single-cell transcriptomic data has advanced the study of cellular
heterogeneity and biological processes Angerer et al. (2017). However, the high dimensionality,
sparsity, and technical noise inherent in these datasets present challenges for extracting meaningful
biological signals. Effective denoising and dimensionality reduction methods are essential to pre-
serve relevant structures and uncover underlying patterns. To mitigate the impact of technical noise
and sparsity, metacell-based methods focus on denoising while preserving biological variation. The
MetaCell algorithm, introduced by Baran et al.| (2019)), constructs a KNN graph to identify small,
transcriptionally coherent cell groups called metacells. These serve as denoised representations that
retain biological structure without relying on explicit smoothing. An extension of this approach,
SEACell, incorporates kernel archetypal analysis to better capture both discrete and continuous cell
states, making it particularly effective for trajectory inference and rare cell-type identification |De-
Pasquale et al.| (2023). However, both methods generate metacells using KNN graphs that retain
batch effects, restricting metacell formation to within individual batches. Due to the absence of
a dedicated mechanism for batch effect removal during metacell generation, additional steps for
denoising and batch correction are necessary.

To overcome the high dimensionality of single-cell transcriptomic data while also addressing noise
and batch effects, representation learning methods identify biologically meaningful structures by
mapping data into compact latent spaces. Variational autoencoder (VAE)-based approaches, such as
scVI and its semi-supervised extension scANVI, employ probabilistic modeling of gene expression
to account for batch effects and facilitate dataset integration [Lopez et al.| (2018); |Xu et al.| (2021)).
scPoli, while also incorporating a conditional variational autoencoder (CVAE), integrates proto-
type learning to structure latent spaces by clustering transcriptionally similar cells around shared
prototypes [Lotfollahi et al.| (2023a). Expanding beyond these methods, self-supervised representa-
tion learning (SSL) provides a more flexible framework for learning robust representations directly
from large-scale, unlabeled data. By capturing intrinsic patterns in single-cell transcriptomics, SSL
mitigates technical noise while preserving biological variation, enabling models to generalize across
datasets and tasks without relying on extensive annotations. Recent studies Richter et al.|(2024) have
demonstrated the effectiveness of self-supervised learning in single-cell transcriptomics, enabling
models to adapt to new datasets with minimal labeled data. Approaches such as contrastive learn-
ing|Li et al.| (2024) and masked reconstruction Richter et al.|(2024) have been instrumental in appli-
cations like cross-modality alignment|Tang et al.|(2023)), cell-type classification|Zhang et al.[(2022),
and batch effect correction |Kosuru et al.| (2024). Building on these advances, foundation models
trained on large-scale single-cell datasets further showcase the power of self-supervised learning
(SSL) in capturing complex biological relationships. For example, scGPT employs a masked to-
ken strategy to infer gene-gene and gene-cell interactions without explicit labels, enhancing cell-
type annotation, batch correction, and perturbation response prediction |Cui et al.[(2024)). Likewise,
NichFormer integrates dissociated and spatial transcriptomics data to construct spatially informed
cell representations [Schaar et al.| (2024). These models exemplify how scaling SSL to foundation
models enables the extraction of biologically meaningful patterns, reduces technical noise and batch
effects, and provides a scalable, generalizable framework for single-cell analysis.

Contrastive learning, a fundamental technique in self-supervised learning (SSL), was originally in-
troduced to enforce similarity between augmented views of the same sample while separating rep-
resentations of different samples |Chen et al.| (2020). By learning discriminative features without
relying on labels, contrastive learning helps structure data in a way that preserves meaningful varia-
tions. Clustering-based contrastive learning further refines this process by jointly optimizing feature
representations and cluster assignments, leading to more robust and well-separated clusters. For ex-
ample, SeLa|Asano et al.[(2019) enforces balanced clustering to ensure that learned representations
capture the most informative and diverse structures in the data. SwAV |Caron et al.| (2020), another
contrastive clustering approach, improves upon standard contrastive learning by matching different
augmentations of the same sample to learnable prototypes instead of relying on direct pairwise com-
parisons. Unlike methods that depend on explicit positive and negative pairs, SWAV clusters samples
dynamically, enforcing consistency across augmentations in an unsupervised manner, allowing for
more flexible and effective representation learning.

Interpretability is essential in machine learning, particularly in biological applications where under-
standing model decisions can provide valuable insights into underlying biological processes. How-
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ever, in SWAYV, prototypes are not explicitly evaluated; instead, only the learned embeddings are
assessed through downstream tasks. In contrast, the prototype-based learning method introduced
in L1 et al.| (2018)) integrates an autoencoder with a prototype layer, enabling case-based reasoning
where each prototype can be decoded to reveal the factors influencing the model’s decision. In
single-cell analysis, expiMap builds upon a variational autoencoder (VAE) framework to structure
latent spaces around known and de novo gene programs, improving data integration and biologi-
cal interpretability |[Lotfollahi et al.| (2023b). DRVI, on the other hand, enhances interpretability by
employing an additive decoder to disentangle biological signals, facilitating rare cell-type identifica-
tion and decomposing cellular heterogeneity into distinct latent dimensions|Moinfar & Theis|(2024).
These methods demonstrate the importance of integrating interpretability into representation learn-
ing, particularly in domains where understanding data-driven insights is as crucial as achieving high
predictive performance.

Inspired by these ideas, we present a self-supervised prototype learning approach for metacell con-
struction, where learned prototypes can be decoded to form biologically meaningful metacells. We
build upon scPoli |Lotfollahi et al.| (2023a) as the base architecture, extending it to incorporate self-
supervised prototype learning, thereby removing reliance on labels and making the method more
flexible and data-driven. Additionally, we leverage scPoli’s conditional variational autoencoder
(CVAE) loss to enable prototype decoding, ensuring that the learned prototypes serve as metacells
that capture key biological variation. By integrating learning-based clustering strategies, our ap-
proach enhances denoising while preserving biological diversity, effectively addressing limitations
in cross-dataset metacell construction.

3 SELF-SUPERVISED PROTOTYPE LEARNING

To learn prototypes that aggregate information from multiple datasets, we employ a KNN graph-
based contrastive learning framework. In this framework, cells in close proximity within the KNN
graph are encouraged to map to the same prototype, ensuring consistency and enabling prototypes to
integrate information from multiple similar cells. We use cosine similarity in the embedding space to
measure the similarity between cell embeddings and prototypes, ensuring that each cell is assigned
to the most relevant prototype. We employed CVAE loss to decode prototypes into metacells while
preserving key biological signals during encoding. Additionally, propagation loss, a min-max loss
function, ensures that all cell types, including rare populations, are assigned at least one prototype.
The full learning objective of scProto is illustrated in Figure [T} In the following sections, we de-
scribe our augmentation strategy, the contrastive prototype learning loss, which preserves geometric
structure while mitigating batch effects, and the propagation loss designed to improve rare cell type
representation. We further detail how prototypes are decoded and interpreted as metacells, ensuring
biologically meaningful and denoised representations of single-cell data.

3.1 KNN-BASED DATA AUGMENTATION

For data augmentation, we leverage the graph introduced by the SEACell algorithm DePasquale
et al.[(2023)). First, we apply a dimensionality reduction algorithm to lower the data’s dimensional-
ity and construct a KNN graph that captures the local cell-cell relationships. To generate augmented
samples, we randomly select a neighboring cell from the graph for each cell. In the contrastive learn-
ing framework, this augmentation encourages the model to preserve geometric structures, ensuring
that cells that are close in the input space remain close in the learned embedding space

3.2 BATCH-INDEPENDENT PROTOTYPE LEARNING

For prototype learning, we employ the SwAV |Caron et al.| (2020) algorithm, which clusters embed-
dings by assigning each sample to its closest prototype. Prototypes are trained so that augmented
versions of the same sample are assigned to the same prototype. A common challenge in clustering-
base contrastive learning is collapse, where all embeddings converge to the same representation.
SwAV mitigates this by enforcing a balanced distribution of samples across prototypes. When the
number of prototypes is sufficiently large, this assumption holds and remains largely unaffected
by the underlying data distribution. Even in imbalanced datasets, which are common in biological
studies, the prototype allocation naturally adapts, ensuring that classes with more samples receive
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a proportionally larger number of prototypes. To achieve this balance, the clustering problem is
formulated as an optimal transport task, where sample-to-prototype assignments approximate a uni-
form distribution. The Sinkhorn-Knopp [Cuturi| (2013) algorithm is then used to solve this problem,
iteratively adjusting the assignments to balance prototype utilization while preserving feature simi-
larity.

In equation[I] z; and z, represent embedded representations of neighboring cells, obtained through
a shared encoder. Instead of directly comparing features, the model assigns them to prototypes,
facilitating self-supervised learning. The optimal cluster assignment, denoted as g, is computed
via the Sinkhorn-Knopp algorithm. The probability p¥ represents the softmax-based assignment of
2zt to prototype k, as defined in equation 2] The objective is to alrgn this probabrhty distribution
with ¢¥, treating it as the ground truth. The swapped loss, given in equation [2| is formulated as a
cross-entropy objective, minimizing the divergence between the model’s predlcted and Sinkhorn-
derived assignments. This promotes consistency across augmentations, ensures balanced prototype
utilization, and prevents overrepresentation of certain prototypes.

LSWAV(zt7 zs) = é(ztv qs) + [(ZS, qt) (1)

(k:) exp (IZ;er)

- Yo (ralew)

(21, q) Z ¢ logp",  where p| )

When running the SWAV algorithm with KNN-based augmentation, the trained embedding tends
to exhibit strong batch effects. This occurs because the input KNN graph itself contains batch ef-
fects, leading the model to learn batch-specific prototypes rather than aggregating information from
multiple datasets. To mitigate this, we modify the loss calculation to enforce an even distribution
of samples within each batch across prototypes, preventing the formation of batch-specific clusters
and reducing batch effects in the learned embeddings. As described in equation [3] for each batch of
data, we separate the samples by study (batch) and compute the SWAV loss independently for each
subset. We then average the SWAV loss values across all batches, ensuring that the model learns
batch-independent prototypes.

B
LpaichSwAvV = B Z: SwAV 3

3.3 REPRESENTATION OF RARE CELL TYPES THROUGH PROTOTYPES

The SwAV loss encourages the model to allocate more prototypes to regions with a high density of
cells, which can lead to a lack of prototypes for rare cell populations. To address this, we introduce a
min-max loss that minimizes the maximum distance between cells and their closest prototype. This
ensures that every cell, including rare populations, has at least one prototype nearby.

‘Cpropagation = m?X IIlJlIl d('ria pj) 4)

By applying this loss, we force the model to distribute prototypes more evenly across the data space,
preventing underrepresentation of rare cell types and improving their biological interpretability.

3.4 INTERPRETABILITY OF LEARNED PROTOTYPES

To enable decoding and interpretation of learned prototypes, we incorporate a conditional variational
autoencoder (CVAE) loss. This loss not only facilitates prototype decoding but also encourages the
model to capture information from the most informative parts of the input, which are essential for
accurate cell reconstruction. Additionally, using a CVAE framework ensures that batch-related vari-
ations are encoded in the conditional embedding, while the main embedding retains only biological
information, making the learned representations more meaningful. Learned prototypes are decoded
using the average of all batch embeddings, ensuring that the output is not batch-specific and instead
represents a denoised version of the input that aggregates information from multiple, similar cells
across different datasets.
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equation 5| represents the overall loss function, which integrates the three main aspects of our model.
This formulation enables prototype learning in a self-supervised manner while ensuring that proto-
types capture all cell types, including rare ones. The learned prototypes are decoded as metacells
and evaluated in downstream tasks

EscProlo = »CbalchSwAV + )\1 £propagalion + )\2 ‘CCVAE (5)

4 EXPERIMENTALS

4.1 EXPERIMENTAL SETUP

We conduct our experiments on the Immune dataset from the scIB benchmark datasetsLuecken et al.
(2022), which contains 33,506 cells and 12,303 genes. The gene expression data is normalized and
log1-transformed, and 4,000 highly variable genes (HVGs) are selected for analysis. We use “’Frey-
tag” and “Villani” as query studies, resulting in 29,137 cells for training the reference model and
4,369 cells as the query set. Due to time constraints, experiments on additional and larger datasets
are planned for future work. For dimensionality reduction, we apply PCA with 50 components and
construct a KNN graph with 50 neighbors. This graph is used for positive pair generation (KNN
augmentation). The encoder-decoder model follows the scPoli [Lotfollahi et al.| (2023a) architecture
with a latent dimension of 8, using A\; = 0.01 for CVAE loss scaling and Ay = 1.0 for propaga-
tion loss scaling. For prototype learning, we use the SWAV |Caron et al.| (2020) loss with the hard
clustering option and € = 0.02. We compare our method against scPoli, scVI|Lopez et al|(2018),
and PCA, evaluating performance using scIB metrics and scGraph [Wang et al.| (2024) metrics. To
evaluate how well-trained metacells denoise marker genes, we compared the macro Fl-score of a
classifier using scProto metacell marker genes against one using individual cell marker genes. Ad-
ditionally, we plan to compare our results with metacells identified by SEACell |DePasquale et al.
(2023)) and MetaCell Baran et al.| (2019), but due to time limitations, this analysis has not yet been
conducted.

4.2 CELL TYPE DISTINCTION

Accurately distinguishing immune cell types from single-cell transcriptomic data is challenging due
to the sparsity and noise of gene expression. Here, we evaluate classification performance for two
biologically relevant distinctions: NK cells vs. CD8" T cells and CD8" vs. CD4* T cells.

NK cells and CD8" T cells can be distinguished by key marker genes such as TYROBP (for NK
cells) and CD8A (for CD8* T cells), but classification using raw gene expression is unreliable due
to data sparsity. To assess whether metacell representations enhance classification, we encoded each
cell using the scProto-trained encoder, identified its closest prototype based on embedding cosine
similarity, and decoded the prototype to reconstruct its metacell expression profile. We then classi-
fied cells using marker genes from the decoded prototypes and compared performance to classifiers
trained on raw single-cell marker genes and scProto embeddings. As shown in Figure 2] (left panel),
classifiers trained on prototype marker genes outperform those using raw single-cell marker genes,
indicating that metacell representations improve classification by reducing noise while preserving bi-
ologically relevant signals. Additionally, classifiers trained directly on scProto embeddings achieve
the highest F1 score, suggesting that embeddings integrate information from multiple genes beyond
primary markers, further enhancing classification performance.

A similar challenge arises when distinguishing CD8* and CD4* T cells, where classification based
solely on marker genes is affected by noise and sparsity. To evaluate different representations, we
trained classifiers using single-cell marker genes, scProto embeddings, and scPoli embeddings. As
shown in Figure [2] (right panel), classifiers trained on scProto embeddings achieve the best perfor-
mance, highlighting their ability to capture subtle cellular distinctions. Interestingly, scPoli em-
beddings do not outperform raw marker-based classification, emphasizing the difficulty of this task
and suggesting that the contrastive learning framework in scProto provides a more structured latent
space for resolving fine-grained biological differences.
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Figure 2: F1 score comparison for distinguishing different immune cell types. Left panel: F1 score
for distinguishing NK cells from CD8™ T cells across three different settings: scProto embeddings,
single-cell marker genes, and the closest prototype marker genes. Right panel: F1 score for classify-
ing CD8F vs. CD4™1 T cells across three different settings: scPoli embeddings, scProto embeddings,
and single-cell marker genes.

4.3 EVALUATION OF LEARNT EMBEDDING QUALITY

To evaluate the quality of the learned embeddings, we first visualize them using UMAP (Figure [3).
The visualization demonstrates that scProto effectively captures cellular heterogeneity, with pro-
totypes representing all annotated cell types, including rare populations such as plasma cells and
CD10™ B cells, ensuring that even low-density cell types are assigned at least one prototype. Addi-
tionally, closely related cell types, such as CD8" and CD4 ™ T cells, which are often difficult to dis-
tinguish in single-cell RNA sequencing data, are partially separated in the latent space and assigned
distinct prototypes. This suggests that scProto enhances the resolution of subtle cellular differences
while maintaining biologically meaningful clustering. To quantitatively assess the preservation of

UMAP of Cell Embeddings Colored by Density. UMAP of Cell Embeddings with Cell Types Highlighted UMAP of Cell Embeddings with Studies Highlighted

0001

Figure 3: The left panel shows the density of cells across different regions. The middle panel
presents a UMAP of cells colored by cell type, along with prototypes. Each prototype is colored
by the label color of the majority label among its 10 nearest neighbors. We observe that cells of
the same type cluster together, and the prototypes successfully capture all cell types, including rare
ones. The right panel displays cells colored by batch, revealing that, in most areas, batches are well
integrated. However, some batch effects remain in certain regions, which might reflect underlying
biological differences between batches.

biological structure, we employ scGraph metrics from Metric Mirage [Wang et al] (2024), which
evaluate how well the learned embedding retains cell-cell relationships relative to a reference graph.
The reference graph used for scGraph computation is derived from PCA of the original data, mak-
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ing PCA a natural baseline for structural preservation. However, while PCA provides an unbiased
representation of cell-cell relationships, it lacks batch correction capability, limiting its suitability
for integrated single-cell analysis. The results, as shown in Table [I] indicate that scProto not only
learns biologically meaningful prototypes that can be decoded as metacells but also better preserves
cell-cell similarities within and between clusters, leading to a more faithful representation of cellular
relationships. Among methods that do not suffer from strong batch effects, scProto achieves bet-
ter structural preservation, demonstrating its ability to capture biologically meaningful organization
while also addressing batch effects—a limitation of PCA.

To further evaluate embedding quality, we assess scIB metrics, which jointly measure biological
conservation and batch correction. As shown in Table [} scProto is among the best-performing
methods in biological conservation, ensuring that cells annotated as the same cell type in the dataset
remain close to each other in the embedding space. Additionally, scProto achieves batch correction
performance comparable to other state-of-the-art methods, demonstrating its ability to integrate data
while preserving cell-type structure. Although PCA achieves the highest scGraph scores due to its
direct alignment with the input graph, it completely lacks batch correction, making it unsuitable for
integrated single-cell analysis. In contrast, scProto maintains strong scGraph performance while also
achieving competitive batch correction, effectively balancing structural preservation and integration
quality.

While scIB metrics assess how well annotated cells from the same cell type cluster together while
also evaluating batch correction performance, scGraph metrics capture the global structure of the
embedding, including relationships between different cell types. Because scProto performs well in
both metrics, it successfully balances batch correction and biological structure preservation, making
it a robust approach for single-cell transcriptomic analysis.

Model scGraph Metrics \ scIB Metrics

Rank-PCA Corr-PCA Corr-Weighted ‘ scIB Total Batch Correction Bio Conservation
scProto 0.600 0.748 0.593 0.608 0.559 0.640
scPoli Fully Supervised ~ 0.502 0.572 0.469 0.668 0.647 0.683
scPoli 0.468 0.664 0.443 0.623 0.641 0.610
scVI 0.537 0.766 0.576 0.622 0.596 0.640
PCA 0.863 0.910 0.850 0.517 0.339 0.636

Table 1: Comparison of scIB and scGraph metrics across different models

5 CONCLUSION

In this work, we introduced scProto, an interpretable self-supervised model that learns metacells
as denoised representations by aggregating information from multiple datasets while preserving the
geometric structure of single-cell data and removing batch effects. We demonstrated that metacells
effectively reduce data sparsity and noise, improving classification performance based on metacell-
derived marker genes compared to raw single-cell data. We also evaluated scProto’s embedding
quality and structural preservation using scGraph and scIB metrics, comparing it with existing in-
tegration methods. Training scProto on large-scale cell atlases could establish it as a foundation
model, where prototypes aggregate information from vast datasets to reveal meaningful biological
structures and provide deeper insights into cellular heterogeneity. Such a model could serve as a
building block for future applications, including perturbation prediction for drug discovery, cellular
trajectory inference, and disease modeling. Future research can enhance the destination distribu-
tion of cell propagation through prototypes and integrate multimodal data to improve both biolog-
ical fidelity and computational efficiency, ultimately advancing single-cell analysis and uncovering
complex biological mechanisms.

6 MEANINGFULNESS STATEMENT

Single-cell transcriptomic data is noisy, high-dimensional, and lacks robust labels, making mean-
ingful representation challenging. We address this by (1) denoising data through self-supervised
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prototype learning, aggregating information from similar cells, and decoding them into biologi-
cally meaningful metacells, and (2) reducing dimensionality while preserving structure using a la-
tent space that maintains the KNN graph, ensuring similar cells remain close. This self-supervised
approach captures intrinsic biological organization without label bias. Our results show that meta-
cells enhance marker gene identification and cell type classification, while the latent space preserves
meaningful relationships, validated by scGraph metrics, enabling structured and interpretable single-
cell representations.
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