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Abstract
Recent advancements in large language models001
(LLMs) have demonstrated their potential in002
automating the scientific research ideation. Ex-003
isting approaches primarily focus on prompting004
techniques, often producing ideas misaligned005
with expert standards – novelty, feasibility, and006
effectiveness, which are widely recognized by007
the research community as the three key subdi-008
mensions of high-quality ideas. Also, balanc-009
ing these dimensions remains challenging due010
to their inherent trade-offs. To address these011
limitations, we propose the first framework that012
employs a two-stage approach combining Su-013
pervised Fine-Tuning (SFT) and controllable014
Reinforcement Learning (RL) for the task. In015
the SFT stage, the model learns foundational016
patterns from pairs of research papers and their017
corresponding follow-up ideas. In the RL stage,018
multi-dimensional reward models guided by019
fine-grained feedback evaluate and optimize020
the model across key dimensions. During in-021
ference, dimensional controllers coordinated022
by a sentence-level decoder enable dynamic023
context-aware steering of the idea generation024
process. Our framework provides a balanced025
approach to research idea generation, achiev-026
ing high-quality outcomes in the experiment by027
dynamically navigating the trade-offs among028
novelty, feasibility, and effectiveness.029

1 Introduction030

Typically, a well-developed scientific research idea031

(or hypothesis1) consists of a methodology and an032

experiment plan, as illustrated in Figure 1. The033

methodology introduces the novel concept or ap-034

proach, while the experiment plan provides a struc-035

tured guide for its validation. Formulating such036

research ideas is fundamental to the research pro-037

cess. Traditional methods, which rely heavily on038

human intuition and experience, are often time-039

consuming and prone to biases. In contrast, auto-040

1In this paper, research idea and hypothesis are used inter-
changeably.

Figure 1: Research idea generation from research papers.
Each idea is measured across the dimensions of novelty,
feasibility, and effectiveness.

mated research idea generation systems can swiftly 041

synthesize vast data and insights, uncovering novel 042

connections beyond human researchers. Recent 043

work using LLM-based agents has demonstrated 044

their potential for generating and validating innova- 045

tive ideas (Baek et al., 2025; Bornstein and Singh, 046

2024). Despite the notable progress, these efforts 047

primarily rely on pre-trained models without task- 048

specific learning, which restricts the full exploita- 049

tion of optimizing the generated content toward 050

scientific expert standards. 051

Recent studies and expert interviews show that 052

novelty, feasibility and effectiveness are widely rec- 053

ognized by the research community as the three key 054

subdimensions of high-quality research ideas (Si 055

et al., 2024; Baek et al., 2025). Specifically, nov- 056

elty reflects the originality of the idea; feasibility 057

assesses its practicality given current resources and 058

constraints; and effectiveness measures the like- 059
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lihood that the idea will achieve its intended out-060

comes. These fine-grained metrics, alongside the061

overall rating, can help evaluate ideas and guide062

generation through optimization techniques such063

as reinforcement learning (RL); more specifically,064

Reinforcement Learning from Human Feedback065

(RLHF) can be used to optimize LLM toward sci-066

entist standards (Ouyang et al., 2022). Despite067

these advancements, existing approaches cannot068

tackle the complex interdependence and inherent069

restrictions among these dimensions. One no-070

table challenge identified is to reveal the inevitable071

innovation-feasibility trade-off (Yang et al., 2024b;072

Si et al., 2024): highly novel ideas often lack feasi-073

bility, while overly feasible ideas tend to limit the074

scope for groundbreaking discoveries. Optimizing075

idea generation towards each of the key dimensions076

while achieving a balanced trade-off remains a crit-077

ical yet unresolved question.078

To address this, we propose a framework to im-079

prove the intrinsic capabilties of LLMs on gener-080

ating research ideas. It dynamically adjusts the081

emphasis on key dimensions of the research idea082

to achieve high overall quality through a two-stage083

training process: SFT and controllable RL. In the084

SFT stage, the idea proposer learns foundational085

patterns by training on pairs of research papers and086

corresponding follow-up ideas. In the RL stage,087

we employ multi-dimension reward modeling as088

a real-world assessment approximation (Wu et al.,089

2023). Reward models, trained on automatically090

obtained fine-grained feedback from review data,091

score each dimension–providing detailed guidance092

for model refinement. To enable precise and adap-093

tive control, we introduce dimensional controllers,094

trained alongside the RL process, which adjust095

the generation to prioritize specific dimensions096

when necessary. This is done at inference time097

by a sentence-level decoder that dynamically ad-098

justs the weights of controllers, ensuring context-099

aware emphasis–such as prioritizing novelty in the100

method part and feasibility in the experiment plan-101

ning. Together, these mechanisms, guided by feed-102

back signals from the reward models, result in more103

balanced and high-quality idea generation.104

Our contributions are summarized as follows:105

• We introduce a two-stage fine-tuning frame-106

work for LLM-based research ideation, which107

dynamically optimizes idea generation to-108

wards novelty, feasibility, and effectiveness.109

• We introduce a dynamic decoding to address110

interdependent subdimensions such as novelty 111

and feasibility. 112

• We leverage automatically collected real- 113

world data to train reward models that provide 114

automated, fine-grained feedback aligned with 115

expert evaluations. 116

• We conduct comprehensive evaluations, 117

which demonstrate the effectiveness of our 118

method for optimized and controllable re- 119

search idea generation. 120

2 Related Work 121

NLP for scientific discovery. NLP techniques 122

have significantly advanced scientific discovery by 123

enabling researchers to manage extensive literature, 124

identify knowledge gaps, and analyze trends ef- 125

fectively (Raghu and Schmidt, 2020; Hope et al., 126

2021). Models such as SciBERT (Beltagy et al., 127

2019) and BioBERT (Lee et al., 2020) pre-trained 128

on scientific materials have enhanced these abilities 129

by improving performance on fundamental tasks. 130

Recent developments in LLMs have extended their 131

utility to creative and generative tasks in scientific 132

research. For example, LLMs have been employed 133

to formulate research questions, generate hypothe- 134

ses, draft research proposals, and even outline ex- 135

perimental designs (Brown et al., 2020; Zhong 136

et al., 2023; Qi et al., 2023; Yang et al., 2024b; 137

Wang et al., 2024a). Several prior works have 138

specifically explored methods to enhance idea gen- 139

eration. Approaches such as iterative novelty boost- 140

ing (Wang et al., 2024b), multi-agent collabora- 141

tion (Baek et al., 2025), and multi-module retrieval 142

and revision (Yang et al., 2024b) have been pro- 143

posed to advance ideation capabilities beyond base- 144

line prompting methods. Beyond ideation, other 145

researchers leverage LLMs for automating experi- 146

mental workflows. Works like MLAgent (Huang 147

et al., 2024) and SciCode (Tian et al., 2024) use 148

LLMs to generate code for executing research ex- 149

periments, while AI Scientist (Lu et al., 2024) and 150

MLR-Copilot (Li et al., 2024) combine idea gen- 151

eration with code implementation to directly test 152

AI-generated concepts. However, these approaches 153

are often limited to constrained problem spaces 154

or rely on proxy metrics for evaluation, such as 155

LLM-based scoring, which can be inconsistent and 156

unreliable. 157

Fine-tuning LLM with RL. RLHF has shown 158

success in diverse NLP tasks (Christiano et al., 159

2017; Stiennon et al., 2020; Ouyang et al., 2022), 160

including text summarization (Ziegler et al., 2019), 161
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Figure 2: The learning framework with dynamic control across 3 dimensions. Generated research ideas are assessed
by corresponding reward models, which provide scores for each dimension. These scores guide the fine-tuning
process during reinforcement learning, optimizing both the idea proposer and the corresponding dimensional control
parameters to enhance the quality of idea generation. Fires denote weight changes during the process.

instruction following (Ouyang et al., 2022), and162

question answering (Nakano et al., 2021). While163

most works focus on optimizing a single holistic164

reward combining multiple objectives, recent ef-165

forts have explored rewards modeling for multiple166

specific attributes, such as reasoning or ethical con-167

siderations (Glaese et al., 2022; Uesato et al., 2022).168

In this work we investigate fine-grained rewards169

for the more challenging problem of optimizing170

multiple dimensions.171

3 Method172

We introduce a scientific idea proposer with multi-173

dimension feedback, which consists of two stages:174

supervised fine-tuning stage, and reinforcement175

learning stage that has three components: reward176

modeling, multi-dimension reward augmented con-177

trollable reinforcement learning, and decoding.178

3.1 Overview179

Suppose we have a training set D = {Xi, Yi}Ni=1,180

where Xi and Yi are research paper and idea, re-181

spectively. Then we fine-tune the language model182

M with the training set. Thereafter, we collect a183

reward training set Dr = {(Xr
i , Y

n
i , Y

f
i , Y

e
i )

N
i=1},184

where Xi include the textual content of research185

paper and research idea, and Y n
i , Y

f
i , Y

e
i are the186

labels which show the scores of novelty, feasibil-187

ity, and effectiveness of research idea. We could188

utilize this training set to train three reward models189

as follows,190 
Fn = Rn(Xr

i , Y
n
i |Θn),

Ff = Rf (Xr
i , Y

f
i |Θf ),

Fe = Re(Xr
i , Y

e
i |Θe).

(1)191

where Θn/f/e is the parameters of the reward192

modelRn/f/e. Rn/f/e denotes the reward models193

that aim to score the novelty, feasibility, and ef- 194

fectiveness of the research idea. Fn/f/e are values 195

from reward models. Then, we use a set of Nf 196

research papers {Pi}
Nf

i=1 as input to the language 197

model to generate research ideas, which are as- 198

sessed with reward models based on three criteria. 199

Finally, we conduct reinforcement learning on the 200

language model as, 201

H =M(P |Θm,Θn,Θf ,Θe), (2) 202

where Θm is final optimized parameters of the lan- 203

guage modelM. During which the dimensional 204

controllers are jointly trained to improve its abil- 205

ity to generate high-quality research ideas with 206

fine-grained control at inference time. During this 207

process, three dimensional controllers are trained 208

jointly with the language model to enable fine- 209

grained control at inference time. 210

3.2 Supervised Fine-Tuning 211

To improve model training stability in RL(Chen 212

et al., 2024), we also introduce the supervised fine- 213

tuning stage. The goal of this stage is to introduce 214

the model with the general task format and stabilize 215

the subsequent RL stage. Therefore, the training 216

data at this stage does not need to achieve high 217

scores in terms of the metrics, which will later be 218

optimized through the fine-grained RL. 219

Data Collection. To conduct a supervised fine- 220

tuning stage, we need to collect a set of research 221

papers {Xi}Ni=1, which we name as supporting pa- 222

pers, and a collection of research ideas {Yi}Ni=1, 223

each inspired by a corresponding supporting pa- 224

per. To collect high-quality research ideas, we first 225

collect papers from ICLR 2023 and 2024. As a 226

top-tier conference in the field of machine learning 227

that covers diverse domains and topics, ICLR is 228
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renowned for its cutting-edge research and high-229

quality technical discussions, making it an ideal230

source for this purpose. We sample 1,000 instances231

of papers {p}, and then utilize the LLaMA with232

a prompt (detailed in Appendix J) to extract the233

research idea y from the sampled paper p as the234

golden output. To extract the one corresponding235

supporting paperXi, i.e. the input of each extracted236

research idea Yi, for each output, we select the one237

most significant supporting paper from all related238

works x̂1, x̂2..., x̂n by prompting LLaMA of the ab-239

stract and introduction section of p, together with240

the citation counts of x̂1, x̂2..., x̂n within the sam-241

pled paper p. For all extraction, we use LLaMA3242

70B to ensure high-quality results243

Fine-Tuning. Based on the collected training set244

D = {Xi, Yi}Ni=1, we fine-tune the language model245

M as follows,246

Lsup = CE(Y, Ŷ ) (3)247

248 where CE(·) denotes the cross-entropy loss and Ŷ249

is the predicted research idea fromM, formulated250

as Ŷ =M(X).251

3.3 Reward Modeling252

Researchers mainly consider three aspects when253

they devise research ideas: novelty, feasibility, and254

effectiveness. These aspects are also used in the255

review process as fine-grained dimensions of re-256

search ideas besides an overall quality. Therefore,257

we train three distinct reward models to score the258

generated idea in reinforcement learning, each cor-259

responding to one of the quality dimensions.260

Multi-dimension Feedback Collection. To train261

reward models, we need to collect three kinds of262

feedback. Similar to the supervised fine-tuning263

stage, we use the papers from ICLR2 and NeurIPS3264

due to their availability and high quality. Specif-265

ically, we collect the review data from OpenRe-266

view, and we extract the research ideas also with267

prompting. For the Novelty score of the research268

ideas in the year 2023, we could use the novelty269

score from the review directly. As for those in270

the year 2024, we prompt Llama3 to get novelty271

scores since they don’t provide direct ratings (see272

Appendix K for prompts). Similarly, since there273

is no feasibility score or effectiveness score in the274

review, we prompt Llama3 to get scores for every275

research idea. Feasibility score is mainly based on276

the experiment setup and method sections, taking277

2https://iclr.cc/
3https://neurips.cc/

into account factors such as dataset size, model 278

complexity, and relevant review comments, while 279

Effectiveness score is derived primarily from the ex- 280

perimental results and corresponding review com- 281

ments. For all extraction with Llama3 we use the 282

70B API. The detailed Scoring Criteria for Nov- 283

elty, Feasibility, and Effectiveness are outlined in 284

Appendix F. 285

Notably, all the collected novelty, feasibility, and 286

effectiveness are subsequently normalized to a 0-1 287

scale for training. 288

Reward Model Training. We select an LLM as the 289

backbone of reward models. To make the model 290

predict the score for each dimension, we add a 291

Multi-Layer Perceptron as follows, 292{
Fn/f/e = A

n/f/e
(Xr),

F̂n/f/e = Cn/f/e(Fn/f/e),
(4) 293

where Cn/f/e are MLPs which can output score 294

for each dimension. An/f/e is the LLM backbone. 295

Each reward model takes the generated idea as 296

input and outputs a score Fn/f/e between 0 and 1, 297

representing its evaluation of novelty, feasibility, or 298

effectiveness. To optimize the reward models, we 299

utilize cross-entropy loss as follows, 300

Ln/f/e = CE(F̂n/f/e, Fn/f/e), (5) 301

where Fn/f/e is the ground-truth label. 302

3.4 Multi-dimension Reward Augmented 303

Controllable Reinforcement Learning 304

In this stage, we fine-tune the research idea pro- 305

poser with controllable steering through reinforce- 306

ment learning (Figure 2), refining the model based 307

on feedback across three dimensions: novelty, fea- 308

sibility, and effectiveness. 309

Dimensional Controllers. Inspired by the existing 310

work (Han et al., 2024), we introduce the dimen- 311

sional controllers of the novelty, feasibility, and 312

effectiveness of the generated idea, as these dimen- 313

sions often exhibit interdependency and trade-offs. 314

We achieve this by adding additional control pa- 315

rameters (i.e. the steers) as follows, 316
Ml

n = Ml + ϵnWnMl,

Ml
f = Ml + ϵfWfMl,

Ml
e = Ml + ϵeWeMl,

(6) 317

where Ml represents the output of l-th layer in 318

the LLM. ϵn, ϵf , and ϵe are the hyper-parameters 319

for controlling novelty, feasibility, and effective- 320

ness. Wn, Wf , and We are learnable param- 321

eters. In the training stage, we set all ϵn, ϵf , 322
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Figure 3: Decoding RNN dynamically steers the dimensions for a balanced and context-aware generation. The
process starts with ϵ0 and predicts the control weights for the next sentence condition on the generated context.

and ϵe as 1. By this, we use Ml
n/f/e to replace323

the original output of the l-th layer. We denote324

the parameters for each resulting model as Θn =325

{ΘLLM ,ΘϵnWnMl
}, Θf = {ΘLLM ,ΘϵfWfMl

}326

and Θe = {ΘLLM ,ΘϵeWeMl
}.327

Reward. Specifically, we get all three kinds of328

rewards for each research idea based on the well-329

trained reward model. We define rn, rf , and re as330

the novelty, feasibility, and effectiveness rewards331

for the research idea. Then we have a reward func-332

tion for each dimension of the research idea at333

timestep t as follows,334 

rnt = −
t∑

i=1

I(i = K)wlrn,

rft = −
t∑

i=1

I(i = K)wlrf ,

ret = −
t∑

i=1

I(i = K)wlre,

(7)335

where K is the token length of the research idea. t336

is the timestep. I(·) is the indicator function. wl is337

a weight assigned to rewards. Thereafter, we utilize338

the PPO algorithm (Schulman et al., 2017) to train339

the model following the existing work (Jing and340

Du, 2024). More details are in Appendix A.341

3.5 Decoding342

In this part, we devise two decoding methods for343

the inference stage.344

Naive Static Decoding. In this decoding method,345

we set ϵn, ϵf , and ϵe as fixed values for the steers.346

To achieve a high score over novelty, feasibility,347

and effectiveness, we set all ϵn, ϵf , and ϵe as 1,348

because we set them as 1 in the training stage for349

maximum novelty, feasibility, and effectiveness.350

Goal-driven Dynamic Decoding. The goal of 351

achieving a good research idea is not only to im- 352

prove the result of a certain dimension but also 353

to consider the overall quality. For example, very 354

high degree of novelty may result in low effective- 355

ness (Si et al., 2024; Yang et al., 2024a), while 356

different parts of a research idea, such as method 357

and experiment planning, may require varying lev- 358

els of focus on novelty and feasibility. Therefore, 359

how to balance novelty, feasibility, and effective- 360

ness during inference is important. To achieve this, 361

we utilize a recurrent neural network (RNN) (Sher- 362

stinsky, 2020) to predict the steer value ϵn, ϵf , and 363

ϵe (Figure 3), as RNN is good at sequence-level 364

prediction. 365

To optimize the RNN for steer values predic- 366

tion, we first collect 1,000 high-quality research 367

ideas generated with Idea Proposer (scoring above 368

8 overall). Thereafter, we get the corresponding 369

controller weights using our three reward models 370

for each sentence of the high-quality research idea. 371

Specifically, we feed each sentence in the research 372

idea into our reward models to get the rewards as 373

r̂n, r̂f , r̂e. Furthermore, we normalize the reward 374

to reflect the controller-weight ratios between three 375

controllers, as well as the absolute scale of each 376

controller weight from 0.0–5.0. The correspond- 377

ing steer values of each sentence st are computed 378

as: ϵ̂n/f/e = (r̂n/f/e− rmin)/(rmax− rmin) · ϵmax 379

where rmin and rmax denote the minimum and max- 380

imum value for all rewards, and ϵmax is the max- 381

imal controller weight. After the data collection, 382

we can use the pair (St, ϵ̂tn/f/e) to train the model: 383

Lrnn = CE(RNN(S<t), ϵ̂tn/f/e), (8) 384
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where S<t is the precedding t-1 sentences gener-385

ated in the research idea. Afterward, we use the386

trained RNN to predict the controller weights of387

the next sentence ϵt = (ϵtn, ϵ
t
e, ϵ

t
f ) based on ϵt−1388

and previous sentence.389

Finally, during inference, we apply the controller390

weights by adding them on top of the LLM last391

layer embedding Ml to steer the generation:392

Ml
n = Ml + ϵnWnMl + ϵfWfMl,+ϵeWeMl

(9)393

4 Experiment394

4.1 Dataset395

We collect 6,765 research papers from ICLR and396

NeurIPS (2023–2024), including both accepted and397

rejected submissions, and filtered 5,687 usable data.398

These papers cover diverse ML-related domains399

and topics. Each paper includes Abstracts, Method-400

ology, and Experiment sections4, supplemented401

with human reviews automatically obtained from402

OpenReview5 for novelty, feasibility, effectiveness,403

and overall ratings. Statistics of topics and rat-404

ing distributions are reported in Appendix E. The405

dataset is split into the following subsets: 1) Su-406

pervised Fine-Tuning split: 1,000 ICLR papers to407

derive the golden ideas and the most supporting408

paper for fine-tuning; 2) Reinforcement Learning409

split: 3,271 papers with detailed reviews to train410

reward models for novelty, feasibility, and effective-411

ness; and 3) Evaluation split: 500 sampled papers412

for evaluation, including 30 randomly selected for413

manual expert review.414

To ensure data reliability, we implement multi-415

stage quality control across automated extraction,416

retrieval, and filtering. We conduct a manual audit417

of 100 examples on topical match, plausibility, and418

completeness. Full details of the data processing419

and quality checks are provided in Appendix C.420

4.2 Evaluation Settings421

The evaluation is conducted following the settings422

in recent works (Si et al., 2024; Baek et al., 2025).423

We evaluate three key dimensions—novelty, feasi-424

bility, and effectiveness—using both automatic and425

manual evaluation following the standard defini-426

tion from OpenReview and human study (Si et al.,427

4Paper content scraped from Semantic Scholar (https:
//www.semanticscholar.org/product/api) and
ArXiv (https://arxiv.org/help/api) APIs, and
then cleaned with regular expressions.

5https://docs.openreview.net/
reference/api-v2.

2024) as covered in Appendix F. 428

Automatic Evaluation. Following the recent 429

trends in using LLMs to judge the quality of gener- 430

ated ideas (Yang et al., 2024a; Baek et al., 2025), 431

we use a prompt-based method with GPT-4 as the 432

reviewing agent to score the generated ideas on 433

all three metrics. Different from their reference- 434

free evaluations, we employ retrieval-augmented 435

evaluation by fetching the latest related work from 436

Semantic Scholar to ensure more faithful evalua- 437

tions, especially for novelty. We further validate 438

the validity of this approach by measuring its cor- 439

relation with human expert ratings. 440

Manual Evaluation. For manual evaluation, we 441

randomly select a subset of 30 papers and have 15 442

domain experts across different institutes, recruited 443

according to reviewer criteria adopted by leading 444

conferences (e.g. NeurIPS, ACL, EMNLP) to in- 445

dependently assess ideas highly relevant to their 446

field of expertise to assign a score for each criteria. 447

Each idea is rated by three experts, and they are also 448

required to provide written justifications for their 449

ratings. We also report inter-annotator agreement 450

and manual feedback examples as in Appendix B, 451

along with further details on the recruiting criteria 452

and annotation process. 453

4.3 Main Experiments 454

Baselines and Setups. We establish a compre- 455

hensive set of baselines to evaluate the effective- 456

ness of different control strategies for the LLaMA2- 457

RLHF model and to support ablation studies. Our 458

baselines include T5-SFT, T5-RLHF, LLaMA2- 459

SFT, and ResearchAgent, representing different 460

model capacities and reinforcement learning con- 461

figurations: T5-SFT is the simplest baseline– 462

supervised fine-tuned T5 on 1,000 examples, with- 463

out reinforcement learning or control mechanisms. 464

T5-RLHF is fine-tuned with RLHF, but without 465

dimensional controllers, to isolate the impact of 466

RLHF. LLaMA2-SFT is LLaMA2-7B fine-tuned 467

on 1,000 examples without reinforcement learning 468

or control mechanisms. ResearchAgent is an agent- 469

based baseline with GPT-4 (Baek et al., 2025) that 470

iteratively generates ideas with retrieval from cita- 471

tion graph traversal and knowledge base. For RL 472

and dimensional controllers training, we use The 473

RL split to optimize the model with PPO and multi- 474

dimension reward augmentation. The three reward 475

models (novelty, feasibility, effectiveness) enable 476

controllable generation via tunable control param- 477
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Model Novelty(N) Feasibility(F) Effectiveness(E) Overall

T5-SFT 3.3 5.1 4.2 4.0
T5-RLHF 3.8 5.3 4.8 4.5
LLaMA2-SFT 4.5 6.0 5.2 5.1
LLaMA2-RLHF 5.3 5.9 5.5 5.4

ResearchAgent 5.2 6.0 5.3 5.3

LLaMA2-RLHF + Novelty Ctrl 6.1∗ 5.9 5.4 5.6
LLaMA2-RLHF + Feasibility Ctrl 5.1 6.8∗ 5.0 5.5
LLaMA2-RLHF + Effectiveness Ctrl 5.2 5.9 6.2∗ 5.6

LLaMA2-RLHF + All Ctrls (Static) 5.4 5.9 5.5 5.5
LLaMA2-RLHF + All Ctrls (Dynamic) 5.7∗ 6.1∗ 5.8∗ 5.8∗

Table 1: Experiment results with Retrieval-Augmented evaluation. N/F/E Control (Ctrl) denotes only 1 correspond-
ing controller enabled. All Ctrl activate all three controllers. * Significance checked with p-value < 0.05.

eters, and we experiment with various decoding478

strategies for ablation analysis.479

Main Results. Table 1 summarizes the exper-480

imental results for novelty, feasibility, effective-481

ness, and overall scores. While baseline models482

(T5-SFT, T5-RLHF) show modest improvements483

in feasibility and effectiveness, their novelty re-484

mains limited. LLaMA2-SFT achieves higher over-485

all scores due to its larger capacity and pretraining486

but benefits further from reinforcement learning487

and control strategy. Adding targeted control to488

LLaMA2-RLHF enables metric-specific optimiza-489

tion and enhances its respective target dimension:490

Novelty control boosts creativity, with feasibility491

setting enhances practicality, and effectiveness im-492

proves impact. Combining all controls, dynamic493

decoding outperforms the static approach across494

all metrics, balancing creativity, practicality, and495

impact effectively. Paired t-tests validate the signif-496

icance. These results highlight the importance of497

RL and dynamic control in optimizing model per-498

formance across complex requirements. Notably,499

although ResearchAgent employs more advanced500

retrieval, our controllable models outperform it on501

all metrics, highlighting the effectiveness of con-502

trollable generation over complex retrieval alone.503

4.4 Human Evaluation Results504

Model N F E Overall

ResearchAgent 4.9 5.8 5.1 5.2

LLaMA2-SFT 4.2 5.6 4.6 4.4
LLaMA2-RLHF 4.9 6.0 5.1 5.3
LLaMA2-RLHF + Dynamic* 5.3 6.2 5.2 5.6

Table 2: Human evaluation results. * This setting de-
notes dynamic decoding with all 3 controllers enabled.

The human evaluation is rigorously conducted505

according to the manual evaluation setting. Domain 506

experts validated the effectiveness of our frame- 507

work of generated ideas, as in Table 2, with human 508

scores showing a strong correlation with the auto- 509

matic scores produced by our reward models.

Metrics N F E Overall

Pearson (r) 0.997 0.772 0.744 0.884
Spearman (p) 0.949 0.949 0.949 1.000

Table 3: Correlation coefficients (Pearson and Spear-
man) between human and reviewing agent scores.

510
The Correlation Coefficients computed with both 511

Pearson and Spearman between human and review- 512

ing agent scores are shown in Table 3. Experts 513

also highlighted the trade-off between novelty and 514

feasibility, noting that the fine-tuned model with 515

novelty steering produced more creative, though 516

sometimes less practical, ideas compared to the 517

equal-weighted model. 518

Figure 4: Dimensional variation w.r.t. normalized sen-
tence position (1-10 according to idea length).

5 Analysis 519

5.1 Novelty and Feasibility Trade-off 520

Si et al. (2024) find that increasing novelty will 521

likely reduce the feasibility of an idea. To test this 522
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Model Idea (Method part) Novelty / Feasibility / Effectiveness Overall

T5-SFT Proposing a reinforcement learning algorithm with
stochastic agent interactions, focusing on decentralized
learning in dynamic environments. The method avoids
shared policies and uses predefined heuristics for adapt-
ability.

3.3 / 6.0 / 4.2 3.8

LLaMA2-SFT Developing a reinforcement learning model that employs
implicit environmental feedback for agent collaboration.
The method eliminates the need for direct communication
and uses fixed reward functions for learning.

4.8 / 5.9 / 5.2 5.3

LLaMA2-RLHF Introducing a reinforcement learning algorithm that com-
bines stochastic interactions with an adaptive reward mech-
anism. This method enables efficient multi-agent collabo-
ration in dynamic environments while ensuring scalability
and practical feasibility.

5.5 / 6.2 / 5.6 5.8

LLaMA2-RLHF + Dynamic Presenting a multi-agent reinforcement learning approach
where agents utilize minimal communication protocols
and enhanced environmental feedback. The method dy-
namically adjusts learning strategies to improve effective-
ness in real-world applications.

6.3 / 6.4 / 6.8 6.6

Table 4: Comparison of ideas (method part) and scores with all settings consistent with main experiments.

Novelty Weight N F

1.0 6.4 6.1
2.0 6.7 5.8
3.0 7.0 5.3
4.0 7.3 4.9

Table 5: Novelty(N) and Feasibility(F) trade-off by in-
creasing the novelty controller weight.

idea, we control the weight of the novelty steer523

in the RLHF + novelty ctrl setup and observed its524

impact on both novelty and feasibility scores. The525

results are shown in Table 5. As expected, increas-526

ing the novelty steer weight leads to higher novelty527

scores but lower feasibility scores. This demon-528

strates the trade-off between generating highly cre-529

ative ideas and ensuring their practical feasibility.530

531 5.2 Decoding Strategy Motivation532

Dynamic decoding adapts research ideation outputs533

to the varying demands of different parts of the idea,534

as shown in Figure 4. Note that all the sentences are535

normalized to 1-10 and put in the nearest integer536

bracket for better averaging. The observed novelty537

jump in the 6th sentence illustrates a shift in focus,538

aligning feasibility with the experiment plan while539

reducing the emphasis on novelty. By dynamically540

adjusting decoding weights, this strategy ensures541

that the generated ideas are coherent, contextually542

aligned, and balanced across key dimensions.543

5.3 Case Study and Other Analysis544

Table 4 compares the evolution of ideas generated545

by models, progressing from SFT to advanced con-546

figurations with dynamic control. Baseline models547

with SFT exhibit moderate feasibility but struggle548

to achieve a balance between novelty and effective- 549

ness, highlighting their limitations in fostering cre- 550

ative yet practical solutions. With RL fine-tuning, 551

LLaMA2-RLHF demonstrates clear improvements 552

across all metrics, leveraging reward mechanisms 553

to enhance collaboration of fine-grained dimen- 554

sions. The addition of dynamic control strategies 555

further elevates performance, achieving the high- 556

est overall score through dynamic adjustments that 557

seamlessly balance creativity, feasibility, and im- 558

pact. This progression underscores the potential of 559

RL fine-tuning combined with context-aware dy- 560

namic control for innovative, practical, and highly 561

effective idea generation. We also include a nov- 562

elty and feasibility control analysis and a scatter 563

analysis in Appendix G and I. 564

6 Conclusion 565

We present a novel framework with LLM for re- 566

search idea generation that optimizes and dynami- 567

cally balances key dimensions—novelty, feasibil- 568

ity, and effectiveness—through a two-stage pro- 569

cess combining supervised fine-tuning and control- 570

lable reinforcement learning. By leveraging multi- 571

dimension reward models and integrating the di- 572

mensional controller with sentence-level dynamic 573

decoding, our approach effectively navigates the 574

improvement and the inherent trade-offs among 575

these metrics, ensuring context-aware and high- 576

quality idea generation. Comprehensive evalua- 577

tions, including human studies, highlight the ro- 578

bustness and effectiveness of our method, giving a 579

path for more advanced and controllable systems 580

in automated research idea generation. 581
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Limitations582

Firstly, although the research ideas generated are of583

good quality, citation prediction could be explored584

as another way to judge their quality, which also585

makes it easier for human researchers to select586

promising ideas. Secondly, the interpretability of587

learned adjustments of dimension controllers is still588

a remaining open question for future exploration.589
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A PPO and Detailed Algorithm for Multi-dimension reward augmented RL 745

Algorithm 1 Multi-dimension reward augmented Reninformace Learning
Input: Initial policy modelMθinit

; initial value model Vψinit
; 3 well-trained reward modelsRn/f/e; task

prompts D; hyperparameters γ, λ, ϵ
Output: Updated policy modelsMθn/f/e

.

Initialize policy modelMθn/f/e
←Mθinit

, value model V n/f/e
ψ ← Vψinit

for step = 1, . . . ,M do
Sample a batch Db from D
Sample output sequence ynn ∼ Mθn(· | xn), ynf ∼ Mθf (· | xn), yne ∼ Mθe(· | xn) for each

prompt xn ∈ Db
Compute rewards {rn/f/et }|y

n|
t=1 for each sampled output ynn, y

n
f , y

n
e by runningRo/a/r

Compute advantages {Ao/a/rt }|y
n|

t=1 and value targets {V o/a/r
targ (st)}|y

n|
t=1 for each ynn, y

n
f , y

n
e with Vψ

for PPO iteration = 1, . . . , µ do
Update the policy model by maximizing the PPO clipped surrogate objective forMθn/f/e

:

θ ← argmax
θ

1

|Db|

|Db|∑
n=1

1

|yn|

|yn|∑
t=1

min(

Mθ(at | st)
Mθold(at | st)

At, clip(vt, 1− ϵ, 1 + ϵ)At)

end for
Update the value model ψn/f/e by minimizing a square-error objective:

ψ ← argmin
ψ

1

|Db|

|Db|∑
n=1

1

|yn|

|yn|∑
t=1

(Vψ(st)−

Vtarg(st))
2

end for

To optimize our idea proposer, we utilize Proximal Policy Optimization (PPO), an actor-critic RL 746

algorithm widely used in previous RLHF works. PPO enables the proposer (i.e. the policy model) to 747

be refined against multiple reward models that simulate human feedback, ensuring high-quality idea 748

generation. In PPO, the value model Vψ(st) estimates the expected cumulative reward for a given state 749

st, providing a baseline for the advantage function. The proposer is optimized with a PPO clipped 750

surrogate training objective. The advantage At at timestep t is estimated by a generalized advantage 751

estimation function (Schulman et al., 2016): At =
∑T

t′=t(γλ)
t′−t(rt′ + γVψ(st′+1)− Vψ(st′)), with γ 752

as a hyperparameter and λ as the discounting factor for rewards. rt is the reward assigned to at, which in 753

our case is acquired using multiple learned reward models. The value model Vψ(st) is optimized with an 754

expected squared-error loss with the value target as Vtarg(st) =
∑T−1

t′=t γ
t′−trt′ + γT−tVψold(sT ), where 755

Vψold is the lagging value model. Finally, PPO is trained to optimize both the proposer (Mθ) and value 756

(Vψ) models with their respective objectives. No reward model is being optimized during PPO training. 757

See Algorithm 1 for more details. 758
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B Manual Evaluation Details759

For manual evaluation, we randomly select 30 papers and have 15 domain experts from different institutes760

(including several faculty members) assess the quality of the generated ideas for each model (SFT, RLHF,761

and RLHF with Dynamic Controls), with each idea independently annotated by three experts. To ensure762

the rigor and authority of human evaluation, all annotators meet widely accepted reviewer criteria used by763

leading conferences such as NeurIPS, ACL, and EMNLP. Specifically, our experts satisfy a combination764

of the following requirements:765

• Hold a PhD or are authors of multiple peer-reviewed publications in relevant fields;766

• Have at least two first-author publications in major conferences or journals (e.g., NeurIPS, ACL,767

EMNLP, ICML, ICLR, etc.) within the past five years;768

• Have served as a reviewer in these conferences or journals, or have demonstrated substantial research769

expertise via citation record and research experience.770

For each evaluation, annotators are required to provide a written justification for their ratings. On average,771

each evaluation took approximately three minutes to complete. Each expert provides human scores for772

novelty, feasibility, and effectiveness, which are then compared with those generated by our automatic773

reviewing agent to measure the alignment between human judgment and the agent’s evaluations.774

775

Additionally, we conduct inter-annotator agreement for all evaluation criteria to quantify the776

consistency among experts. The average Fleiss’ kappa scores across all criteria are novelty: 0.41,777

feasibility: 0.70, and effectiveness: 0.65, reflecting good inter-annotator agreement. We also collect778

and analyze written feedback from annotators to better understand the qualitative aspects of novelty,779

feasibility, and effectiveness.780

A representative example of human evaluation is below:781

• Idea: We tackle multimodal mental health assistance (text + voice tone + facial expressions).782

We introduce adaptive fine-tuning with emotion and sentiment feedback for state tracking; and783

incorporate trust and transparency feedback drawing insights from explainable AI. Experimental784

plan with setup, dataset, baselines, metrics, ablation, and expected results...785

• Scores: Novelty = 7, Feasibility = 6, Effectiveness = 8, Overall = 7786

• Feedback: “ This idea provides a novel multimodal setting to propose adaptive fine-tuning. It787

focuses on fine-grained aspects over single-score feedback. The experiment design is solid and788

appears feasible. Data collection may pose minor challenges.”789
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C Quality Control of SFT Data 790

To ensure the quality and relevance of the supervised fine-tuning (SFT) data, we implement a multi-stage 791

quality control in terms of the following aspects: 792

• Source and Extraction: Ideas are not freely generated, but are extracted from ICLR/NeurIPS 793

2023–2024 papers. We prompt LLaMA3 to extract the central research idea from each paper’s 794

abstract and introduction. 795

• Supporting Paper Selection: The associated main supporting paper is identified through a retrieval 796

process that integrates citation graph statistics with LLaMA3-based prompting. 797

• Screening Filters: We apply automated filters to remove incoherent, or incomplete off-topic samples. 798

• RL-based Optimization: We rely on RL-based fine-tuning for subsequent optimization, using data 799

that has been evaluated by human experts to ensure high performance (see Section 3.4). 800

• Human Feedback in Reward Modeling: The OpenReview data used for reward modeling is 801

manually scored to reflect human judgments. 802

Manual Audit of SFT Samples: 803

To further evaluate data quality, we (authors) conducted a manual audit of 100 randomly sampled SFT 804

examples. Three criteria were evaluated on a scale from 0 to 10: 805

• Paper-Idea Topical Match: How well the extracted idea matches the main topic of the paper. 806

• Plausibility of Idea: Whether the idea is realistic and logically follows from the paper context. 807

• Completeness: Whether the extracted idea is sufficiently complete and self-contained. 808

These quality control procedures and manual audit results in Table 6 demonstrate that our SFT dataset is 809

generally of high quality and well-suited for model training.

Criterion Mean Score (0–10) Std. Dev.

Paper-Idea Topical Match 8.1 1.2
Plausibility of Idea 7.8 1.4
Completeness 7.5 1.6

Table 6: Manual audit of 100 randomly selected SFT samples: mean scores and standard deviations.
810

D Comparison with ChatGPT as a Generation Baseline 811

Our primary objective is to develop a controllable open-source framework to guide smaller models for 812

better research idea generation, which motivates our focus on open models such as T5 and LLaMA2. 813

ChatGPT as a generation baseline is not entirely fair, since it is a significantly larger, proprietary model 814

that is not accessible for training or fine-grained control. Furthermore, in our setup, GPT-4 also serves as 815

the evaluator, which would introduce bias if used as the baseline model. 816

Nevertheless, for reference, we report the result of ChatGPT generations in our evaluation using the same 817

prompts and context inputs as our method with automatic evaluation.

Model Novelty Feasiablity Effectiveness Overall

ChatGPT (gpt-4-0314) 6.2 5.3 5.4 5.6
Ours (LLaMA2-RLHF+Dynamic) 6.0 6.3 5.8 6.0

Table 7: Comparison between ChatGPT and our method with GPT-4 as reviewer.
818

As shown in Table 7, while ChatGPT achieves a higher novelty score, it tends to over-optimize for 819

novelty at the expense of feasibility and grounding. In contrast, our method produces more balanced and 820

controllable outputs, which we believe are better suited for real-world research ideation workflows. 821
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E Data Statistics822

Figures 5 provide an overview of the dataset distribution and top keywords.

(a) Rating distribution.

(b) Top 10 topic distribution.

Figure 5: Rating and topic statistics of our dataset.

823

F Definition of Novelty, Feasibility, and Effectiveness824

This appendix provides detailed definitions and scoring guidelines for Novelty, Feasibility, and Effective-825

ness—the three primary dimensions used to evaluate research ideas.826

1. Novelty827

Novelty evaluates how different a proposed research idea is compared to existing works. Following828

previous work (), the guidelines for scoring are as follows:829

• 1: Not novel at all — The idea is identical to many existing works.830

• 3: Mostly not novel — Very similar ideas already exist.831

• 5: Somewhat novel — There are differences, but not enough for a standalone paper.832

• 6: Reasonably novel — Notable differences, potentially sufficient for a new paper.833

• 8: Clearly novel — Major differences from all existing ideas.834

• 10: Highly novel — Highly different and creative in a clever, impactful way.835
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2. Feasibility 836

Feasibility measures how practical it is to execute the proposed idea within 1–2 months under the following 837

assumptions: 838

• Ample access to OpenAI/Anthropic APIs. 839

• Limited GPU computing resources. 840

Scoring guidelines: 841

• 1: Impossible — The idea or experiments are fundamentally flawed. 842

• 3: Very challenging — Major flaws or significant resource limitations. 843

• 5: Moderately feasible — Possible with careful planning and modifications. 844

• 6: Feasible — Achievable with reasonable planning. 845

• 8: Highly feasible — Straightforward to implement and run. 846

• 10: Easy — Quick to implement without requiring advanced skills. 847

3. Effectiveness 848

Effectiveness assesses the likelihood of the research idea achieving meaningful experimental performance 849

improvement. The scoring is defined as: 850

• 1: Extremely unlikely — Significant flaws, almost certain to fail. 851

• 3: Low effectiveness — Limited potential, might work in very specific scenarios. 852

• 5: Somewhat ineffective — A slight chance of marginal or inconsistent improvement. 853

• 6: Somewhat effective — A decent chance of moderate improvement on certain benchmarks. 854

• 8: Probably effective — Likely to deliver significant improvement on benchmarks. 855

• 10: Definitely effective — Highly likely to outperform existing benchmarks by a substantial margin. 856

To ensure reliability, we require the model to provide: 857

1. A brief justification for the score (minimum 2–3 sentences). 858

2. References to related works, especially if the score is low. 859

15



G Novelty and Feasibility Control analysis860

Figure 6: Novelty and Feasibility control analysis

We present the overall score analysis with the control of novelty and feasibility. We can clearly see that861

with the increase in the control of both dimensions, the overall score increases.862

H Human Evaluation Barplot863

0

1

2

3

4

5

6

No
ve
lty

Fe
as
ibi
lity

Eff
ec
tiv
en
es
s

Ov
era
ll

Sc
or

es
 (0

-1
0)

LLaMA2 LLaMA2-RLHF LLaMA2-RLHF + Dynamic

>5%
>5%

Figure 7: Human Evaluation Results

I Scatter of Three Dimension v.s. Overall864

J Prompt for Research Idea Extraction865

System Prompt: You are an AI assistant whose primary goal is to extract specific details from
the scientific literature to aid researchers in understanding and replicating the methodologies and
experiment plans of the work.

866
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Figure 8: Scatters of different dimensions virus overall scores.

User Message
You are tasked with extracting the Method and Experiment Plan from an academic paper. These
should include:

• Method: A concise summary of the methodological approach employed in the study.

• Experiment Plan: Key details of the experiment, including dataset preparation, baseline
implementation, and evaluation metrics or procedures.

Ensure that the output is clear, focused, and formatted to align with the given structure.

Input Details
I am going to provide the target paper, related papers, and entities as follows:

• Target paper title: {paper[’title’]}

• Target paper abstract: {paper[’abstract’]}

• Entities: {Entities}

Objective
With the provided target paper and entities, extract and summarize the Method and Experiment
Plan in the following format:

• Method: [Provide a concise description of the methodology used in the study.]

• Experiment Plan: [Summarize the dataset preparation, baseline implementation, and evaluation
procedures.]

Example Input
• Target paper title: "Transformer Models for Legal Text Analysis"

• Target paper abstract:

"Deep learning has transformed the field of natural language processing, yet chal-
lenges remain in domain-specific applications. This paper explores the use of trans-
former models for legal text analysis, addressing the question: ’Can pre-trained
language models be adapted effectively for legal case prediction?’ The study employs
fine-tuning techniques and evaluates performance on a benchmark dataset of legal
cases. Results show a significant improvement in prediction accuracy compared to
traditional methods."
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Expected Output
• Method: We introduce fine-tuning techniques to adapt pre-trained transformer models for legal

text analysis.

• Experiment Plan:

– Dataset Preparation: A legal benchmark dataset of case documents is used.
– Baseline Implementation: Models are compared against traditional NLP methods.
– Evaluation Procedure: Performance is measured in terms of prediction accuracy on

unseen legal cases.
868

K Prompt for Novelty Score Extraction869

System Prompt: You are a specialized assistant for scientific text evaluation. Your task is to evaluate
the novelty of scientific papers.

User Prompt
Based on the following information about a scientific paper, please evaluate its novelty:

• Title: {title}

• Abstract: {abstract}

• Related Works (top 3 from citations since 2023): {recent_works}

• Review Comments: {reviews}

Novelty Evaluation Prompt
Evaluate how creative and different the idea is compared to existing works on the topic. Consider all
papers that appeared online prior to July 2024 as existing work. Your evaluation should consider the
degree to which the paper brings new insights and differentiates itself from prior research.
Scoring Criteria:
Please assign a novelty score on a scale from 1 to 10 based on the following criteria:
Novelty Definition:
We score the novelty of papers based on how different they are from existing works. The guidelines
for scoring novelty are:

• 1: Not novel at all — many existing ideas are the same.

• 3: Mostly not novel — very similar ideas exist.

• 5: Somewhat novel — differences exist but not enough for a new paper.

• 6: Reasonably novel — notable differences, could lead to a new paper.

• 8: Clearly novel — major differences from all existing ideas.

• 10: Very novel — highly different and creative in a clever way.

Novelty Rationale:
After assigning a score, provide a short justification for your rating. If the score is below 6, specify
similar works that closely resemble this paper. The rationale should be at least 2-3 sentences.
Output Format:
The result must be output in JSON format, as shown in the example below:
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{"score": 8, "reason": "This paper introduces a novel
machine learning approach for earthquake prediction using
real-time seismic data, which represents a significant
improvement over traditional statistical models. By
incorporating both real-time data and deep learning
techniques, this approach enables more accurate and
timely earthquake forecasts. Although there are existing
works using machine learning for seismic analysis, the
integration of real-time data and advanced neural networks
distinguishes this paper. The comprehensive validation of
the method, including comparisons with conventional models,
highlights its contribution to the field."}

The response should only contain JSON content.
871

L Prompt for Research Idea Generation 872

System Prompt: You are an AI assistant specializing in extracting and generating structured research
ideas from scientific papers. Your task is to assist researchers in developing concise, clear, and
innovative research ideas based on the provided input.

User Instructions: You are tasked with generating a structured research idea that includes:

• Method: A concise summary of the methodological approach employed in the study.

• Experiment Plan: Key details of the experiment, including dataset preparation, baseline
implementation, and evaluation procedures.

• Problem: A clear statement of the research problem or gap the study aims to address.

• Related Works: Identify and summarize the top 3 most relevant related works, emphasizing
how the target paper builds upon or differs from them.

Ensure that the output adheres to the following requirements:

1. Contextual Relevance: The generated idea must align with the main theme of the provided
paper and incorporate any specified entities or constraints.

2. Clarity and Structure: The output must be structured, clear, and concise, formatted as follows:

Problem: [Description of the research problem or gap being addressed.]
Method: [Concise description of the methodology used in the study.]
Experiment Plan:

• Dataset Preparation: [Details of the dataset used.]
• Baseline Implementation: [Details of the baseline setup.]
• Evaluation Procedure: [Evaluation metrics and procedures used.]

Related Works:
• Work 1: [Summary of the first related work.]
• Work 2: [Summary of the second related work.]
• Work 3: [Summary of the third related work.]

Example Input:

• Target Paper Title: "Transformer Models for Legal Text Analysis"
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• Abstract: "This study explores fine-tuning transformer models for legal text analysis and evalu-
ates their performance on a benchmark dataset, achieving significant accuracy improvements
over traditional methods."

• Problem: Traditional NLP methods often fail to capture the complex linguistic structure and
contextual dependencies in legal text, leading to suboptimal accuracy in legal text analysis
tasks.

• Entities: Legal datasets, transformer models, benchmark evaluation.

• Related Works:

– Work 1: "BERT for Legal Case Prediction" focuses on fine-tuning BERT models for legal
document classification.

– Work 2: "Legal NLP with Statistical Models" applies traditional NLP techniques for legal
text analysis.

– Work 3: "Adapting Transformers for Domain-Specific Tasks" investigates transformer
models in specialized fields like healthcare and law.

Example Output:

Problem: Traditional NLP methods often fail to capture the complex linguistic structure
and contextual dependencies in legal text, leading to suboptimal accuracy in legal text
analysis tasks.

Method: We introduce fine-tuning techniques to adapt pre-trained transformer models for
legal text analysis, focusing on improved generalization.

Experiment Plan:

• Dataset Preparation: A benchmark dataset of legal case documents is pre-processed
and tokenized.

• Baseline Implementation: Traditional NLP methods are used as the baseline for
comparison.

• Evaluation Procedure: Prediction accuracy is measured on unseen legal cases using
cross-validation techniques.

Related Works:

• Work 1: "BERT for Legal Case Prediction" explores fine-tuning BERT for classifica-
tion, but lacks transformer-level insights specific to domain challenges.

• Work 2: "Legal NLP with Statistical Models" applies rule-based methods but achieves
lower accuracy and generalizability compared to transformer models.

• Work 3: "Adapting Transformers for Domain-Specific Tasks" provides foundational
techniques but does not address challenges in legal text structure.
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M Prompt for Automatic Evaluation875

System Prompt: You are an AI reviewer specializing in evaluating the quality of research ideas
based on specific criteria: Novelty, Feasibility, and Effectiveness. Your task is to assess each
criterion and provide structured feedback for automatic evaluation.

User Instructions: For a given research idea, evaluate the following dimensions:

1. Novelty: Assess how creative and unique the idea is compared to existing works.
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2. Feasibility: Evaluate the practicality of executing the idea within typical resource constraints.

3. Effectiveness: Judge the potential of the idea to achieve its intended objectives or performance
improvements.

Scoring Criteria: Provide a score between 1 and 10 for each dimension, adhering to these guidelines:
{Add detailed definition of 3 Metrics HERE}
Evaluation Output Requirements: Provide a structured evaluation as follows:

• Score for each dimension (Novelty, Feasibility, Effectiveness).

• Brief justification (minimum 2–3 sentences) for each score.

• If the score is below 6, include references to related works or specific reasons for the low rating.

Example Input:

• Title: "Transformer Models for Legal Text Analysis"

• Abstract: "This paper explores fine-tuning transformer models for legal text analysis, demon-
strating significant accuracy improvements over traditional methods."

• Generated Idea:

Method: Fine-tune pre-trained transformer models for legal case prediction. Experi-
ment Plan: Use a benchmark legal dataset, traditional NLP methods as baselines, and
evaluate using prediction accuracy.

Example Output:

{ "novelty": 8,
"novelty_justification": "The idea introduces
transformer-based approaches to legal text analysis,
offering a clear improvement over rule-based and
statistical methods.",
"feasibility": 6,
"feasibility_justification": "Implementation is feasible
with access to pre-trained models and benchmark datasets,
though computational cost may be a concern.",
"effectiveness": 7,
"effectiveness_justification": "The method has a high
likelihood of outperforming traditional baselines based
on prior research in similar domains."
}
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