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ABSTRACT

We initiate the study of decision-making under coupled uncertainties. In this prob-
lem, a learner has access to ground truth and coarse measurements of outcomes and
would like to use them for decision-making. The learner has constrained access
to ground truth measurements for only a given fraction of decision outcomes and
would like to leverage the cheaper coarse measurements of decision outcomes. We
introduce a model where the randomness of the ground and coarse measurements is
coupled, and our approach learns their correlation to optimally combine coarse mea-
surements with ground truth and achieve improved performance. This framework
unifies several settings, like learning from multi-fidelity data sources and delegating
decision-making to AI agents. We provide an upper confidence bounds based algo-
rithm CUUCB for leveraging coupled uncertainties in a multi-armed bandit task,
where the covariance structure between coarse measurements and ground truth is
unknown. We show theoretically how CUUCB adapts to the underlying covariance
structure by deriving instance-dependent and instance-independent regret bounds.
We validate our algorithm in two experiments: a task with synthetically generated
data, and an LLM benchmarking task. We compare our algorithm to existing UCB
variants with access to only ground truth measurements on the constrained fraction
of outcomes. In both cases, our algorithm is able to achieve lower regret.

1 INTRODUCTION

Recent advances in artificial intelligence (AI), computational modeling, and the development of
foundation models for science are reshaping the way experiments are conducted — accelerating the
pace of new discoveries Bommasani et al. (2021); Wang et al. (2023). Predictive tools and language
models are increasingly being developed in domains like personalized healthcare Lu et al. (2021);
Yang et al. (2022); Thirunavukarasu et al. (2023), polling Tumasjan et al. (2010); Wang et al. (2015),
environmental monitoring Shi et al. (2017); Ravuri et al. (2021), and content moderation Gomez et al.
(2024) paving the way for new services and more efficiencies in important application areas. Despite
these advances, these powerful predictive models are often black-box which introduces challenges
when one would like to use them for downstream decision-making tasks. For example, language
models may be mis-aligned with the underlying human preferences one would like them to emulate.
Despite a large body of recent work on uncertainty quantification for black-box machine learning
predictions (the exemplar being conformal prediction Vovk et al. (2005); Romano et al. (2019);
Angelopoulos et al. (2023b)), existing methods often yield overly conservative estimates or are simply
not amenable to online decision-making.

To overcome this challenge, we propose an algorithm for sequential decision-making when one has
access to two different types of measurements: (1) coarse measurements (e.g., machine learning or
AI-based predictions) which may be cheap and readily available, and (2) ground-truth measurements
that may require costly experimentation. The decision-maker does not know how good the coarse
measurement is but they would like to minimize their regret over a sequence of decisions while
keeping the number of “ground-truth” measurements they query below a desired threshold. To
tackle this, we introduce a feedback model where (1) the randomness in the coarse and ground
truth measurements is coupled, and (2) each time a ground-truth measurement is queried, the
corresponding coarse measurement is also observed at negligible cost. This framework captures
feedback mechanisms that naturally arise in a variety of empirical settings, including fluid dynamics
modeling, climate forecasting and active learning epidemiology systems Niu et al. (2024); Wu et al.
(2023; 2022); Li et al. (2022a; 2020).
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The key premise of coupled uncertainty learning is that if the coarse measurements are highly
correlated with the ground-truth measurements, then one can use them to reduce the variance of the
estimators obtained from only ground-truth measurements and ultimately to substitute for ground
truth measurements altogether. Doing so however, is not straightforward since the covariance structure
of the ground truth and coarse measurements may not be known a priori, and consequently, the
weight that should be given to the coarse measurements in estimation is unknown. Furthermore, high
correlation between ground truth and coarse data is not enough to simply replace one dataset for
another since it does not solve the problem of mis-alignment—a problem that our experiments on
large language models clearly expose.

In this paper, we initiate a study of learning with coupled uncertainties in the context of multi-armed
bandits. We seek to learn the optimal arm while building estimators that combine ground truth and
coarse data to achieve lower regret with respect to a ground-truth baseline than existing algorithms.
Reflecting the fact that in many applications ground truth feedback can be expensive to collect (e.g.,
querying human feedback in language-model benchmarking tasks can be costly), we constrain the
number of ground truth queries to be an αpiq fraction of the total number of pulls for a given arm i.
This ratio can arise from the relative costs of ground truth vs coarse experimentation.

We propose the Coupled Uncertainty Upper Confidence Bounds (CUUCB) algorithm, which can be
seen as a variant of the UCB-V algorithm (Audibert et al., 2009), which is a variance adaptive upper
confidence bounds algorithm. We show that CUUCB achieves an instance-independent expected
regret bound of Op

?
CαT log T q while only requiring approximately αpiq fraction of pulls for arm

i being ground-truth samples. Here, αpiq is a user-defined parameter and can be interpreted as the
target fraction of pulls of arm i which access ground truth. Cα depends on the covariance structure of
the ground-truth and coarse measurements α and has the following structure:

Cα “
ÿ

i

VarGpiq

ˆ

p1 ´ ρpiq2q

αpiq
` ρpiq2

˙

(1)

where VarGpiq is the variance of the ground-truth measurements for arm i and ρpiq P r´1, 1s is the
correlation between ground-truth and coarse measurements for arm i. This can provide improved
performance compared to using a variance adaptive algorithm such as UCB-V (Audibert et al., 2009),
when there is no access to coarse measurements and the regret bound has the form Op

a

C 1
αT log T q

with C 1
α “

ř

i
VarGpiq
αpiq . We can thus expect to see improved performance when |ρpiq| is large,

meaning the ground-truth and coarse measurements have a high correlation, and when αpiq is small,
meaning only a small fraction of the measurements are ground-truth.

We verify our findings experimentally both on synthetic data and a LLM benchmarking task in which
we observe that our algorithm can overcome mis-alignment in the LLM-as-a-judge paradigm using
small amounts of ground-truth data.

2 RELATED WORK

Extensive research since Robbins (1952) has studied the multi-armed bandit problem, with particular
emphasis on algorithms using upper confidence bounds (Auer, 2002; Bubeck et al., 2012; Lattimore
& Szepesvári, 2020). Within this literature, the most relevant to this paper is a line of work on
multi-fidelity bandits (Kandasamy et al., 2016b;a) in which the authors consider bandit problems
when multi-fidelity information is available. In such problems, only only one type of feedback (or
fidelity level) is available at each time step, and the fidelity levels are known. In contrast our coarse
measurements are of unknown quality. By introducing the framework of coupled uncertainty bandits,
we highlight new way in which multiple fidelity feedback can be leveraged for decision-making.
By collecting both low and high fidelity feedback when querying the higher fidelity levels, the
measurements become statistically coupled. This allows the learner to learn correlations and improve
performance over and beyond existing bandit algorithms that use only high fidelity data.

These problems have also surfaced in the literature on adaptive experiment design for scientific
applications of machine learning (Fernández-Godino et al., 2016; Greenhill et al., 2020) where the
goal is to fuse data sources with multiple fidelity levels and costs—online— to derive good estimates
of desired quantities. Previous works have focused on Bayesian optimization and Bayesian active
learning problems, aiming to iteratively optimize or learn a target function by leveraging data across
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different fidelity levels (Li et al., 2020; Hernandez-Garcia et al., 2023; Li et al., 2022a; Kandasamy
et al., 2017). One popular approach involves using Gaussian processes (GPs) for multi-fidelity
surrogate modeling, providing well-calibrated uncertainty estimates for acquisition function design
(Wu et al., 2020). Other multi-fidelity surrogate modeling approaches utilize neural processes (Wu
et al., 2022; 2023) or ordinary differential equations (Li et al., 2022b) as an more flexible and scalable
alternative to GPs. None of these lines of work consider the potential effects of leveraging the
coupling between data sources to reduce uncertainty.

Our work also relates to the emerging literature on using AI predictions, large language models, or
other machine learning based models as substitutes for experimentation in estimation problems. In
offline settings, these problems have recently emerged under the umbrella of prediction-powered
inference (Angelopoulos et al., 2023a; Zrnic & Candès, 2024) which provides a generalization
of classic estimators studied in statistics like the augmented inverse propensity weighted (AIPW)
estimator from (Robins & Rotnitzky, 1995). These works leverage predictive models to improve the
efficiency and accuracy of inference, particularly in settings where labeled data is scarce or expensive
to obtain. These techniques have been used to deal with problems of mis-alignment and a lack of
human data in the fine tuning of large language models (LLMs) (Zhou et al., 2025). Our paper
extends some of these ideas to problems of online learning. Concurrent work (Ji et al., 2025) has also
extended these ideas to sequential decision-making settings in an attempt to warm start online learning
algorithms with coarse data. Our paper looks at a different problem of extracting statistical signal
from coarse data while collecting data under a budget constraint. Furthermore, our theoretical results
and derivations gives finite-sample bounds on estimators under a general boundedness assumption
that makes the derivations nontrivial. These expand upon the more asymptotic analyses present in the
literature on prediction-powered inference and may be of independent interest.

3 THE COUPLED UNCERTAINTY FRAMEWORK

We start with formulating the paradigm of decision-making with coupled uncertainty. In this setting,
we assume that there is a sequence of contexts tctu

8
t“1 arriving into the system. Given a context, ct

at time t, the system chooses an action it from a set of actions A, generating an outcome ytpct, itq.
These contexts and actions might be (patient, treatment) pairs in medical scenarios or (prompt,LLM)
pairs in language model triage tasks. Importantly, we assume that outcomes can be measured with
different levels of granularity. For simplicity of exposition, we assume that there are two such levels
of measurement, one coarse and one ground-truth against which we would like to be benchmarked.

At time t, we formally denote rCt pyq as the coarse measurement we receive given the outcome y,
and rGt pyq as the ground truth one. To further concretize this setup we present a motivating example
based on benchmarking large language model that we experimentally validate our algorithm on in
Section 6. We remark that many other use cases including personalized medicine, scientific discovery,
content moderation, and polling fit into this framework.

Example 3.1 (LLM-as-a-judge). A number of existing platforms benchmark and rank the performance
of large language models (LLMs). This is then used to either keep leaderboards of language model
performance (Chiang et al., 2024), or ultimately to triage prompts to optimal models online (Ong
et al., 2025), i.e., to perform model routing. The state-of-the-art approach is to allow LLM users
to compare and rate the LLM outputs, and match decisions to those made by humans. However,
high-quality human-level data is scarce, relative to the categories of the prompts we are interested in
and asking people to provide data can be costly. Therefore many researchers make use of language
models to facilitate and provide AI feedback. This raises the question of whether the AI feedback is
comparable or aligned to human preferences and also when and how to make use of it. Such problems
fit neatly into our framework: one would like to make use of LLMs as judges of quality (i.e., coarse
feedback) and use them to replace human-feedback (i.e., the ground truth). At each round t, given
the prompt ct and the LLM choice it, the benchmarking algorithm can either query just the coarse
level AI feedback rCt pytq and save human effort, or query both the ground truth human feedback and
the AI feedback as a tuple rrGt pytq, r

C
t pytqs. Existing LLM-as-a-judge Gu et al. (2025) approaches

can easily fall prey to mis-aligned models. As we observe experimentally, incorporating even small
amounts of ground truth data ( 5%) allows us to overcome this problem.

In many examples, we observe that when the decision makers have access to fine-grained ground truth
data rGt pyq, the coarse level measurement rCt pyq with the same input y is cheap to obtain. We therefore
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assume in our protocol that when the learner opts to observe a ground truth measurement, they receive
a two-dimensional tuple rrGt pyq, rCt pyqs. Otherwise, they receive a single coarse reward value rCt pyq.
Our framework assumes that the context c arises from some underlying distribution and treats it as
a random variable that causes coupling of the ground truth and coarse measurements. Thus, the
distribution of rrGt pi, cq, rCt pi, cqs depends only on the learner’s action i as c is a random variable. We
thus omit the context c in the following discussion since it is understood to be part of the randomness.
We remark that a natural extension of our framing would be to consider context-dependent algorithms,
though we leave such problems to future work.

In the remainder of the paper we focus on multi-armed bandit problems and demonstrate in our
analyses that we can utilize the coupling between the measurements to obtain tighter concentration
bounds for the means which ultimately resulting in performance gains.

4 MULTI-ARMED BANDITS WITH COUPLED UNCERTAINTIES

In our analysis, we study the multi-armed bandit problem where at time t the learner plays an action
it P A “ rKs. The learner also has a choice of what type of reward measurement mt to observe at
time t, a coarse and a ground truth measurement (mt P tC,Gu). We assume the existence of joint
measurement vectors rCt , r

G
t P RK such that the conditional mean reward values satisfy

ErrCt piqs “ µCpiq, ErrGt piqs “ µGpiq

In our protocol when the learner opts to observe a ground truth measurement, she receives a two-
dimensional tuple rrGt pitq, r

C
t pitqs. Otherwise she receives a single coarse reward value rCt pitq. We

remark that the ground truth and coarse means are not necessarily related to one another, and may in
fact encode different orderings of arms. This is a setting which we call mis-alignment: the coarse
means implicitly encode different reward preferences than the ground truth. We do however, assume
that the two measurements are correlated. We denote the unknown variance of the coarse and ground
truth data rrGpiq, rCpiqs as well as their unknown covariance as VarCpiq,VarGpiq, and Covpiq
respectively.

A nonzero covariance between measurements (given an arm) ensures that there is statistical signal
to extract from coarse data which is informative for explaining away some of the variation in
the ground truth measurements. The correlation can be quantified by the correlation coefficient:
ρpiq “

Covpiq?
VarGpiqVarCpiq

P r´1, 1s . Given these definitions, we make two key assumptions on these

random variables. The first is a common boundedness assumption.

Assumption 4.1. There exists a known value b ą 0 such that rCpiq, rGpiq P r0, bs almost surely, for
all i P rKs.

The second assumption is of knoweldge of an upper bound on the ratio of VarG and VarC.

Assumption 4.2. There exists a known γ ą 0, such that VarGpiq ď γ2VarCpiq for all i P rKs.

This assumption is also natural, since when γ “ 1, this parameter simply reflects the (natural) setting
in which the coarse measurements are “more stochastic” measurements of the ground truth.

Given this setup, we assume the learner seeks to minimize their expected regret when compared to
the optimal (ground-truth) arm.

RegretpT q “

T
ÿ

t“1

max
iPrKs

µGpiq ´ µGpitq

Running a no-regret algorithm such as UCB (Lai & Robbins, 1985) and setting the measurement type
to ground truth at every time step (i.e. mt “ G for all t P N) achieves an expected regret bound of
order Op

?
KT log T q. Unfortunately, this would incur a cost of T expensive ground measurements.

In our problem, however, ground truth measurements are comparatively expensive to collect, and the
user attempts to limit their usage to a user-specified ratio αpiq of pulls, where αpiq “ 1 corresponds
to an algorithm using only ground truth measurements, and αpiq “ 0 an algorithm using only coarse
measurements.

4
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We define T G
t piq as the set of time-steps ℓ P rts where mℓ “ G and iℓ “ i similarly T C

t piq is the set
of time-steps ℓ P rts where mℓ “ C and iℓ “ i. With this notation, we can represent the number of
ground and coarse pulls for arm i at time t as NG

t piq “ |T G
t piq| and NC

t piq “ |T C
t piq|. The total

number of pulls for arm i is denoted Ntpiq “ NG
t piq ` NC

t piq.

To keep the actual ratio αtpiq :“
NG

t piq
Ntpiq close to the desired αpiq P p0, 1q, we develop a simple

thresholding rule:

mt “

"

G : NG
t´1pitq ď αpiqNt´1pitq

C : otherwise
. (2)

For convenience, we define the ratio xtpiq :“
NG

t piq

NC
t piq

“
αtpiq

1´αtpiq , i.e., the ratio of ground to coarse

pulls for the arm i. Then the target value of xtpiq is given by xpiq :“ αpiq
1´αpiq . The following result

guarantees that this decision rule controls αtpiq around αpiq. The proof is provided in Appendix B.

Lemma 4.1 (Feedback ratio guarantee). The threshold rule (2) guarantees the following bounds on
the ratio αtpiq for each arm i P rKs and all times t:

αpiq

ˆ

1 ´
1

Ntpiq

˙

ď αtpiq ď αpiq

ˆ

1 ´
1

Ntpiq

˙

`
1

Ntpiq

In the next section we combine this rule with statistical estimators for the ground truth means to derive
a new multi-armed bandit algorithm: Coupled Uncertainty Upper Confidence Bounds (CUUCB).

5 COUPLED UNCERTAINTY UPPER CONFIDENCE BOUNDS

In this section we define and analyze the statistical estimators used in the CUUCB algorithm. These
estimators exploit the coupling between the ground truth and coarse data and have tighter confidence
intervals which scale with the quantity Cα (see (1)) as opposed to the quantity C 1

α which would be
possible using ground truth measurements alone. As we show, using these estimators in an upper
confidence bounds algorithm results in lower regret on the multi-armed bandit problem.

5.1 UNBIASED AND REDUCED VARIANCE ESTIMATORS OF THE GROUND TRUTH MEAN

To begin constructing our estimators, recall that at time t, our algorithm CUUCB pulls arm it and
then selects a measurement type mt P tC,Gu after which it observes feedback in the form of either a
coarse measurement from arm it or a tuple of coarse/ground-truth measurements. Given this feedback,
we define empirical estimators of µGpiq and µCpiq at time t given by

µX
t piq :“

1

NX
t piq

ÿ

jPT X
t piq

rXj piq, X “ G,C.

We also define the estimator for µCpiq which is derived solely from data collected from coupled
measurements µC,G

t piq:

µC,G
t piq :“

1

NG
t piq

ÿ

jPT G
t piq

rCj piq.

Our estimator for the ground truth mean µGpiq, linearly combines µG
t piq, µC,G

t piq and µC
t piq to for

variance reduction as follows:

Zλ
t piq :“ µG

t piq ´ λpµC,G
t piq ´ µC

t piqq,

for some constant λ P R. Note that Zλ
t piq is an unbiased estimator of µGpiq for any fixed λ. This

estimator is simply the augmented inverse propensity weighted (AIPW) estimator first studied in
Robins & Rotnitzky (1995) and more recently in Angelopoulos et al. (2024) which studied the tuning
of λ to reduce variance and thus the width of asymptotic confidence intervals. We derive finite-sample
confidence intervals in the case of unknown variances and correlations.

5
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Algorithm 1 Coupled Uncertainty Upper Confidence Bounds (CUUCB)
1: Input: δ P p0, 1q, α P p0, 1qK , T .
2: Initialize estimators tµX

0 piq,VarX0 piq,Cov0piquiPrKs,XPtG,C,pC,Gqu

3: Initialize NG
0 piq “ NC

0 piq “ 0 for i P rKs.
4: Initialize UCB bounds U0piq “ b for i P rKs.
5: for t “ 1, 2, ¨ ¨ ¨ , T do
6: Select arm it “ argmaxiPrKs Ut´1piq.
7: Select feedback according to rule (2).
8: Update count Nmt

t pitq “ Nmt
t´1pitq ` 1

9: Update estimators µG
t pitq, µ

C,G
t pitq,Var

G
t pitq,Var

C,G
t pitq,µC

t pitq,Var
C
t pitq.

10: Compute Ztpitq, V̂
λtpitq

t pitq and UCB bound Utpitq.
11: end for

The main idea is to exploit the coupling between the ground and coarse rewards to choose λ resulting
in a Zλ

t having a lower variance as compared to just using µG
t as the mean estimator. To see that

this is possible, we use the fact that pµG
t piq ´ λµC

t piqq and λµ̂C
t piq are independent to obtain the

expression VarpZλ
t piqq “

Vλ
t piq

NG
t piq

, where Vλ
t piq is the following quadratic expression in λ:

Vλ
t piq “ p1 ` xtpiqqVarCpiqλ2 ´ 2Covpiqλ ` VarGpiq.

One then observes that the choice of λ that minimizes Vλ
t piq is given by λ˚

t piq “
p1´αtpiqqCovpiq

VarCpiq
,

which results in Zλ
t piq having variance V˚

t piq

NG
t piq

, where

V˚
t piq “ VarGpiq ´

p1 ´ αtpiqqCovpiq2

VarCpiq
“ VarGpiq

`

1 ´ p1 ´ αtpiqqρpiq2
˘

.

Note that by assumption 4.2, we have |λ˚
t piq| ď p1 ´ αtpiqqγ. We remark that V˚

t piq ď VarGpiq for

all values of α and ρ which means variance reduction is obtained by using the estimator Zλ˚
t piq

t piq in
place of µG

t piq. Through Bennett’s concentration inequality we immediately observe how one can
exploit this variance reduction to achieve an improved upper confidence bound for µGpiq.

Lemma 5.1 (Bennett’s Inequality). Given an arm i and fixing the number of its pulls NC
t piq, NG

t piq,
consider a fixed λ P R satisfying |λ| ď p1 ´ αtpiqqγ. Then the following concentration inequality
holds with probability at least 1 ´ δ:

|Zλ
t piq ´ µGpiq| ď

d

2Vλ
t piq log

`

2
δ

˘

NG
t piq

`
p1 ` γqb log

`

2
δ

˘

3NG
t piq

.

The proof of this follows from a simple application of Bennett’s concentration inequality and is
supplied in Appendix B.1 for completeness.. Lemma 5.1 gives us a concentration radius with the
leading term dependent on Vλ

t piq. Thus, picking λ “ λ˚
t piq would allow us to obtain the tightest

concentration and thus a lower regret algorithm. However, we do not know Σpiq and thus cannot
directly compute Vλ

t piq or λ˚
t piq. As we show, one can derive a version of this bound using empirical

estimators of these quantities.

5.2 EMPIRICAL ESTIMATION OF VARIANCES AND COVARIANCES

To fully exploit our AIPW estimator without knowledge of the variances or correlations
between ground truth and coarse measurements, we introduce empirical estimators of

6
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VarGpiq,VarCpiq,VarC,G
t piq and Covpiq at time t as:

VarXt piq :“
1

NX
t piq

ÿ

jPT X
t piq

prXj piq ´ µX
t piqq2, X “ G,C

VarC,G
t piq :“

1

NG
t piq

ÿ

jPT G
t piq

prCj piq ´ µC,G
t piqq2

Covtpiq :“
1

NG
t piq

ÿ

jPT G
t piq

prGj piq ´ µG
t piqqprCj piq ´ µC

t piqq.

Note that we can only compute the covariance estimator due to the coupling between the two sources
of feedback given an outcome. These definitions allow us to define the following empirical estimator
for Vλ

t piq as a function of λ:

V̂λ
t piq “ p1 ` xtpiqqyVar

C

t piqλ2 ´ 2Covtpiqλ ` VarGt piq,

where for convenience we define yVar
C

t piq :“ p1´αtpiqqVarC,G
t piq `αtpiqVar

C
t piq. The expression

for V̂λ
t can be obtained by simply replacing the variances and covariance in the expression for Vλ

t with
their appropriate empirical estimators. We analyze its concentration around V λ

t piq in Appendix B.2.
We also define an empirical estimator of λ˚

t piq:

λtpiq :“ argmin
λPr´p1´αtpiqqγ,p1´αtpiqqγs

V̂λ
t piq

“ p1 ´ αtpiqqPγ

˜

Covtpiq

yVar
C

t piq

¸

where: Pγpxq :“

$

&

%

γ, if x ą γ

x, if x P r´γ, γs

´γ, if x ă ´γ

.

Note that the bounds on γ in the minimization follow from assumption 4.2. Plugging-in the estimator
λtpiq into Zλ

t piq, we obtain the following estimator for µG
t piq:

Ztpiq :“ Z
λtpiq
t piq “ µG

t piq ´ λtpiqpµC,G
t piq ´ µC

t piqq.

The following lemma, which is an empirical analogue to Lemma 5.1 gives us the concentration of
Ztpiq around µGpiq with a confidence bound that scales with the empirical variance.
Lemma 5.2 (Anytime concentration of Ztpiq). Consider a fixed arm i P rKs and some δ P p0, 1q.
Define Ltpiq :“ log

`

16δ´1pNtpiqq2pNtpiq ` 2q
˘

. Then w.p. at least 1´δ, the following inequalities
hold for all times t:

|Ztpiq ´ µGpiq| ď

d

2V̂
λtpiq
t piqLtpiq

NG
t piq

`
6p1 ` γqbLtpiq

NG
t piq

ď

d

2V˚
t piqLtpiq

NG
t piq

`
7p1 ` γqbLtpiq

NG
t piq

.

The proof of Lemma 5.2 is deferred to Appendix B.2. The proof follows from showing the concentra-
tion of the empirical variance and covariance estimators and a careful covering argument to handle
the fact that λtpiq is itself a stochastic quantity.

We use Lemma 5.2 to define an Upper Confidence Bound on the true mean µGpiq of arm i at time t:

Utpiq :“ Ztpiq `

d

2V̂
λtpiq
t piqLtpiq

NG
t piq

`
6p1 ` γqbLtpiq

NG
t piq

(3)

Using this confidence interval in conjunction with the thresholding rule for maintaining the desired
ratio αpiq of ground truth to coarse feedback results in the CUUCB algorithm detailed in Algorithm 1.

5.3 REGRET ANALYSIS OF CUUCB

Given our the estimator and its confidence bounds, we now present instance-dependent and instance-
independent expected regret bounds for CUUCB, the proof of which is deferred to Appendix B.4
and follows from our concentration guarantees for our variance reduced estimator.
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Theorem 5.3 (Regret Bounds). Let δ “ 1
T . Then, the expected regret of CUUCB satisfies the

instance-dependent bound:

ErRegretpT qs ď 128
ÿ

i:∆ią0

1

αpiq

ˆ

V˚piq

∆i
` bp1 ` γq

˙

logp2T q ` Op1q,

where ∆i :“ maxjPrKs µ
Gpjq ´ µGpiq is the loss of playing arm i and V˚piq :“ VarGpiq ´

p1´αpiqqCovpiq2

VarCpiq
. Moreover, the expected regret also satisfies the instance-independent bound:

ErRegretpT qs ď 23

g

f

f

e

˜

ÿ

i

V˚piq

αpiq

¸

T logp2T q ` OplogpT qq

In the above result, one can think of V˚piq as the limiting value of V˚
t piq as the number of samples

grows large, resulting in the ratio αtpiq going to αpiq. Lemma 5.3 gives us an instance-independent
bound on the regret of order Op

?
CαT log T q, where

Cα “
ÿ

i

V˚piq

αpiq
“

ÿ

i

VarGpiq

ˆ

p1 ´ ρpiq2q

αpiq
` ρpiq2

˙

On the other hand, if we were to use a classical variance adaptive algorithm like UCB-V, which has
access to only the αpiq fraction of ground truth measurements but has to play for the same T steps,
then the expected regret bound will have the order Op

a

C 1
αT log T q with C 1

α “
ř

i
VarGpiq
αpiq as shown

in Lemma B.3. Thus, we see that Cα has a reduction compared to C 1
α due to the ρpiq2 term. We

see that the reduction obtained is greater if |ρpiq| becomes larger and αpiq becomes smaller, i.e., as
the ground and coarse samples become more correlated and as ground samples become more scarce.
Thus, CUUCB potentially allows us to exploit the additional coarse samples to obtain a reduction in
regret. We look at this behaviour in more detail in the experiments that follow.

6 EXPERIMENTS

We now evaluate our algorithms and theory on synthetic data and an LLM-benchmarking task. For
details on implementation, dataset generation and additional experimental results, see Appendix C.

6.1 SYNTHETIC EXPERIMENTS

Figure 1: Comparison of CUUCB, UCB and UCB-V on synthetically generated data for fixed value
of ρ “ 0.8 and different values of α with a time horizon of 100, 000 steps, averaged across 40 runs.

In our first experiment, we test CUUCB on synthetically generated data and compare it to UCB and
UCB-V. We keep the number of arms as K “ 4 and generate the coupled ground and coarse data
points for all arms i by sampling from a common 2-D jointly Gaussian distribution with correlation
set to a parameter ρ. We then clip the values in a desired interval to ensure the data distribution
has finite support. We choose a uniform target ratio αpiq “ α for all arms i. The algorithms UCB
and UCB-V make decisions using only the ground truth samples observed at a given time t, i.e.,
ground truth samples from time steps T G

t piq. Per our theory, we expect CUUCB to outperform the

8
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other algorithms if we pick the correlation ρ to be large and set α to be smaller. We compare the
algorithms when ρ “ 0.8 is fixed and we vary α as seen in Figure 1. We run the experiments for
a time horizon T “ 100, 000 and for each algorithm, and show the average regret across 40 runs.
We observe that while increasing αpiq leads to an overall reduction in regret for all algorithms, the
performance improvement obtained by CUUCB over UCB-V is largest at smaller α. Additional
results in the setting when α is fixed and ρ is varied can be found in Appendix C.4.1.

6.2 LLM-AS-A-JUDGE EXPERIMENTS

Figure 2: LLM benchmarking regret plots: a. Performance on misaligned Dataset-A of UCB-V
which makes decisions using only coarse measurements vs. CUUCB for different α with T “

100, 000, averaged across 40 runs. b. Performance on Dataset-B of UCB-V which has access to only
ground truth samples vs. CUUCB for different α with T “ 50, 000, averaged across 40 runs.

In our second experiment, we study a task of trying to find the best language model (LLM) amongst
a set of large language models for a given set of prompts. Since the idea of a ”best” model can be
highly subjective, this task is normally accomplished by asking people to rank or score (prompt,
answer) pairs from each LLM to find the best model Chiang et al. (2024). This approach requires
potentially massive amounts of human annotations which can be too expensive to try in practice. To
overcome this problem, one emerging approach to LLM benchmarking is to simply ask a holdout
LLM to supply the scores—an emerging form of learning from AI feedback Zhu et al. (2024) also
increasingly called the LLM-as-a-judge paradigm Gu et al. (2025). Crucially—and as we show in our
experiments— one cannot simply rely on only AI feedback as the AI feedback can be misaligned and
fail to correctly capture human preferences. As such, a combination of human and AI feedback is
required to accurately benchmark LLMs to human preferences.

This problem fits neatly into our framework: the human annotations take the place of our ground-truth
measurements against which the algorithm’s performance will ultimately be benchmarked, while the
large language model annotations become the coarse measurement.

To simulate this problem we make use of the Nectar dataset of rankings of (prompt,answer) pairs
from Zhu et al. (2024). This dataset comprises of 182,954 prompts, each answered by seven LLMs.
These answers are then scored by GPT-4 Bubeck et al. (2023). To design this experiment, we extract
(prompt, answer) pairs for six chosen models from this dataset and use a pair of LLMs to score the
models. We treat the scores given by the more advanced LLM as the ground-truth (i.e., proxies for
human labels) and those by the less advanced LLM as coarse feedback. By querying different LLMs,
we obtain two datasets–Dataset-A and Dataset-B, consisting of ground-truth and coarse scores of the
six models. The dataset generation details can be found in Appendix C.3.

Given this setup, our experiment proceeds in two parts. First, we observe that the ground-truth and
coarse scores in Dataset-A are misaligned, i.e., the model with the best mean score differs for the
two models. Thus, an attempt to use a MAB algorithm like UCB-V with only coarse feedback
leads to linear regret when measured using the ground-truth means. We observe that CUUCB is
able to overcome the misalignment while using only a small fraction α of ground-truth samples, as
shown in Figure 2a. In the second part, we compare regrets of CUUCB and UCB-V on Dataset-B
while varying the parameter α as shown in Figure 2b. We consistently observe that our algorithm
outperforms and that the advantage is largest when the amount of ground truth data is most restricted.

9
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REPRODUCIBILITY STATEMENT

To ensure reproducibility of our theoretical results, detailed proofs are provided in Appendix A and
Appendix B. To ensure our experimental results are reproducible, we include experimental details
such as algorithm implementations and dataset generation in Appendix C. Additionally, we have
submitted all of our code and important datasets as part of the supplementary materials.
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Gaussian process bandit optimisation with multi-fidelity evaluations. Advances in neural informa-
tion processing systems, 29, 2016a.

Kirthevasan Kandasamy, Gautam Dasarathy, Barnabas Poczos, and Jeff Schneider. The multi-fidelity
multi-armed bandit. Advances in neural information processing systems, 29, 2016b.

Kirthevasan Kandasamy, Gautam Dasarathy, Jeff Schneider, and Barnabás Póczos. Multi-fidelity
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A SUPPORTING TECHNICAL RESULTS

Lemma A.1. [Adapted from Audibert] Let δ P p0, 1q and Z1, ¨ ¨ ¨ , Zn be i.i.d. random variables with
values in r0, bs. Define Z̄n “ 1

n

řn
i“1 Zi, Varn “ 1

n

řn
i“1

`

Zi ´ Z̄n

˘2
and Var “ ErpZ ´ ErZsq

2
s.

With probability at least 1 ´ δ,

a

Varn ď
?
Var ` b

c

logp1{δq

2n
.

We also have with probability at least 1 ´ δ that:

?
Var ď

a

Varn ` 1.8b

c

logp3{δq

n

Proof. First, we prove the high probability upper bound. For this, we note that we can bound:

Varn “
1

n

n
ÿ

i“1

pZi ´ Z̄nq2 “
1

n

n
ÿ

i“1

pZi ´ ErZsq2 ´ pZ̄n ´ ErZsq2

ď
1

n

n
ÿ

i“1

pZi ´ ErZsq2 (4)

Noting that tpZi ´ ErZsq2uni“1 are i.i.d. random variables lying almost surely in r0, b2s, we use
Bennet’s inequality to obtain with probability at least 1 ´ δ that

1

n

n
ÿ

i“1

pZi ´ ErZsq2 ´ Var ď

c

2V logp1{δq

n
`

b2 logp1{δq

3n
, (5)
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where V “ ErpZ ´ ErZsq4s ´ Var2 ď b2ErpZ ´ ErZsq2s “ b2Var. Substituting this bound in (5),
and combining with (4).], we obtain:

Varn ď Var `

c

2b2Var logp1{δq

n
`

b2 logp1{δq

3n

ď Var `

c

2b2Var logp1{δq

n
`

b2 logp1{δq

2n
“

˜

?
Var ` b

c

logp1{δq

2n

¸2

Taking square root on both sides above gives us:

a

Varn ď
?
Var ` b

c

logp1{δq

2n

which proves the upper bound. The lower bound is taken from a result in the appendix of Audibert
et al. (2009).

B PROOFS FOR COUPLED UNCERTAINTY UCB

To begin we prove the fact that the thresholding rule (2) maintains the ratio of coarse to ground truth
feedback to within the desired range.

Proof of Lemma 4.1. We drop the index i for brevity. At time t let us consider the following:

1. Upper bound: Let us consider the latest time t1 ă t when the decision to pull G was taken.
Then we must have had NG

t ´ 1 “ NG
t1 ď xNC

t1 ď xNC
t . On dividing both sides by Nt,

this gives us:

αt ´
1

Nt
ď xp1 ´ αtq

ñ αt ď
x

p1 ` xq
`

1

p1 ` xqNt
“ α `

1 ´ α

Nt
,

which proves the upper bound.

2. Lower bound: Let us similarly consider the latest time t2 ă t when the decision to pull C
was taken. Then we must have had xpNC

t ´ 1q “ xNC
t2 ď NG

t2 ď NG
t . On dividing both

sides by Nt, this gives us:

x

ˆ

1 ´ αt ´
1

Nt

˙

ď αt

ñ αt ě
x

p1 ` xq

ˆ

1 ´
1

Nt

˙

“ α

ˆ

1 ´
1

Nt

˙

,

which proves the lower bound.

B.1 PROOFS FOR THE UNBIASED MEAN ESTIMATOR

In this subsection, we present the proof of the concentration of the mean estimator Zλ
t .

Proof of Lemma 5.1. We drop the index i for brevity. We apply Bennett’s inequality to

Zλ
t “

ÿ

jPTG
t

prGj ´ λrCj q

NG
t

`
ÿ

jPTC
t

λrCj
NC

t

by treating it as the sum of the Nt independent random variables in the collection H “
!

prGj ´λrCj q

NG
t

)

jPTG
t

Ť

!

λrCj
NC

t

)

jPTC
t

.
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We use the fact that each random variable in H has a bounded support of length ď B, where

B “
bp1 ` |λ|q

NG
t

`
b|λ|

NC
t

ď
p1 ` γqb

NG
t

,

when |λ| ď
γ

p1`xtq
. Bennett’s inequality then gives us the following concentration result w.p. at least

1 ´ δ:

|Zλ
t ´ ErZλ

t s| ď

d

2
ÿ

XPH
VarpXq logp2{δq `

B logp2{δq

3
“

b

2VarpZλ
t q logp2{δq `

B logp2{δq

3

ñ |Zλ
t ´ µG| ď

d

2Vλ
t logp2{δq

NG
t

`
p1 ` γqb logp2{δq

3NG
t

.

where we use the fact that ErZλ
t s “ µG.

B.2 PROOFS FOR THE CONCENTRATION OF THE EMPIRICAL VARIANCE ESTIMATORS

In this subsection we present the proofs on the concentration of the empirical variance V̂λ
t piq.

Lemma B.1 (Concentration of V̂λ
t piq). Given an arm i and fixing the number of its pulls

NC
t piq, NG

t piq, consider a fixed λ P R satisfying |λ| ď p1 ´ αtpiqqγ. Then the following con-
centration inequalities hold:

1. With probability at least 1 ´ δ:

b

V̂λ
t piq ď

b

Vλ
t piq ` bp1 ` γq

d

log p2{δq

2NG
t piq

2. With probability at least 1 ´ δ:

b

Vλ
t piq ď

b

V̂λ
t piq ` 1.8bp1 ` γq

d

log p6{δq

NG
t piq

Proof of Lemma B.1. We omit the index i for brevity. Note that we can split V̂ λ
t into two terms as

follows:
V̂λ

t

NG
t

“
yVar1
NG

t

`
yVar2
NC

t

,

where
yVar1 :“ VarC,G

t λ2 ´ 2Covtλ ` VarGt “
1

NG
t

ÿ

jPT G
t

prGj ´ λrCj q2

zVar2 :“ λ2VarCt piq “
1

NC
t

ÿ

jPT C
t

pλrCj q2

We see that yVar1, yVar2 are empirical estimators of the variances Var1,Var2 (resp.) as defined below:

Var1 “ VarprG ´ λrCq “ VarCλ2 ´ 2Covλ ` VarG

Var2 “ VarpλrCq “ λ2VarC.

Also note that Vλ
t

NG
t

“ Var1
NG

t
` Var2

NC
t

.

We now show the first concentration inequality by considering the following two concentration events:

E1 “

#

b

yVar1 ď
a

Var1 ` bp1 ` |λ|q

d

logp4{δq

2NG
t

+
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E2 “

#

b

yVar2 ď
a

Var2 ` b|λ|

d

logp4{δq

2NC
t

+

From lemma A.1, it follows that each of the above events occurs w.p. at least 1 ´ δ{2, and so we
prove our result on E1 X E2 which occurs w.p. at least 1 ´ δ. First for the upper bound, we combine
the upper bounds in E1, E2 to get:

V̂ λ
t

NG
t

“
yVar1
NG

t

`
yVar2
NC

t

ď
1

NG
t

˜

Var1 ` 2w1

d

Var1
NG

t

`
pw1q2

NG
t

¸

`
1

NC
t

˜

Var2 ` 2w2

d

Var2
NC

t

`
pw2q2

NC
t

¸

“

ˆ

Var1
NG

t

`
Var2
NC

t

˙

` 2

ˆ

w1

NG
t

˙

d

Var1
NG

t

` 2

ˆ

w2

NC
t

˙

d

Var2
NC

t

`

ˆ

w1

NG
t

˙2

`

ˆ

w2

NC
t

˙2

ď
Vλ

t

NG
t

` 2

ˆ

w1

NG
t

`
w2

NC
t

˙

d

Vλ
t

NG
t

`

ˆ

w1

NG
t

`
w2

NC
t

˙2

where w1 “ 2´1{2bp1 ` |λ|q
a

logp4{δq, w2 “ 2´1{2b|λ|
a

logp4{δq. Taking sqaure root and
multiplying by

a

NG
t on both sides gives us:

b

V̂λ
t ď

b

Vλ
t `

pw1 ` xtw2q
a

NG
t

ď

b

Vλ
t ` bp1 ` γq

d

logp4{δq

2NG
t

,

where the last inequality above uses the assumption that p1 ` xtq|λ| ď γ. This proves the first
concentration result.
The second concentration result follows from repeating the same steps as above by starting with
V λ
t

NG
t

“ Var1
NG

t
` Var2

NC
t

and upper bounding each term using the events E 1
1, E 1

2 as defined below.

E 1
1 “

#

a

Var1 ď

b

yVar1 ` 1.8bp1 ` |λ|q

d

logp6{δq

NG
t

+

E 1
2 “

#

a

Var2 ď

b

yVar2 ` 1.8b|λ|

d

logp6{δq

NC
t

+

E 1
1, E 1

2 each holds w.p. at least 1 ´ δ{2 from Lemma A.1, so the concentration result holds on their
intersection w.p. at least 1 ´ δ.

B.3 CONSTRUCTING THE COUPLED UNCERTAINTY UPPER CONFIDENCE BOUND

This section develops the final proofs for the upper confidence bound used in CUUCB.
Lemma B.2 (Variance adaptive concentration of Zλ

t piq). Given an arm i and fixing the number of
its pulls NC

t piq, NG
t piq, consider a fixed λ P R satisfying |λ| ď p1 ´ αtpiqqγ. Then the following

concentration inequality holds with probability at least 1 ´ δ:

|Zλ
t piq ´ µGpiq| ď

d

2V̂λ
t piq log

`

8
δ

˘

NG
t piq

`
3p1 ` γqb log

`

8
δ

˘

NG
t piq

Proof of Lemma B.2. We omit the index i for brevity. Consider the following concentration events.

E1 “

#

|Zλ
t ´ µG| ď

d

2Vλ
t logp8{δq

NG
t

`
p1 ` γqb logp8{δq

3NG
t

+

E2,t “

#

b

Vλ
t ď

b

V̂λ
t ` 1.8bp1 ` γq

d

logp8{δq

NG
t

+

15
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From lemma 5.1, we have that PpEc
1q ď δ

4 . From lemma B.1, we have that PpEc
2q ď 3δ

4 . We thus
show the concentration result on the event E1 X E2 which holds w.p. at least 1 ´ δ.

We denote lδ “ logp8{δq for simplicity. Combining the two inequalities, we have:

|Zλ
t ´ µG| ď

d

2Vλ
t lδ

NG
t

`
p1 ` γqblδ

3NG
t

ď

d

2V̂λ
t lδ

NG
t

`
1.8

?
2p1 ` γqblδ
NG

t

`
p1 ` γqblδ

3NG
t

ď

d

2V̂λ
t lδ

NG
t

`
3p1 ` γqblδ

NG
t

,

which proves the result.

Proof of Lemma 5.2. Let us first fix the number of pulls Ntpiq of the arm i. Note that because of
our deterministic decision rule for mt, NG

t piq, NC
t piq are also fixed upon fixing Ntpiq. Also, all the

estimators for arm i are evaluated using the outcomes of these Ntpiq pulls. In the following steps, we
omit the index i for brevity.

Let us define γ1 :“ p1 ´ αtqγ. Note that our estimator λt P r´γ1, γ1s by construction. Thus, we
define a grid on the interval r´γ1, γ1s as follows: Define ϵ :“ 2γ1

Nt
. We cover the interval r´γ, γs

using Nt ϵ-width intervals tIj :“ rβj´1, βjsu
Nt

j“1, where βj :“ ´γ1 ` jϵ.

We define δn :“ δ
2n2 . Note that

ř

ně1 δn “ δ
2

ř

ně1
1
n2 ď δ.

We have Lt “ log
´

8pNt`2q

δNt

¯

. Now, let us consider the following concentration events.

E1,Nt
“

$

&

%

|Zλ
t ´ µG| ď

d

2V̂λ
t Lt

NG
t

`
3p1 ` γqbLt

NG
t

,@λ P tβ0, β1, ..., βNt
u

,

.

-

E2,Nt
“

#

b

V̂
λ˚
t

t ď

b

V
λ˚
t

t ` bp1 ` γq

d

Lt

2NG
t

+

From lemma B.2 and a union bound, we have that PpEc
1,Nt

q ď
pNt`1qδNt

pNt`2q
. From lemma B.1 and a

union bound, we have that PpEc
2,Nt

q ď
δNt

4pNt`2q
ď

δNt

pNt`2q
. Now, we consider the intersection event

ENt
:“

Ş2
i“1 Ei,Nt

. Then a union bound gives us PpEc
Nt

q ď δNt
. We prove our bounds on the event

ENt
which occurs w.p. at least 1 ´ δNt

.

First, we derive some useful inequalities. Given any λ, λ1 P r´γ1, γ1s satisfying |λ ´ λ1| ď ϵ,we
have:

|V̂λ
t ´ V̂λ1

t | ď p1 ` xtqyVar
C

t p|λ| ` |λ1|q|λ ´ λ1| ` 2|λ ´ λ1||Covt|
piq
ď 2pγyVar

C

t ` |Covt|qϵ
piiq
ď

1

Nt
γpγ ` 4qb2, (6)

where in step piq we have used the fact that |λ|, |λ1| ď γ1. In step piiq we have used the fact that
yVar

C
ď b2

4 , |Covt| ď b2.

Now, consider an arbitrary λ P r´γ1, γ1s. We derive an upper bound on |Zλ
t ´ µG|. For this, suppose

j P rNts is such that λ P Ij . Then for λ1 “ βj´1, βj we have |λ ´ λ1| ď ϵ. Also, for these values of
λ1, we have from event E1,Nt

:

|Zλ1

t ´ µG| ď

d

2V̂λ1

t Lt

NG
t

`
3p1 ` γqbLt

NG
t

(7)
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From (6) and using
?
x ` y ď

?
x `

?
y for x, y ą 0, we also have:

b

V̂λ1

t ď

d

V̂λ
t `

γ1pγ ` 4qb2

Nt
ď

b

V̂λ
t `

d

γ1pγ ` 4qb2

Nt
ď

b

V̂λ
t `

pγ ` 2qb
a

NG
t

Using the above bound in (7), we obtain the following for λ1 “ βj´1, βj

|Zλ1

t ´ µG| ď

d

2V̂λ
t Lt

NG
t

`
pγ ` 2qb

?
2Lt

NG
t

`
3p1 ` γqbLt

NG
t

ď

d

2V̂λ
t Lt

NG
t

`
6p1 ` γqbLt

NG
t

, (8)

where the last inequality above uses the fact that Lt ě 1, which means
?
Lt ď Lt. Now we show the

concentration of Zλ
t by noting that |Zλ

t ´ µG| is a convex function of λ and since λ P Ij :

|Zλ
t ´ µG| ď max

λ1Ptβj´1,βju
|Zλ1

t ´ µG| ď

d

2V̂λ
t Lt

NG
t

`
6p1 ` γqbLt

NG
t

, (9)

where we obtain the final bound from (8). Since λ P r´γ1, γ1s was arbitrary, (9) holds for all
λ P r´γ1, γ1s. In particular, since the random variable λt P r´γ1, γ1s, we have that:

|Zλt
t ´ µG| “ |Zt ´ µG| ď

d

2V̂λt
t Lt

NG
t

`
6p1 ` γqbLt

NG
t

(10)

Since λt “ argminλPr´γ1,γ1s V̂
λ
t and λ˚

t P r´γ1, γ1s, we have V̂λt
t ď V̂

λ˚
t

t . Combining this with the
bound in event E2,Nt

, we obtain:
b

V̂λt
t ď

b

V̂
λ˚
t

t ď

b

V
λ˚
t

t ` bp1 ` γq

d

Lt

2NG
t

.

Plugging the above into (10) and noting V
λ˚
t

t “ V˚
t gives us the result in the lemma for a fixed

number of pulls Ntpiq.

To show the anytime version, note that P
`
Ş

ně1 En
˘

ě 1 ´
ř

ně1 PpEc
nq ě 1 ´

ř

ně1 δn ě 1 ´ δ.
Therefore, the anytime concentration result holds w.p. at least 1 ´ δ. This completes the proof.

B.4 PROOFS FOR REGRET OF CUUCB

In this subsection we present the proof for Theorem 5.3, which bounds the regret of CUUCB.

Proof of Theorem 5.3. We decompose the pseudo-regret as:

RegretpT q “
ÿ

iPrKs:∆ią0

NT piq∆i,

where ∆i “ maxjPrKs µ
Gpjq ´ µGpiq and NT piq is the total number of times arm i is pulled. We

denote µ˚,G :“ maxjPrKs µ
Gpjq. Let i˚ be an optimal arm, i.e., an arm satisfying µGpi˚q “ µ˚,G.

Let us fix a sub-optimal arm i. We denote by Ei the event

Ei “

$

&

%

|Ztpjq ´ µGpjq| ď

d

2V̂
λtpjq

t pjqLtpjq

NG
t pjq

`
6p1 ` γqbLtpjq

NG
t pjq

ď Dtpjq, for j “ i, i˚

,

.

-

where

Dtpjq :“

d

2V˚
t pjqLtpjq

NG
t pjq

`
7p1 ` γqbLtpjq

NG
t pjq

(11)
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From Lemma 5.2, the event Ei occurs with at least 1 ´ 2δ probability. On this event, we have that
µGpi˚q ď Utpi

˚q for all times t. Thus, the sub-optimal arm i is not pulled at any time t when
Utpiq ă µGpi˚q ď Utpi

˚q. We will use this upper bound the total number of pulls NT piq.

On event Ei, we have:
Utpiq ď Ztpiq ` Dtpiq ď µGpiq ` 2Dtpiq

Thus arm i is not pulled at any time t when µGpiq ` 2Dtpiq ă µ˚,G ðñ Dtpiq ă ∆i{2. Now, we
upper bound Dtpiq.

From here on, we drop the index i, which denotes the sub-optimal arm under consideration. From
Lemma 4.1, we have 1 ´ αt ě p1 ´ αq

´

1 ´ 1
Nt

¯

. Noting V˚
t “ VarG ´ p1 ´ αtq

Cov2

VarC
, we get

V˚
t ď VarG ´ p1 ´ αq

Cov2

VarC
` p1 ´ αq

Cov2

VarCNt

ď V˚ `
γ2b2

4Nt
,

where the last step above uses |Cov| ď γVarC and VarC ď b2{4. Taking square root on both sides
in the above inequality, we get:

a

V˚
t ď

d

V˚ `
γ2b2

4Nt
ď

?
V˚ `

γb

2
?
Nt

ď
?
V˚ `

γb

2
a

NG
t

(12)

Substituting (12) into (11), we obtain:

Dt ď

d

2V˚Lt

NG
t

`
γb

a

Lt{2

NG
t

`
7p1 ` γqbLt

NG
t

ă

d

2V˚Lt

NG
t

`
8p1 ` γqbLt

NG
t

where in the last step, we use Lt ě 1.

Thus, a sufficient condition for Dt ă ∆{2 is:
d

2V˚Lt

NG
t

`
8p1 ` γqbLt

NG
t

ď
∆

2

ð
2V˚Lt

NG
t

ď
∆2

16
and

8p1 ` γqbLt

NG
t

ď
∆

4

ðñ
NG

t

Lt
ě max

"

32V˚

∆2
,
32p1 ` γqb

∆

*

ð NG
t ě

32

∆

ˆ

V˚

∆
` p1 ` γqb

˙

Lt

piq
ð αpNt ´ 1q ě

128

∆

ˆ

V˚

∆
` p1 ` γqb

˙

logp2T q

Implication piq uses Lemma 4.1 which gives us NG
t “ αtNt ě αp1 ´ N´1

t qNt “ αpNt ´ 1q. It
also uses the bound Lt ď logp16δ´1pNt ` 1q3q ď 4 logp2T q for any t P rT s. Thus if

Nt ě
128

α∆

ˆ

V˚

∆
` p1 ` γqb

˙

logp2T q ` 1,

then arm i is not pulled. Reintroducing the index i, this means we obtain the following bound on the
number of pulls of arm i when Ei occurs:

NT piq ď
128

αpiq∆i

ˆ

V˚piq

∆i
` p1 ` γqb

˙

logp2T q ` 2 (13)

18



972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989
990
991
992
993
994
995
996
997
998
999
1000
1001
1002
1003
1004
1005
1006
1007
1008
1009
1010
1011
1012
1013
1014
1015
1016
1017
1018
1019
1020
1021
1022
1023
1024
1025

Under review as a conference paper at ICLR 2026

Thus, we have
ErNT piqs “ ErNT piq1tEius ` ErNT piq1tEc

i us

ď
128

αpiq∆i

ˆ

V˚piq

∆i
` p1 ` γqb

˙

logp2T q ` 2 ` TPpEc
i q

We obtain this inequality by using (13) on event Ei along with the trivial bound NT piq ď T on event
Ec
i . Using PpEc

i q ď 2{T gives us:

ErNT piqs ď
128

αpiq∆i

ˆ

V˚piq

∆i
` p1 ` γqb

˙

logp2T q ` 4 (14)

Using (14), we can bound the expected regret of the algorithm as:

ErRegretpT qs “
ÿ

iPrKs

∆iErNT piqs

ď
ÿ

i:∆ią0

ˆ

128

αpiq

ˆ

V˚piq

∆i
` p1 ` γqb

˙

logp2T q ` 4∆i

˙

This gives us the instance-dependent regret bound. For the instance-independent regret bound,
consider some ∆̂ ą 0. While bounding the expected, we bound the constributions of arms i with
∆i ą ∆̂ and arms i with ∆i ď ∆̂ differently as follows (Note ∆i ď b for any i):

ErRegretpT qs ď
ÿ

i:∆ią∆̂

ˆ

128

αpiq

ˆ

V˚piq

∆̂
` p1 ` γqb

˙

logp2T q ` 4b

˙

`
ÿ

i:∆iď∆̂

∆̂ErNT piqs

ď
128 logp2T q

∆̂

˜

ÿ

i

V˚piq

αpiq

¸

` ∆̂T ` 132
ÿ

i

αpiq´1p1 ` γqb logp2T q

Choosing ∆̂ “

c

128
´

ř

i
V˚piq
αpiq

¯

logp2T q

T to minimize the upper bound gives us:

ErRegretpT qs ď 2

g

f

f

e128

˜

ÿ

i

V˚piq

αpiq

¸

T logp2T q ` OplogpT qq

ď 23

g

f

f

e

˜

ÿ

i

V˚piq

αpiq

¸

T logp2T q ` OplogpT qq

This completes the proof.

Lemma B.3 (Regret bound for UCB-V). When UCB-V is implemented with the threshold rule (2),
while using only ground-truth samples for decision making, then its expected regret satisfies the
following instance-independent bound:

ErRegretpT qs ď O

¨

˝

g

f

f

e

˜

ÿ

i

VarGpiq

αpiq

¸

T log T

˛

‚

Proof of Lemma B.3. When UCB-V is run using only ground-truth samples, then the estimated
upper-confidence bound for arm i at time t by UCB-V(Audibert et al., 2009) is given by (barring
constants, which do not affect the asymptotic order of regret):

U 1
tpiq “ µG

t piq `

d

2VarGt piqL1
tpiq

NG
t piq

`
3bL1

tpiq

NG
t piq

,

where L1
tpiq is an exploration function typically taken to be growing as log t. We fix the arm i drop

the index i in the following analysis. Let us take δn “ δ
2n2 We see by taking λ “ 0, γ “ 0 in Lemma
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B.2 and Lemma B.1, and using union bound that the following concentration inequality holds after
NG

t pulls:

|Z0
t ´µG| ď

g

f

f

e

2V̂0
t log

´

10{δNG
t

¯

NG
t

`

3b log
´

10{δNG
t

¯

NG
t

ď

g

f

f

e

2V0
t log

´

10{δNG
t

¯

NG
t

`

4b log
´

10{δNG
t

¯

NG
t

,

w.p. at least 1´ δNG
t

{5´ 4δNG
t

{5 “ 1´ δNG
t

. We note that Z0
t “ µG

t , V̂0
t “ VarGt and V0

t “ VarG.
Since

ř

n δn ď δ, we have that the above inequality holds for all times w.p. at least 1 ´ δ, which
gives us the following anytime concentration:

|µG
t ´ µG| ď

d

2VarGt L
1
t

NG
t

`
3bL1

t

NG
t

ď

d

2VarGL1
t

NG
t

`
4bL1

t

NG
t

(15)

Where we have set L1
t “ logp20pNG

t q2{δq, and we will show the regret bound setting δ “ 1{T . This
choice of L1

t matches the log t growth we want. On this event, we have that

Utpiq ď µGpiq ` 2D1
tpiq

for D1
tpiq “

b

2VarGpiqL1
tpiq

NG
t piq

`
4bL1

tpiq

NG
t piq

.

Now, we proceed identically as in the regret proof of Lemma 5.3, by considering the event Ei w.p. at
least 1´2{T , when the anytime-concentration (15) holds for the sub-optimal arm i and some optimal
arm i˚. On event Ei, we bound the number of pulls after which Utpiq ă µGpi˚q, which happens if
D1

tpiq ă ∆i{2. This is achieved at times t such that:

NG
t piq ě

32L1
tpiq

∆i

˜

VarGpiq

∆i
` b

¸

ð αpiqpNtpiq ´ 1q ě
C log T

∆i

˜

VarGpiq

∆i
` b

¸

,

which follows from Lemma 4.1 and bounding L1
tpiq ď C log T , for an absolute constant C and T

sufficiently large. Thus, proceeding as in the derivation of (14),

ErNT piqs ď
C

αpiq∆i

˜

VarGpiq

∆i
` b

¸

logpT q ` 4 (16)

Using the same argument as in the derivation of the instance-independent regret bound in the proof of
Lemma 5.3, we obtain the following instance-independent bound for UCB-V

ErRegretpT qs ď 2

g

f

f

eC

˜

ÿ

i

VarGpiq

αpiq

¸

T logpT q ` OplogpT qq

which concludes the proof.

C EXPERIMENTAL DETAILS

C.1 IMPLEMENTATION OF ALGORITHMS

To make the comparison with other UCB variants more straightforward, we implement the upper
confidence bound Utpiq for CUUCB a little differently than described in the theoretical analysis
while preserving its main structure. The implemented expressions of Utpiq for each arm i at time t
for each algorithm is given below:

UCB : Utpiq “ µG
t piq `

d

ζ1b2 log t

NG
t piq
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UCB-V : Utpiq “ µG
t piq `

d

2VarGt piq log t

NG
t piq

`
bζ2 log t

NG
t piq

CUUCB : Utpiq “ Ztpiq `

d

2V̂
λtpiq
t piq log t

NG
t piq

`
bζ3 log t

NG
t piq

Here tζju3j“1 are tunable parameters. Moreover, we obtain the final upper confidence bound by taking
mintUtpiq, bu in each case. Note that UCB and UCB-V use only ground-truth observations in their
confidence bounds. Thus, all algorithms use rule (2) to pick the set of ground-truth measurements
and choose arms for all T time steps. Also note that the implementation of UCB-V is different from
the one described above in the LLM-as-a-judge experiment on the mis-aligned Dataset-B, where we
run UCB-V using only coarse feedback at all time steps. So, in just this experiment, the expression
for Utpiq for UCB-V is given by:

Utpiq “ µ̂C
t piq `

d

2V̂C
t piq log t

Ntpiq
`

bζ2 log t

Ntpiq
,

where

µ̂C
t piq “

1

Ntpiq

ÿ

jPrts:ij“i

rCj piq, V̂C
t piq “

1

Ntpiq

ÿ

jPrts:ij“i

prCj piq ´ µ̂C
t piqq2

are empirical mean and variance estimators of all the coarse measurements observed for arm i at time
t.

In all of our experiments, we used ζ1 “ 1, ζ2 “ 0.5, ζ3 “ 0.5. We also use a uniform target ratio
αpiq “ α for all arms i in all our experiments.

C.2 DATA GENERATION

We describe the dataset generation methods used for our experiments. Our generated datasets are
always a collection of N 2-D vectors for each of the K arms. We refer to N as the size of the
dataset. When running algorithms on a generated dataset, the reward pair rrGt piq, rCt piqs for an arm i
is generated by sampling uniformly from this dataset. Thus, the mean rewards rµGpiq, µCpiqs are
taken to be the empirical means of the dataset.

C.2.1 SYNTHETIC

For the synthetic experiments, our dataset generation is parameterized by the correlation parameter ρ.
The generation of a (ground-truth, coarse) measurement pair for a give arm i proceeds as follows:

1. Sample from a 2-D Gaussian with mean rµ1piq, µ2piqs and covariance matrix Cpρq.

2. Clip the values in the interval I .

We set Cpρq “

„

5 4.5ρ
4.5ρ 4

ȷ

.

We fix the means µ1piq for i “ 1, ..., 4 as r0.5, 0.7, 0.8, 0.2s. We then obtain µ2piq as a perturbed
version of µ1piq by uniformly sampling in the interval µ1piq ˘ 0.1 and then clipping in the interval
r0, 1s. We also set I “ r´4, 6s.

For each value of ρ, we generate the dataset by sampling N “ 100, 000 datapoints as described
above for each arm i.

C.3 LLM-AS-A-JUDGE

We make use of the Nectar dataset of rankings of (prompt,answer) pairs from Zhu et al. (2024) for
our dataset generation. This dataset comprises of 182,954 prompts, each answered by seven LLMs.
These answers are then scored by GPT-4 Bubeck et al. (2023).
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To generate our dataset, we extract a subset of the data having (prompt, answer) pairs for six chosen
models and use a pair of LLMs to score the models. Crucially, we make use of the same scoring
rubric and prompt while querying both LLMs. Details of the chosen models, exact prompt and rubrics
used can be found in the code attached in the supplementary material. We treat the scores given by
the more advanced LLM as the ground-truth (i.e., proxies for human labels which are costly to collect
at scale) and those by the less advanced LLM as coarse feedback.

By this method, we obtain Dataset-A of size 19,089 by querying LLama 3 3b (strong model) and
LLama 3 1B (weak model) for each of the six models. We similarly obtain Dataset-B of size 5000
using scores from Gemini 2.5-Flash (strong model) and Gemini 1.5-Flash (weak model). The datasets
can be found in the attached code.

C.4 ADDITIONAL EXPERIMENTAL RESULTS

C.4.1 SYNTHETIC

Figure 3: Comparison of CUUCB, UCB and UCB-V on synthetically generated data for a fixed
value of α “ 0.1 and different values of ρ with a time horizon of 100, 000 steps, averaged across 40
runs.

We also run the synthetic experiments with fixed α “ 0.1 and varying ρ. We see from Figure
3 that increasing ρ leads to an improvement in the performance of CUUCB, which matches our
expectations from theory. Since UCB and UCB-V only use ground-truth data, changing ρ does not
affect their performance.

C.4.2 LLM-AS-A-JUDGE

Figure 4: LLM benchmarking regret plots on Dataset-A of UCB-V which has access to only ground
truth samples vs. CUUCB for different α, averaged across 40 runs.

We also run an experiment where we compare regrets of CUUCB and UCB-V on Dataset-A while
varying the parameter α as shown in Figure 4. We see that our algorithm CUUCB achieves only a
small improvement over UCB-V even for small α, while the improvement was more significant when

22



1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239
1240
1241

Under review as a conference paper at ICLR 2026

Dataset-B was used, as seen from Figure 2b. This shows that the performance gains of CUUCB are
sensitive to the dataset instance.
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