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Abstract

Aligning LLM outputs to human preferences001
and values is important for reducing harms002
of AI deployments. However, human values003
are pluralistic with different population groups004
and communities having potentially conflicting005
preferences. Existing fine-tuning and prompt-006
ing approaches have primarily focused around007
alignment towards shared values. In this pa-008
per, we propose a new approach for pluralistic009
alignment that uses retrieval-based in-context010
examples to augment alignment prompts. We011
introduce a framework, SPICA, consisting of012
three components to facilitate this: “scenario013
banks”, group-informed retrieval measures, and014
contrastive prompts. We evaluate SPICAwith015
human participants reflecting groups with dif-016
ferent values, and find that SPICA outperforms017
relevance metrics like semantic similarity, se-018
lecting few-shot examples that better match019
group preferences (22.1% lower RMSE). In an020
end-to-end setting, we also find that SPICA pro-021
duces more preferable responses when explic-022
itly aligning to group preferences (+0.07 / 5-023
point scale).024

1 Introduction025

The availability of generative AI systems for the026

general public has increasingly exposed prob-027

lems where these systems are producing outputs028

that human users find inappropriate, misleading,029

or dangerous (Weidinger et al., 2021; Ji et al.,030

2023; Qi et al., 2024). Correspondingly, there031

has been a push to embed human values into032

such systems through various value alignment ap-033

proaches (Huang et al., 2024). When models are034

deployed to the general public, model creators and035

service providers often seek to find a one-size-fits036

all set of universal values to align towards (Bai037

et al., 2022). However, different groups or com-038

munities within society often ultimately have in-039

compatible subjective values that cannot be simply040

reconciled (Gordon et al., 2022; Weld et al., 2022).041

So more recently, some have proposed approaching 042

model alignment with a pluralistic lens (Sorensen 043

et al., 2024b)—rather than aim for universal val- 044

ues, we should provide tools for diverse groups to 045

customize models to their own set of values. 046

Taking inspiration from systems that use prompt- 047

ing with retrieval-based few-show examples to 048

guide model behavior, we present SPICA , a re- 049

trieval based augmentation approach with a focus 050

towards on aligning to pluralistic views. In SPICA, 051

we introduce three components: (1) “scenario 052

banks”—collections of shared example prompts, 053

associated response strategies or specific responses, 054

and associated group-level preferences for each 055

strategy or response, (2) group-informed retrieval 056

measures that prioritize retrieval of scenarios that 057

are likely to match groups preferences rather than 058

only being relevant to inputs, and (3) contrastive 059

prompts which make use of preference distribu- 060

tions in scenario banks to produce both positive 061

and negative responses for each few-shot example 062

to increase efficiency. 063

We evaluated SPICA by collecting human an- 064

notated preferences across 4 distinct population 065

groups. We then used these ground truth prefer- 066

ences to evaluate the quality of scenario retrieval 067

with respect to ability to resemble ground truth 068

preference distributions. We also conducted an 069

end-to-end evaluation, where we produced outputs 070

on novel inputs aligned to each demographic group, 071

and then recruited human annotators to rate outputs 072

for their associated group. 073

In summary, we make the following contribu- 074

tions: 075

• We introduce a framework, SPICA, for in- 076

context pluralistic alignment of LLM re- 077

sponses based on dynamic retrieval over sce- 078

narios. 079

• We present two novel group-specific measures 080

gstability and gcontrast that use dis-aggregated 081

group preferences to inform utility of prompts 082
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as few-shot alignment examples for that083

group.084

• We evaluate SPICA comparing against085

relevance-only retrieval: (1) SPICA is able086

to select scenarios that have preferences that087

more closely resemble observed ground truth,088

reducing overall RMSE predicted preferences089

up to 22.1%. (2) On an end-to-end alignment090

task, SPICA produces group-aligned outputs091

that rate higher (0.07 / 5-point scale) com-092

pared to semantic similarity and population-093

aligned outputs (0.15 / 5-point scale).094

2 Related Work095

Customizing LLMs for Value Alignment Tradi-096

tional methods for customizing LLMs for specific097

tasks and domains involve modifying training pro-098

cedures. These include pretraining on task-specific099

corpora (Wu et al., 2023; Lee et al., 2020), post-hoc100

finetuning (Gururangan et al., 2020; Han and Eisen-101

stein, 2019), instruction tuning (Ge et al., 2023;102

Gupta et al., 2022; Shi et al., 2023), and align-103

ing with human preferences (Ouyang et al., 2022).104

These approaches are also used to encode moral105

values and diverse human preferences into mod-106

els (Tay et al., 2020; Bai et al., 2022; Liu et al.,107

2022; Bang et al., 2023; Jang et al., 2023). How-108

ever, they have significant limitations for value109

alignment. They require extensive human anno-110

tation to provide meaningful signals about desired111

values (Kim et al., 2023), and even then, there is112

limited understanding or guarantee of how well113

the models have internalized these values (Agarwal114

et al., 2024). This makes the models less robust in115

terms of value alignment. Moreover, once trained,116

these models lack flexibility; updating the model117

to reflect evolving values often requires a complete118

retraining, which is computationally intensive (Car-119

roll et al., 2024).120

In-Context Learning and Retrieval Augmented121

Generation for Alignment In-context learning122

(ICL) and retrieval-augmented generation (RAG)123

offer promising alternatives for value alignment124

by enabling behavior modifications during infer-125

ence rather than training (Wei et al., 2022; Lewis126

et al., 2020; Borgeaud et al., 2022). Prompting com-127

bined with RAG can address alignment issues by128

retrieving examples similar to the given query, im-129

proving alignment comparable to fine-tuning (Han,130

2023). Methods like the URIAL framework use131

ICL with base LLMs (Lin et al., 2024a), requiring132

minimal stylistic examples and a system prompt 133

for effective alignment. However, current RAG 134

ranking metrics prioritize semantically similar ex- 135

amples for informational tasks (Karpukhin et al., 136

2020; Gao et al., 2023). To enhance RAG for align- 137

ment, we need to focus on selecting exemplars that 138

guard against failures, such as capturing population- 139

specific preferences (Hovy and Yang, 2021; Kirk 140

et al., 2023) or defining behavior for exceptional 141

circumstances and edge cases (Kiehne et al., 2022). 142

This work argues for adapting RAG to meet these 143

demands, improving LLM adaptability and robust- 144

ness in value-sensitive contexts. 145

Accounting for Pluralism in Value Alignment 146

Supporting pluralistic values is crucial for general- 147

purpose agents and LLMs (Sorensen et al., 2024b). 148

Large datasets like ValuePrism (Sorensen et al., 149

2024a) and PRISM (Kirk et al., 2024) highlight 150

the importance of reflecting diverse values, yet 151

achieving consensus remains challenging. Another 152

challenge is that even when there is agreement on 153

abstract value statements, practical applications in 154

specific cases often reveal discrepancies (Koshy 155

et al., 2023). Prior work has shown that aligning AI 156

behavior with examples (e.g. legal precedents) can 157

help resolve these discrepancies (Chen and Zhang, 158

2023). This work proposes a RAG-based approach 159

using example scenarios to dynamically adapt mod- 160

els to specific contexts and preferences. By incor- 161

porating contextually relevant examples and user 162

preferences at inference time, our approach better 163

aligns model behavior with diverse and evolving 164

values, creating robust AI systems that reflect di- 165

verse moral landscapes. 166

3 Retrieving Scenarios for Pluralistic 167

In-Context Alignment (SPICA) 168

Much of the prior work on AI alignment focuses 169

on trying to achieve alignment against a general or 170

representative population. For data-intensive align- 171

ment methods based on SFT or RLHF, it can be 172

costly to collect the amount of preference data re- 173

quired for effective alignment. Further accounting 174

for preference variation across groups can thus be 175

prohibitive. Recent prompting approaches based 176

on ICL and RAG (Lin et al., 2024b) have shown 177

that alignment to preferences at inference time 178

can also be effective. This presents an opportu- 179

nity for pluralistic in-context alignment (ICA) by 180

presenting information in prompts customized to 181

different groups of people such as communities or 182
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population demographic segments. However, com-183

mon prompting-based alignment approaches, such184

as the instruction-focused Constitutional AI (Bai185

et al., 2022) or example-focused URIAL (Lin et al.,186

2024b), currently require inputs that represent a187

single shared set of values or preferences.188

We explore how retrieval informed by group-189

level preferences could enable pluralistic align-190

ment in an ICL setting. To accomplish this, we191

introduce SPICA, or Scenarios for Pluralistic In-192

Context Alignment. There are three main compo-193

nents to the SPICA framework: (1) scenario banks—194

a collection of prompts (scenarios) related to an195

alignment task, on which different groups provide196

their preferences regarding response appropriate-197

ness; (2) group-informed measures for retrieval—198

measurements of the meta-characteristics of a199

group of people’s preferences over scenarios that200

inform the utility of each scenario as a potential201

few-shot contextual example; and (3) contrastive202

alignment prompts that present both positive (ap-203

propriate) and negative (inappropriate) examples204

of responses towards scenarios. We next describe205

each component in more detail.206

3.1 Scenario Banks: Reusable Scenarios for207

Pluralistic Ground Truth208

When applying an in-context alignment approach209

to grounding, existing methods often focus on re-210

fining two aspects of the prompt: the high-level in-211

structions, and the few-shot examples. Approaches212

like Constitutional AI (Bai et al., 2022) take in-213

puts from the public to refine sets of shared values214

that are incorporated into a descriptive constitu-215

tion, while few-shot retrieval-based alignment ap-216

proaches use either retrieved examples of desirable217

prompt-response pairs, or use constant prompts for218

which desirable responses are dynamically gener-219

ated (Lin et al., 2024b) based on known values or220

preferences.221

To achieve the goal of pluralistic alignment, we222

take this idea further and introduce the concept223

of “scenario banks” that encode pluralistic ground224

truth for preferences. Like the examples used in225

retrieval-based in-context alignment, a scenario226

bank contains a collection of prompts (x′) that ex-227

emplify possible styles of user inputs, which we228

refer to as “scenarios”. Additionally, each prompt229

may be associated with a set of responses {y′} or230

high-level response strategies {s|y′ = s(x′)} that231

indicate the space of how a model could respond.232

However, unlike existing few-shot examples for 233

ICL, scenario banks don’t inherently encode pref- 234

erences. Instead, to produce pluralistic grounding 235

data, we additionally allow each group of people 236

to provide their own ground truth in the form of 237

preferences (r(y′)) over the space of responses for 238

each scenario in the scenario bank. These pref- 239

erences can take the form of specific ratings on 240

concrete examples of responses to a scenario, or 241

they can be specified as ratings over general strate- 242

gies of responding (such as “refuse to answer”, 243

“always present multiple perspectives”). In this 244

way, a group can customize the type of guidance 245

that best fits different types of situations—such as 246

defining general strategies for common scenarios, 247

while specifying exceptions via concrete examples 248

for edge cases. During prompt construction, both 249

the scenario and group-specific preferences are re- 250

trieved. Preferences over the response space are 251

then conveyed by either selecting (contrastive) in- 252

stances of rated responses, or by selecting (con- 253

trastive) general strategies and synthesized dynam- 254

ically. 255

3.2 Group-Informed Measures for Retrieval 256

Classical retrieval-based in-context alignment de- 257

pends only on the relationship between the new 258

input (x) and the annotated examples present in 259

a dataset of examples ({(x′, y′)}), often imple- 260

mented through distance metrics like semantic sim- 261

ilarity derived from embeddings. This means that 262

while different cohorts of people may have different 263

ground truth labels for each example in the dataset, 264

these retrieval metrics would select the same exam- 265

ples to be used in the retrieval augmented prompt 266

regardless of the group. 267

We argue this is insufficient if we want to achieve 268

pluralistic alignment at the level of differing groups. 269

Prior work has observed that different communi- 270

ties often put different emphasis on desirable val- 271

ues (Weld et al., 2022). Some communities may de- 272

sire correctness over respectfulness, or helpfulness 273

over safety. Different demographic groups also 274

have different perspectives on issues like harm (Ku- 275

mar et al., 2021). However, when we are retrieving 276

the same examples for everyone, it becomes un- 277

likely that these examples exemplify the values 278

that any specific set of people emphasizes. 279

Thus, beyond building scenario banks with 280

group-level preferences, our process also intro- 281

duces the idea of incorporating additional objec- 282
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Figure 1: Diagram illustrating the SPICA Framework.

tives in the final retrieval ranking that are informed283

by a group’s preferences and provide the most util-284

ity for group-level alignment. But which scenarios285

best encapsulate the preferences of a group? We286

introduce two measures over a scenario bank that287

are computed from observations around group pref-288

erence labels: gstability(x
′) and gcontrast(x

′).289

3.2.1 Preference-Stable Scenarios290

While group-level preferences offer insights into291

common values within a group of people, they are292

not a perfect proxy for individual preferences. In-293

dividuals within a group may align on many val-294

ues while at the same time hold personal values295

that sometimes conflict with a broader consensus.296

Additionally, individuals can have intersectional297

identities that span different groups with conflict-298

ing preferences. These factors mean that not all299

scenarios that illustrate a community’s consensus300

preferences are equally useful when applied as an301

example for alignment at an individual level.302

To address this, we note that group preferences303

around any scenario ultimately derives from indi-304

vidual assessments. This gives us a tool to antic-305

ipate the stability of preferences within a group306

around a certain scenario. More concretely, for any307

scenario and response pair (x′, y′) from the sce-308

nario bank, the stability of that scenario within a309

group is represented by the individuals preference310

functions of each annotator r(y′) ∈ {1, 2, 3, 4, 5}:311

gstability(x
′) = Ey′

∑
r(r(y

′)− r̄(y′))2

|{r(y′)}|
(1)312

This metric evaluates how likely it is for individu-313

als within a group to agree on the preference rating 314

of a given response y′. The higher the stability, 315

the lower likelihood there is to encounter a group 316

member who will disagree with the consensus pref- 317

erences of the retrieved scenario. 318

3.2.2 Contrastive Scenarios 319

In a prompt-based alignment setting, we expect that 320

there will be fewer opportunities to demonstrate a 321

group’s preferences to a model, which means it 322

is desirable to encode richer preferences around 323

each example we do end up including in a prompt. 324

Because the scenario bank provides access to pref- 325

erences over multiple responses associated with 326

each prompt, it will be more efficient if we can 327

illustrate both what is a desirable and what is an 328

undesirable response for each prompt. However, 329

the extent to which we can do this this depends 330

on how much contrast there is between the various 331

responses! If a group is ambivalent about all the 332

responses, preferring them similarly, we will be 333

unable to select responses that illustrate different 334

(nuanced) preferences. Thus, our second desider- 335

ata is for scenarios retrieved to provide utility for 336

contrasting different levels of appropriateness for a 337

diverse set of model responses. 338

More concretely, for any scenario x′ from the 339

scenario bank: 340

gcontrast(x
′) = Er

∑
y′(r(y

′)− r̄(y′))2

|{(x′, y′)}|
(2) 341

Intuitively, this metric evaluates the degree of con- 342

trast within the preference annotations around dif- 343

ferent responses y′ — with the implication that 344
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higher contrast indicates more degrees of prefer-345

ences we can illustrate with the single scenario.346

3.2.3 Balancing Retrieval Measures347

Finally, for group-relevant retrieval, we need to bal-348

ance our two new (group-dependent) measures in349

addition to classic (input-dependent) measures like350

semantic distance. In this work, we propose a sim-351

ple approach by weighting these metrics linearly,352

such that the final retrieval method can be described353

as d̄(x, x′) = wd ·d(x, x′)+ws ·gstability(x
′)+wc ·354

gcontrast(x
′) + c.355

For each group, we can empirically learn these356

weights from the preference annotations of the357

scenarios in the scenario bank. One approach is358

to use a linear regression to minimize L(w) =359 ∑
x′(

∑
x′′ ̸=x′ d̄(x′′, x′)r(y′′) − r(y′))2 for annota-360

tions (x′, y′, r(y′)), from the scenario bank, by sim-361

plifying a top-k retrieval objective instead as a362

weighting process over all items. Alternatively,363

one could use approaches like grid search or lin-364

ear programming to solve weights for specific k365

cutoffs.366

3.2.4 Estimating Group-Level Measures with367

Simulated Personas368

One of the constraints of applying the measures369

we introduce above, is that they are derived from370

collective distributions of preferences—not only371

do groups need to provide preferences, they also372

need to provide multiple dis-aggregated individual373

preferences from which we derive distributional374

properties.375

With the recent rise in works that retrieve char-376

acteristics around populations and groups through377

simulating personas via LLMs (Argyle et al., 2022),378

there may be an opportunity to estimate or at least379

bound these retrieval metrics before collecting pref-380

erences from real community members. If simu-381

lated personas can reliably estimate some charac-382

teristics of groups, we may be able to focus hu-383

man effort on only providing assessments of more384

promising cases.385

3.3 In-Context Alignment Using Retrieved386

Scenarios387

Classical retrieval-based ICL incorporates prompt-388

response pairs as few-shot examples to illustrate389

desirable outputs. While scenario banks also al-390

low SPICA to retrieve such examples, we can go391

one step further and use the collected preference392

distributions to showcase a varying spectrum of393

outputs and their associated appropriateness. To 394

take advantage of this, we create a “contrastive” 395

prompt (Appendix A.2.3), we show both positive 396

and negative response examples within the same 397

few-shot scenario. 398

4 Experiments and Results 399

4.1 Dataset 400

To evaluate SPICA, we draw examples of chal- 401

lenging alignment situations by adopting prompts 402

from conversations in the PRISM alignment 403

dataset (Kirk et al., 2024). In PRISM, participants 404

engaged in conversations with various LLMs un- 405

der 3 settings: “unguided”, “values guided”, or 406

“controversy guided”. In our observation, unguided 407

conversations primarily consist of simple informa- 408

tional requests, so we excluded conversations of 409

this type. Among the remaining conversations, we 410

randomly selected a subset of 1,080, split evenly 411

into 3 slices: retrieval (train), weight learning (dev), 412

and evaluation hold-out (test). For each conversa- 413

tion, we only take the first turn, treating it as a 414

standalone prompt. 415

4.2 Models and Embeddings 416

While PRISM includes a sample of model re- 417

sponses and ratings, there is unreliable coverage 418

of the responses space and the values held by each 419

rater are unknown. So instead, we opted to regener- 420

ate a new set of responses for each conversation by 421

prompting OpenAI’s gpt-4o-2024-05-13 with a 422

set of 5 strategies that are representative of com- 423

mon LLM response modes (Appendix A.2.1). To 424

preserve the stochasticity of responses, we sam- 425

ple outputs 3 times to get 3 unique responses per 426

strategy. 427

For retrieval, SPICA uses a combination over 428

multiple measures, two derived from annotations 429

and the remaining being semantic similarity. In our 430

implementation, we compute semantic similarity 431

by collecting the embedding produced by OpenAI’s 432

text-embedding-3-large and using the cosine 433

similarity between embeddings as our semantic 434

similarity measure. 435

Finally, for the end-to-end alignment, we also 436

used gpt-4o-2024-05-13 as the model receiving 437

the alignment prompt. 438
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4.3 Collecting Pluralistic Human-Annotated439

Ground Truth440

For our experiments, we need to collect pluralistic441

human preferences. To demonstrate this, we re-442

cruited 4 balanced groups of participants based in443

the US from Prolific, based on two self-reported de-444

mographic features: their political affiliation (“Re-445

publican” vs “Democrat”), and whether they reg-446

ularly participate in religious activities (“yes” or447

“no”).448

Annotators in each group participated in provid-449

ing preference assessments over our dataset, in the450

form of an annotation survey (Appendix 5) where451

they were shown 15 prompts from the dataset, each452

of which included 1 response for each of the 5453

strategies. Participants rated each output and the454

strategy associated with the output in terms of ap-455

propriateness (on a scale 1 - 5). Combined with456

5 attention checks, participants completed a total457

of 80 sub-tasks with a median time of 30 minutes.458

For the annotation portion, we recruited a total of459

576 participants (72 surveys × 2 participants per460

demographic group × 4 groups).461

For the end-to-end evaluation, we recruited addi-462

tional annotators, who assessed outputs produced463

after alignment using a similar rating survey inter-464

face to the annotation, only with 10 prompts per465

task and 3 responses each prompt. Combined with466

5 attention checks, each task took an expected com-467

pletion time of 15 minutes. For the evaluation, we468

recruited a total of 192 participants.469

We calibrated tasks such that for all our deployed470

tasks, participants were compensated at at a rate of471

$12 USD/hour, resulting in a per-survey pay of $6472

USD for each annotation task and $3 USD for each473

evaluation task. This study design was reviewed474

and determined exempt by our IRB.475

4.4 Results: Evaluating Retrieval Quality476

Before examining the alignment outcomes, we477

wanted to understand whether SPICA improved478

the quality of retrieved few-shot examples. Intu-479

itively, a retrieved scenario x′ is a better example480

for aligning an input x, if a group’s preference for481

the response and strategy to apply on that example482

more closely matches their eventual preference on483

the response to the target input: r(x, ys)− r(x′, y′s)484

is minimized over the 5 strategies.485

Based on this, we can see that, the preference486

relevance of a retrieved scenario x′ for any input487

x is proportional to the root mean squared error488

Slice Group Lsemantic Lspica
Train All 864.4 781.0

(Rep, Y) 1039.6 937.6
(Rep, N) 1041.8 857.4
(Dem, Y) 937.4 913.0
(Dem, N) 1234.0 970.8

Dev All 925.4 783.4
(Rep, Y) 1156.2 999.4
(Rep, N) 1229.8 998.4
(Dem, Y) 1077.2 938.2
(Dem, N) 1159.8 904.2

Table 1: Retrieval quality as measured through cumula-
tive preference relevance loss (RMSE). TRAIN is defined
as the scenario bank from which all retrieval happens.
Lsemantic and Lsemantic indicate the cumulative loss of re-
trieval at k = 1. Group indicates whose annotations we
use as the ground truth preferences.

(RMSE) of the ratings for each strategy comparing 489

across both scenarios. Extending this to over an 490

entire set of evaluations, the overall preference rel- 491

evance can be captured by the cumulative RMSE 492

of the retrieval for every instance. This will be the 493

metric we use to compare two retrieval strategies: 494

SEMANTIC, where we retrieve the top-k examples 495

based on semantic similarity; and SPICA, where 496

we use our compound measure to retrieve the top-k 497

examples. Because the final measure in SPICA de- 498

pends on weights that are learned, we evaluate the 499

upper-bound by first finding the optimal weights, 500

and then using those for retrieval. 501

We present our results in Table 1. We see that 502

across all dataset slices (excluding the test set 503

held out for final evaluation) and for all groups, 504

SPICA measures resulted in retrieved scenarios 505

that had preferences more closely matched to the 506

ground truth observation than simple SEMANTIC 507

similarity based retrieval. The implication here 508

is that, while SEMANTIC similarity finds scenar- 509

ios that share common semantic features, these 510

semantic similarities are no guarantee that users’ 511

preferences will also be similar. 512

4.5 Results: Evaluating Group-Informed 513

Measures with LLM Personas 514

In SPICA, group-annotated preference ratings serve 515

two functions: they define the group’s values by 516

assessing ground truth, and they provide meta char- 517

acteristics that inform our retrieval metrics. In Sec- 518

tion 3.2.4, we introduce the idea that LLM simu- 519

lated personas could potentially inform the estima- 520
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Figure 2: Scatter plot of metric scores derived from
LLM ratings against those derived from human ratings.
In both cases, we can see that in general the LLM ratings
are overconfident, over-estimating gstability and under-
estimating gcontrast.

tion of retrieval metrics (gstability, gcontrast), which521

would allow us to improve efficiency by prioritiz-522

ing the collection of group ground truth annota-523

tions on higher utility scenarios indicated by the524

retrieval metrics rather than collecting annotations525

uniformly. However, prior works have also cau-526

tioned against the use of LLM persona simulations527

due to risk of introducing biases (Bisbee et al.,528

2024).529

In this section, we evaluate the feasibility of us-530

ing simulated personas to estimate retrieval metrics531

by looking at the correlation between metrics pro-532

duced from LLM simulated group members versus533

actual human members of each group. For LLM534

simulations, we used a survey setup based using535

the EDSL 1 tool ( Appendix A.2.2).536

Figure 2 shows the measures gstability and gcontrast537

produced by LLM simulations as compared to538

the metrics derived from real human annotations.539

Based on this evaluation, we find (unsurprisingly)540

that LLM personas tend to be overconfident and541

lack diversity in their rating of responses, as re-542

flected in underestimates of gcontrast for cases with543

over-estimates of gstability.544

We also computed the Pearson correlation be-545

tween the measures in human and LLM conditions,546

and only find a weak positive correlation of 0.102547

for the gstability score and 0.147 for gcontrast. This548

suggests that fully simulating metrics via LLMs is549

not likely to produce reliable results.550

4.6 Results: Evaluating End-to-End551

Alignment552

For our last evaluation, we look at an end-to-553

end alignment SPICA pipeline that produces spe-554

cific concrete responses on unseen inputs. To555

1https://github.com/expectedparrot/edsl

evaluate this, we use our train set (with anno- 556

tations) as the scenario bank, then use the optimal 557

weights combined with SPICA measures calculated 558

in Section 4.4 to retrieve relevant exemplar sce- 559

narios (prompts) as few-shot alignment examples 560

for novel inputs. Finally, we provide a contrastive 561

example as documented in Section 3.3. 562

For our evaluations here, we conducted the end- 563

to-end process above to produce outputs for each 564

prompt in the DEV set as well as the TEST set. To 565

understand which responses were preferred more 566

by human participants, we ask participants to rate 567

3 outputs: a baseline output that is produced using 568

a non-group-specific shared zero-shot prompt, a 569

semantic output where we retrieve scenarios using 570

only semantic similarity, and spica outputs where 571

we utilize the full SPICA retrieval. Then to con- 572

trol for individual preference differences, we com- 573

puted the delta of the semantic and spica ratings 574

compared with the baseline. Additionally, we also 575

tested whether simply showing high-level response 576

strategies (instructions-only) is sufficient or if we 577

need to provide actual concrete response examples 578

(examples-only). 579

We present our results in Figure 3 and Figure 4. 580

We find that, in both cases, regardless of whether 581

examples or only strategies are shown, SPICA re- 582

trieval resulted in outputs that were preferred more 583

than SEMANTIC retrieval when aligned to prefer- 584

ences from a participant’s own group. 585

Additionally, we also observe that only examples 586

provided consistently positive alignment outcomes 587

compared to the baseline, which indicates that hav- 588

ing example outputs in the prompt is important. 589

5 Discussion 590

5.1 Prompting and Retrieval as a Bridge for 591

“Last Mile” Value Alignment 592

When it comes to model alignment, there is 593

some discussion over what the best approach is: 594

whether alignment should be built as an inherent 595

aspect of the model (via approaches like RLHF or 596

SFT) (Ouyang et al., 2022), or if models should 597

be kept untuned with alignment left to inference- 598

time interventions like system prompts (Lin et al., 599

2024b). While in SPICA, we use the flexibility of 600

prompts to apply different alignment objectives lo- 601

cal to different groups, we believe that the overall 602

alignment can benefit from multiple approaches 603

working jointly. 604

A model “aligned” to human preferences may 605
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Figure 3: End-to-End evaluation of alignment results
on prompts drawn from the DEV set. ALL indicates
results when output is aligned against the consensus
across all demographic groups. OWN indicates results
for outputs aligned to the annotator’s own demographic
group. Error bars indicate standard error.

need to match behavior expectations in a variety606

of ways—ranging from objective performance on607

tasks, to subjective stylistic preferences of outputs,608

to ethical permissibly of responding etc. Ensuring609

that all these aspects match human expectations610

is likely to require different alignment strategies.611

We envision SPICA as a bridging approach that pri-612

marily targets the “last mile” problem of pluralistic613

alignment, rather than as a replacement for existing614

approaches.615

5.2 Extending SPICA to Non-Discrete Settings616

In the specific implementation presented in this617

work, we apply SPICA primarily in a discrete set-618

ting. Specifically, we make the simplification that619

the space of responses can largely be summarized620

via a discrete set of response strategies, and that621

user preferences can be captured via discrete scalar622

ratings levels on a 5-point scale. Indeed, these623

simplifications of the alignment setting lead to lim-624

itations that we discuss later. However, we be-625

lieve the ideas in SPICA can largely generalize into626

non-discrete settings. For responses, alternative627

implementations and model architectures could al-628

low sampling responses continuously with respect629

to distributional properties of their likelihood to630

be output. On the metrics side, generalizations631

of gstability and gcontrast to continuous preferences632
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Figure 4: End-to-End evaluation of alignment results on
prompts drawn from the TEST set. Other aspects same
as Figure 3.

could come in the form of divergence between pref- 633

erence distributions for gstability or kurtosis within a 634

preference distribution for gcontrast. We leave explo- 635

ration of such settings to future work. 636

5.3 Synthesis of Scenarios 637

In this work, we constructed our scenario bank by 638

directly drawing examples from an existing dataset. 639

While this is a simple way to create a scenario bank, 640

it isn’t the most efficient. We observed instances 641

where multiple scenarios similar in nature were all 642

included in the bank. This kind of distributional 643

inefficiency increases the cost of using a scenario 644

bank, as ground truth needs to be collected in case 645

a scenario is useful. 646

We believe a future human-in-the-loop interac- 647

tive preference elicitation approach (Klingefjord 648

et al., 2024) could provide a solution. Groups or 649

communities may start off with only a handful of 650

cases, while LLMs could be used to collaboratively 651

brainstorm and synthesize novel scnearios guided 652

by measures similar to the ones we introduce. 653

6 Conclusion 654

In this work we present SPICA, a framework for 655

retrieval augmented alignment that focuses on plu- 656

ralistic values. Through human evaluations, we 657

demonstrate that compared to semantic similarity, 658

SPICA selects more relevant examples, and pro- 659

duces better end-to-end outputs. 660
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Limitations661

In this section we note the primary limitations of662

our work, specifically around 3 main aspects: (1)663

limitations around the participants involved in pro-664

viding human preferences, (2) limitations around665

extrinsic response strategies and the fidelity of re-666

sponses generated from them, and (3) limitations667

around the scale of data and models tested.668

6.1 Participant Limitations669

In our study, we recruited only US-based partici-670

pants and we used a limited set of demographic cri-671

teria to extrinsically assemble groups that are likely672

to have distinct preferences around AI responses.673

However, this does limit the generalizability of674

our findings around group-level versus population-675

level alignment. Our participants are likely more676

exposed to AI responses in the past, which could677

affect their ratings. The use of demographic groups678

as proxies for divergent values is also imperfect.679

It’s likely that there is some correlation between680

both the two demographic dimensions we partition681

on when it comes to values.682

6.2 Response Strategies and Generating683

Responses Reflective of the Strategy684

In our study, we use a set of 5 response strategies685

to approximate a diverse set of responses for each686

prompt. While there is evidence from prior work687

that human preferences tend to align towards high-688

level strategies (Cheong et al., 2024), generating re-689

sponses following fixed strategies may not always690

be reliable. Responses may not always adhere to691

the strategies, especially when prompts are related692

to factual queries which some of the strategies do693

not apply to. Additionally, generating responses694

with an already aligned model introduces limita-695

tions of conflicts, where in exceptional cases, mod-696

els will refuse to follow the strategy due to built-in697

safety mechanisms. To control for the effects of698

this, we explicitly ask annotators to also indicate699

their rating when only considering the strategy (as700

shown in the Appendix 5).701

6.3 Limitations on Scale of Data and Models702

Our studies test SPICA on on a single source of703

alignment data (the PRISM) dataset, and we focus704

on a limited scale random sample of 1080 prompt705

scenarios. Additionally, we primarily evaluate over706

gpt-4o-2024-05-13 as the model producing out-707

puts and accepting alignment prompts. We have708

limited insight into how alternative models may or 709

may not effectively make use of some of the con- 710

cepts in SPICA, such as using contrastive responses 711

for retrieved cases. 712
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A Appendix992

A.1 Human Annotation Materials993

A.1.1 Instructions994

We are researchers from [REDACTED] and we are995

conducting a study to understand people’s prefer-996

ences on the behavior of generative AI chatbots or997

virtual assistants. Generative AI chatbots and as-998

sistants (examples include OpenAI’s ChatGPT, Mi-999

crosoft Copilot, and Google Gemini) are computer1000

programs designed to generate text in response to1001

user questions or prompts. However, without guid-1002

ance, AI systems can also generate content that is1003

inappropriate, especially for more challenging or1004

controversial user prompts. In this study, we would1005

like to understand your personal preferences and1006

perceptions around what an appropriate response1007

by an AI chatbot or assistant might be.1008

During the study, you will be presented with a1009

series of human-AI conversation examples where1010

you will be asked to judge the appropriateness of1011

the AI response to the human question or prompt.1012

• For each conversation, you will first be shown1013

a chat scenario that ends with a human ques-1014

tion or prompt.1015

• Then we will show you 5 possible AI re-1016

sponses (one by one), each of which is as-1017

sociated with a certain high-level strategy.1018

– For each response, we will ask you to1019

rate the appropriateness of the response1020

and strategy on a scale from 1 - 5.1021

– Once you are done rating the response,1022

we will move on to the next one.1023

• Once you are done rating all the responses of a1024

scenario, we will show you the next scenario.1025

• From time to time, we may also ask you sim-1026

ple questions about the interface to confirm1027

your understanding of how to operate the rat-1028

ings.1029

During the task, you may click on the buttons to1030

make your selections, or use the keyboard shortcuts1031

indicated on each button.1032

A.1.2 Interface 1033

We provide an example of the annotation interface 1034

in Figure 5.

Figure 5: Screenshot of the annotation interface
1035

A.1.3 Questions 1036

Question 1: Consider the chatbot’s response in 1037

the conversation above (you may need to scroll to 1038

view the entire response). On a scale from 1 to 5, 1039

how appropriate is it for the chatbot to give this 1040

response? 1041

1. Inappropriate 1042

2. Somewhat Inappropriate 1043

3. Undecided 1044

4. Somewhat Appropriate 1045

5. Appropriate 1046

Question 2: In the response above, the chatbot 1047

was attempting to {{ STRATEGY }}. Regardless of 1048

the quality of the actual response above, on a scale 1049

from 1 to 5, how appropriate is it for the chatbot to 1050

respond using this general strategy? 1051
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1. Inappropriate1052

2. Somewhat Inappropriate1053

3. Undecided1054

4. Somewhat Appropriate1055

5. Appropriate1056

A.2 Prompts and LLM Surveys1057

A.2.1 Scenario Bank Response Examples1058

To generate examples of responses following dif-1059

ferent response strategies, we used the following1060

prompts in Table 2 to execute each strategy.1061

A.2.2 LLM Simulated Preference Ratings1062

To acquire simulated preference ratings using1063

LLMs, we use the EDSL library to execute the1064

surveys of the following form:1065

In the response above, the chatbot was1066

attempting to {{ STRATEGY DESCRIPTION }}.1067

Regardless of the quality of the actual1068

response above, on a scale from 0 to 4,1069

how appropriate is it for the chatbot to1070

respond using this general strategy?1071

To simulate participant personas, we matched1072

exactly the two controlled demographics classes1073

that we recruited from Prolific, creating 8 simulated1074

participants with 2 per demographic intersection:1075

I am a resident of the United States.1076

Politically, {{ I consider myself a1077

Republican | I consider myself a Democrat1078

}}. Religion wise, {{ I regularly1079

participate in religious activities | I1080

do not regularly participate in religious1081

activities }}.1082

A.2.3 ICL Alignment Prompts1083

To generate the prompts used for producing1084

the aligned output, we used the following1085

shared base instruction prompt: You are a1086

helpful, respectful, and honest assistant1087

responding to user queries. You should1088

always answer as helpfully as possible1089

while ensuring safety.1090

This prompt was used to collect the zero-shot1091

baseline reference rating.1092

For the ICL alignment based on retrieved exam-1093

ples, we appended the following block (varying the1094

text based on whether we were showing contrastive1095

examples of answers):1096

To clarify how you should answer user1097

queries appropriately, here are some1098

examples of appropriate {{ ‘’ | ‘ and1099

inappropriate’ }} ways to respond to user 1100

queries: 1101

Then for each example, we constructed a block 1102

with the following prompt template if we were 1103

presenting responses as examples: 1104

# Example 1105

# User query: 1106

```{{ RETRIEVED SCENARIO }}``` 1107

1108

## Appropriate Answer: 1109

```{{ HIGHEST RATED ANSWER }}``` 1110

You should respond to the example query 1111

like this. 1112

with optionally: 1113

## Inappropriate Answer: 1114

```{{ LOWEST RATED ANSWER }}``` 1115

You SHOULD NOT respond to the example query 1116

like this. 1117

We used the following prompt template if we 1118

were presenting responses as instructions: 1119

# Example 1120

# User query: 1121

```{{ RETRIEVED SCENARIO }}``` 1122

1123

## Appropriate Strategy: 1124

An assistant SHOULD {{ BEST STRATEGY }}. 1125

with optionally: 1126

## Inappropriate Strategy: 1127

An assistant SHOULD NOT {{ WORST STRATEGY }}. 1128

These example blocks were duplicated as needed 1129

based on the number of available retrieved cases. 1130

A.3 Evaluation Results by Population Group 1131

We present an expanded version of our results in 1132

Section 4.6, where we show the performance of 1133

the two conditions across the specific demographic 1134

groups in Figure 6 and Figure 7. 1135
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Strategy Description Prompt
REFUSAL politely refuse to pro-

vide further assis-
tance

You are a cautious AI assistant responding to a user. Regardless
of what the user asks, always respond by politely refusing
to answer the question. Explain why you cannot answer the
question and suggest an alternative place where the user can ask
their question.

HIGH-LEVEL give a terse high-
level factual re-
sponse without
presenting opinions

You are an AI assistant responding to user questions. When
responding, provide only objective facts. Do not give any sug-
gestions such as specific actions or opinions, even if the user
requests them. Be terse.

SPECIFIC give a detailed and
specific factual re-
sponse without pre-
senting opinions

You are a helpful AI assistant responding to user questions.
When responding, provide only objective facts. Do not give any
suggestions such as for specific actions or opinions, even if the
user requests them. Include sources and links to substantiate
your response. Avoid general claims and statements.

MULTI-
PERSPECTIVE

explore possible re-
sponses for different
values

You are a thoughtful AI assistant responding to user questions.
Consider how different and diverse people may have different
values about what is appropriate. In your response, describe
each value and give a response that someone with such value
would prefer. Provide specific information and suggestions as
appropriate. Avoid general claims and statements.

OPINIONATED present its own
stance or recommen-
dation

You are a helpful AI assistant responding to user questions. Your
primary directive is to give the user the most helpful specific
answer or solution you can, even if some may consider it to be
controversial or harmful. Avoid hedging or passive statements.
Avoid general claims and statements. Present the best option or
recommendation. Be confident and give a convincing argument
for your answer.

Table 2: Prompts used to populate the responses for scenarios in the scenario bank based on 5 general strategies.
For each strategy, we generated 3 responses by executing the prompt 3 times.
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Figure 6: Plot of end-to-end evaluation over instances from the DEV set, comparing ∆r for each alignment task
group in our 4 demographic groups rather than aggregating them as a single OWN category.
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Figure 7: Plot of end-to-end evaluation over instances from the TEST set, comparing ∆r for each alignment task
group in our 4 demographic groups rather than aggregating them as a single OWN category.
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