Under review as a conference paper at ICLR 2026

VISULOGIC: A BENCHMARK FOR EVALUATING VISUAL
REASONING IN MULTI-MODAL [LLARGE LANGUAGE
MODELS

Anonymous authors
Paper under double-blind review

ABSTRACT

Visual reasoning is a core component of human intelligence and a critical capability
for advanced multimodal models. Yet current reasoning evaluations of multimodal
large language models (MLLMs) often rely on text descriptions and allow language-
based reasoning shortcuts, failing to measure genuine vision-centric reasoning.
To address this, we introduce VisuLogic: a benchmark of 1,000 human-verified
problems across six categories (e.g., quantitative shifts, spatial relations, attribute
comparisons). These various types of questions can be evaluated to assess the
visual reasoning capabilities of MLLMs from multiple perspectives. We evaluate
leading MLLMs on this benchmark and analyze their results to identify common
failure modes. Most models score below 30% accuracy—only slightly above the
25% random baseline and far below the 51.4% achieved by humans—revealing
significant gaps in visual reasoning.

1 INTRODUCTION
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Figure 1: Composition of the VisuLogic benchmark and performance of representative MLLMs.
The left figure shows the distribution of the 6 categories and their subcategories in VisuLogic. The
right figure shows accuracies (%) achieved by MLLMs and by human on each category of VisuLogic.

Reasoning, as fundamental component of human intelligence, has become a critical criterion in
evaluating progress toward Artificial General Intelligence (AGI) [28 [78]]. Recent advancements
in Large Language Models (LLMs) have demonstrated substantial improvements in reasoning
capabilities across complex domains such as mathematics [64} 186l 185, 61]], logical reasoning [[72} 83,
25.,150] and coding [2, 37, 44, [34]. Techniques like Chain-of-Thought (CoT) [79] prompting and
test-time compute scaling (e.g., OpenAl ol [36] and Deepseek-R1 [20]) have significantly enhanced
the reasoning performance of LLMs [20, 28, [78]. Along with the rapid development of language
reasoning research for LLMs, considerable progress [[88 164, 61} [13| 53] 76 54} 66! [77, 16, 147] has
been made in improving multimodal reasoning capability of Multimodal Large Language Models
(MLLMs).
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Question in MMMU MLLM Description (GPT-40) LLM Solution
Convex quadrilateral ABCD has AB=3,
BC=4, CD=13, AD=12, and ZABC=90°as . X X
shown. What is the area of the quadrilateral? A quadrilateral ABCD with a right

B A angle at vertex B. The segment BC is
perpendicular to AB, and the figure
appears to be an irregular quadrilateral
le} extending to point D.

D Preserve Sufficient Information

(a) Pipeline of “MLLM description—LLM” for Question in MMMU [93]]. It is trivial that SOTA MLLMs extract
key visual details, thereby enabling the LLM to answer questions solely based on language reasoning.

uestion in VisuLogic Reference Solution
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MLLM Description (GPT-40)

(@) The top-left corner is black, forming a (@A 4x4 grid of squares with the upper-right corner
checkerboard. The third column and some square missing. It consists of 15 smaller squares
areas deviate from the checkerboard pattern, organized into three full rows and one incomplete
creating irregular gaps. row, creating a shape resembling an "L".

(@)The squares in the 3rd and 4th columns of (@) The figure is a 3x3 grid resembling a cross, with
the first row are black, and the remaining 14 three white squares in the middle column, black
squares are white. The overall effect is a squares in the center of the left and right columns,
black contrast in the upper right corner. and white spaces elsewhere. Lost Symmetric Information

(b) Pipeline of “MLLM description—LLM” for Question in VisuLogic. Even SOTA MLLMs struggle to describe
images precisely, leading to ambiguous interpretations.

Figure 2: Comparison of the “MLLM description—LLM” pipeline on two benchmarks. In
MMMU, detailed descriptions lead to correct solutions, while in VisuLogic, critical visual cues (e.g.,
symmetry, rotation) can be easily lost, causing the LLM to misinterpret the image. This highlights
that textual reasoning alone is insufficient, underscoring the benchmark’s demand for robust and
in-depth visual reasoning.

These methods, which often incorporate reinforcement learning techniques [13} 53} 164] to enhance
the reasoning capabilities of MLLMs, have achieved some early successes 88,164} 161} [13}153]154}166].
However, they typically rely on existing multi-modal benchmarks that struggle to accurately capture
a model’s core visual reasoning ability. For example, VLM-R1 [66] assesses “visual reasoning”
with referring expression comprehension tasks [92} 158 1401, yet these tasks primarily focus on object
localization, demanding only basic perceptual skills rather than more advanced visual cognitive
processes. Meanwhile, several works [61] 164} [88] adopt mathematical problem-solving benchmarks
that include diagrams—such as MathVista 53], MathVerse [93]], and MathVision [73]—to evaluate
visual reasoning. In practice, however, as [95] observes, many MLLMs translate these visual clues
into textual descriptions and then rely on standard language reasoning. This approach can incorrectly
attribute language-driven results to visual reasoning, resulting in a misleading assessment of the
model’s visual reasoning capabilities [95} 32]. Consequently, designing new benchmarks that explic-
itly focus on vision-centric reasoning—rather than conflating it with text-based reasoning—remains
critical for advancing MLLMSs’ visual reasoning capacities.

To address this limitation, we propose VisuLogic, a novel benchmark specifically designed to
evaluate visual reasoning abilities in multimodal models without mixing them with purely text-
based reasoning (see Figure[3). VisuLogic comprises carefully constructed tasks that span multiple
reasoning categories (see Figure [I). As shown in Figure[3] these tasks are classified into six key
types, such as Quantitative Reasoning, which requires understanding and deducing shifts in the
quantity of certain elements within an image. In contrast to existing benchmarks, as demonstrated in
Figure 2] state-of-the-art (SOTA) MLLMs often omit crucial visual details when describing VisuLogic
problems, making it difficult for them to rely solely on a text-based inference shortcut. Indeed, even
humans would find it challenging to capture every essential visual cue in a single description, so
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Typical Question in Our Benchmark Typical Question in MATH-Vision Typical Question in MMMU

From the four options given, choose
the most suitable one to fill in the “?”
so that it shows a certain pattern:

The region bounded by the graph as
shown above. Choose an integral
expression that can be used to find
the area of R.

Two rectangles form the angles
40 and 30 respectively, with a
straight line (see diagram).
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Figure 3: Comparison of questions from different Benchmarks. Compared to MathVista [55]],
MathVision 73], and MMMU (93], VisuLogic focuses more on assessing pure visual reasoning.

effectively tackling VisuLogic demands more robust, vision-centric reasoning. By reducing reliance
on textual inference shortcuts, VisuLogic thus provides a stringent evaluation of MLLMs’ genuine
visual reasoning capabilities.

We conducted a comprehensive evaluation and systematic analysis to assess current models’ visual
reasoning capabilities. When leading text-only LLMs were supplied with detailed descriptions in
place of raw images, their accuracy—Doubao-1.5-Pro (26.6%), Claude-3.7-Sonnet (25.9%) and
Qwen2.5-72B-Instruct [87] (28.0%)—barely exceeded the random-chance baseline of 24.9%. This
clearly demonstrates that textual reasoning alone are insufficient for solving our VisuLogic tasks.
Even state-of-the-art multimodal large language models (MLLMs)—including OpenAl-o03, GPT-
40 [35], Gemini-2.0-Pro-Exp [68] and InternVL3-78B [98]—achieve only 29.5%, 26.3%, 28.0%
and 27.7%, respectively, whereas human participants reached 51.4%. The substantial gap between
these results and human performance underscores the challenge of robust visual reasoning in current
MLLMs. To probe the limits of these models further, we ran “hint” experiments in which explicit
problem-solving cues are provided. Under such conditions, human accuracy rose to 83.6%, yet
MLLMs still failed to surpass 50.0%.

2 RELATED WORK

Multi-modal Large Language Models. Early MLLMs such as BLIP and BLIP-2 [43| |42]] and
Flamingo [S]] bridged ViT [23]] with LLMs, establishing multimodal perception. Instruction-tuned
variants (e.g., LLaVA [48] and MiniGPT-4 [97]) further improved performance, while proprietary
GPT-40 and Gemini-Pro [35}68] set new state-of-the-art results. Open-source families—Qwen-VL [8}
741 19] and InternVL [17, 18, 26, 16, 98]—close the gap through larger data, refined architectures,
and better training. Recent work adds new modalities (audio [24} 21} [81]], point clouds [29 [11]],
video [96) [14]]) and tackles richer tasks such as grounding [84! [75] and screen control [63] [7]].
Reasoning remains under-explored; initial RL-based attempts—R1-OneVision, LMM-R1, MM-
EUREKA, R1-V, Visual-RFT, VisualPRM, OThink-MR1, VLM-R1, and Open-R1-Video [88, 64,61}
131153176} 154, 166, [77]—show promise but remain at an early stage.

Multimodal Benchmarks. With the advancement of MLLMs, multimodal benchmarks have also
progressed [45]]. Early benchmarks focused on perception tasks like VQA [15} 146, 38}, 182]], image
captioning [62} 22} [39], and referring expression comprehension [92} |58]. Later works extended
to specialized domains such as OCR (OCRBench, DocVQA), tool use (AgentBench, ToolEyes),
and egocentric perception [52} 159, 160} |51, 190, |57, [19]. Although recent benchmarks have begun
to explore visual reasoning [94} 93| [32] 4] [80], most still suffer from methodological limitations
that hinder accurate assessment of intrinsic reasoning capabilities. For example, InfiMM-Eval
focuses on everyday reasoning, while MMMU and Emma target academic fields but overlook basic
visual components [31} 93, 132]]. Math-focused benchmarks include diagrams but lack visual logic
emphasis [[73) 55 133} 165, [95] 30]. LogicVista attempts multimodal logic reasoning but remains
shallow and limited in scope [80]. To address these gaps, we introduce a challenging benchmark
specifically designed for visual logical reasoning.
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Figure 4: Data curation pipeline of VisuLogic. The pipeline includes Data Collection, Quality
Control and Data Taxonomy.

3 VISUuLoGIC

In this section, we introduce the data collection and organization process in the benchmark, as well as
the data categories and their distributions.

3.1 DATA CURATION PIPELINE

Data Collection. We construct the VisuLogic dataset by sourcing all questions from publicly available
online resources in compliance with relevant licenses and regulations. As shown in Figure 4] our
automated data processing pipeline comprises three stages: 1) Fetching: We employ Playwright
to systematically scrape raw web content, supplemented by custom parsing scripts that extract
question—answer pairs. 2) Cleaning: We remove noise, irrelevant content, and extraneous HTML
markup (e.g., <div>) to ensure the integrity of the textual data. 3) Structuring: We standardize the
cleaned text and images by structuring all information JSONL format.

Quality Control. To ensure the reliability of the benchmark dataset, we employ a three-stage data
validation procedure: 1) Image Verification: Each image referenced in the questions is checked for
existence and correct formatting; any item that fails to meet the criteria is removed following human
review. 2) Duplicate Removal: We eliminate redundant entries at both the text and image levels
by (i) detecting lexical overlap among text segments and (ii) applying perceptual hashing (pHash)
to identify visually similar images. 3) Manual Checking: After automated filtering, we perform a
thorough human-led review of every remaining entry to confirm its validity and ensure reliability.

Data Taxonomy. We categorize all collected data into a taxonomy of six primary classes based
on expert human annotation of the reasoning skills each question requires. Annotators first tag
questions according to the targeted reasoning competency; these annotated tags are then analyzed
and merged into five primary categories. A subsequent human review ensures that every question
is accurately classified, with any ambiguous instances consolidated under the “Other” category.
Specifically, we define each category as follows. Quantitative Reasoning focuses on changes in
the number or count of graphical elements (for example, points, lines and angles) and on arithmetic
relationships among shapes. Spatial Reasoning requires mentally reconstructing three-dimensional
shapes from two-dimensional figures, folding or unfolding surfaces, and integrating three-dimensional
structures. Positional Reasoning examines transformations such as translation, rotation and reflection
of objects while preserving their fundamental elements. Attribute Reasoning involves intrinsic
properties of shapes, including symmetry (axial or central), curvature and measures of openness or
closedness. Stylistic Reasoning entails alterations in stylistic features such as overlay, subtraction and
assessments of shape similarity or difference. Other includes questions that fall outside the preceding
categories, including those involving letters, alphanumeric symbols or specialized characters.

3.2 DATASET STATISTICS

The VisuLogic benchmark comprises 1,000 rigorously validated single-choice visual-reasoning ques-
tions spanning six categories—Quantitative (35.3%), Spatial (23.1%), Positional (13.6%), Attribute
(8.2%), Stylistic (9.0%), and Other (10.8%) with correct answers evenly balanced across options
ABCD (23.1%, 26.7%, 25.2%, 25.0%).
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Quantitative Reasoning

Choose the most suitable option to fill
in the question mark, so that a certain

pattern is presented.
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Attribute Reasoning

Select the most appropriate one to_
fill in the question mark to maintain

Spatial Reasoning

On the left is a net of the outer surface

of a cube. Which option on the right
can be formed by folding it?

Positional Reasoning

The option that matches the given
pattern is ().
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Choose the most suitable option to fill
in the question mark, so that it
presents a certain regularity.
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Choose the most suitable one to fill in
the question mark, so that it presents
a certain regularity.
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Figure 5: Question examples of different categories in our VisuLogic Benchmark. VisuLogic
contains 6 categories of questions, which require models’ abilities in visual logic reasoning.
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Question:

From the given options, select the most suitable
one to fill in the question mark, so that a certain
pattern is presented:

To solve this pattern transformation puzzle,
observe how the lines in each figure change. In
each step, lines slanting to the left are rotating
clockwise and increasing in number, while lines
slanting to the right are also rotating clockwise
but decreasing in number. Apply this pattern to
transition from the third figure to the next,
focusing on the number and orientation of the

SI=ICIEIE

A B C D

?

Question:

Among the following options, which one
conforms to the pattern change of the given
figure is:

Consider how the elements of each figure are
composed. Observe that in the sequence on the
left, the third figure is a combination of parts
from the first two figures. Specifically, the
bottom half of the third figure is identical to the
bottom half of the first figure, and the top half is
identical to the top half of the second figure.
Apply this pattern to the sequence on the right.

® 4%
6O

Question:

Divide the following six figures into two
categories, ensuring that each category of figures
has its own common characteristics or patterns.

Observe the given figures and pay attention to
their symmetry properties. The six figures in the
title are all symmetrical figures, but their
symmetry types are different. Try to divide the
figures into two categories: centrosymmetry and
axisymmetry to help identify the regularity
between figures. Through this classification, we
can find the attribution of each figure and get the

lines to determine the correct configuration. Identify the parts of figures on the right first. correct answer.

Figure 6: Hint prompts visualization. Hint prompts examples, which supply solution guidance for
MLLMs, are shown in the image, with solution-critical elements highlighted in red.

4 EXPERIMENTS

In this section, we present a comprehensive evaluation of the VisuLogic benchmark. We first describe
the experimental setup in Section[d.I] followed by overall performance results in Section We
then analyze systematic errors in Section.3]and provide qualitative insights in Section

4.1 EXPERIMENT SETUP

References Performance. To fully investigate models’ performance, we establish two reference
points: 1) Human Performance: We invited 100 graduate students majoring in science and engineer-
ing to solve 10 randomly sampled VisuLogic questions each, allowing 2—5 minutes per question. The
aggregate accuracy over all participants constitutes the human benchmark. 2) Random Selection:
We simulate random guessing by sampling answers uniformly over 10 independent runs and report
the average accuracy as the random baseline.

Evaluated Models. We evaluate a total of 31 models on VisuLogic, comprising 8 large language
models (LLMs) and 23 multimodal large language models (MLLMs). Appendix [C|provides more
details.
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Problem
From the four options given, choose the most
appropriate one to fill in the question mark so that
it shows a certain regularity

A B C D a
Reference Solution

The elements are the same, so the position pattern is given
priority. The figures in the question all have 25 squares, and the
number of black blocks in the middle is the same. So the inner
and outer circles are considered separately for translation. It is
found that the position of the black block in the center of the
inner circle remains unchanged, and the other two black blocks
move 4 squares clockwise (counterclockwise) each time (it can
also be seen as the positions of the two black blocks alternating
on the left and right sides), and the outermost black block moves
1 square clockwise each time. Only option C is correct. b

InternVL2.538B X

The number of black circles in each graph is gradually

decreasing, which allows us to analyze the options in the last

row. Let's look at each option:

- The number of black circles in options A and B is more
than in the previous graphs, which is obviously inconsistent
with the pattern.

- - There are more black circles in option C than before,
which is inconsistent with the previous pattern.

- - The number of black circles in option D is consistent with
the previous change pattern.

- Therefore, option D is the most suitable option. ¢

Image Description
(GPT-40)

Structure of the Puzzle:

* The top row consists of five grids, each with a 6x6
arrangement of black and white circles.

« The first four grids follow a specific pattern, while the fifth
grid is missing (represented by a “?”).

« The goal is to determine the pattern and select the correct
option from four answer choices (A, B, C, D) shown below.
Observations About the Given Sequence:

To determine the correct answer, we need to identify the pa\t(}; ifl‘gc sequence of images. Upon analyzing the sequence, each
figure shows a progression where black and white dots alternate positions in a specific and regular way.

Observations:

LIn each step, the black dots shift positions, creating a systematic pattern.

2.The white and black dots alternate in a way that spreads uniformly across the grid.

By analyzing the progression in the sequence of grids, Option A is the correct choice as it aligns with the observed regularity.

wenVL2.5 72B-Instruct X

The first grid has 10 black circles and 6 white circles.
The second grid has 9 black circles and 7 white circles.
The third grid has 8 black circles and 8 white circles.
We can observe that the number of black circles decreases by 1 and the number of white circles increases by 1 in each
subsequent grid. Therefore, the fourth grid should have 7 black circles and 9 white circles.

Now, let's check the options:

A: This grid has 7 black circles and 9 white circles.

B: This grid has 6 black circles and 10 white circles.

C: This grid has 8 black circles and 8 white circles.

D: This grid has 9 black circles and 7 white circles.

The grid that matches our pattern is option A, which has 7 black circles and 9 white circles.

Thus, the most appropriate option to fill in the question mark is \boxed{A}. f

Claude-3.7-Sonnet v

I need to identify the pattern to determine which option should replace the question mark.\n\nFirst, let me analyze the
structure:\n- Each grid has what appears to be an inner 3x3 section and an outer ring\n- The center black dot remains fixed in
all frames\n- There seems to be a movement pattern for both the inner grid and outer ring\n\nFor the inner 3x3 grid (excluding
the fixed center):\n- I notice two additional black dots that seem to rotate counterclockwise around the center\n- From frame to
frame, these two black dots move one position counterclockwise\n\nFor the outer ring:\n- The black dots in the outer ring
appear to rotate clockwise\n- Each black dot moves one position clockwise in each su ive frame\n\nTesting this pattern:\n-
If I follow the established rotation rules from the 5th frame to predict the 6th frame (question mark)\n- The inner black dots
should move one position counterclockwise\n- The outer black dots should move one position clockwise\n\nExamining the
options A, B, C, and D carefully against these rules, I can see that option C continues both rotation patterns correctly. It
shows:\n- The two inner black dots rotated counterclockwise from their positions in frame 5\n- The outer black dots rotated
clockwise from their positions in frame 5\n\nAnswer: \\boxed {C}

x

To solve this puzzle, let's follow a step-by-step reasoning approach based on the observations about the sequence of grids.
1. **First Step: Observe the Pattern in the First Four Grids**

- We need to closely examine the black and white circles in each grid, paying attention to how the black circles evolve
across each grid.

- Look at the number of black circles, their positions, and any shifts or transformations from one grid to the next.
2. **Identify Possible Transformations**

- The transformation could be based on the movement of black circles, changes in the arrangement (e.g., rotation,
mirroring, shifting), or adding/removing black circles in a predictable manner. - Consider changes like: - Moving black

03-mini

circles from one position to another. - Adding or removing black circles. - Symmetry or patterns like shifting rows or columns.
3. **Predict the Missing Grid**- Using the transformations observed from the first four grids, hypothesize what the fifth grid
should look like. - Think about the positions, number of black circles, and their movements. The fifth grid should be the
natural progression based on the previous grids.
4. **Compare the Answer Choices**

- Once you have a hypothesis for the missing grid, compare it against the four answer choices (A, B, C, D).

- Choose the one that matches the predicted transformation. Based on this reasoning approach, let’s assume that you’ve
Bach of the four answer choices consists of a 6x6 grid similar | carefully analyzed the first four grids and identified a clear pattern in the movement and arrangement of the black circles.
to the ones in the sequence. Only one of them correctly Answer: \boxed{B}.
follows the pattern observed in the first four grids. h

1. Each grid in the sequence contains a mix of black and
white circles.

2. The arrangement of black circles seems to follow a
transformation from one grid to the next.

3. By analyzing the first four grids, a rule or pattern
governing the change can be identified.

Answer Choices (A, B, C, D):

Figure 7: Solution examples generated by different models. Reference solution and outputs
generated by GPT-40 [35], Qwen2.5VL-72B-Instruct [9]], InternVL2.5-38B [18]], and Claude-3.7-
Sonnet. Additionally, the image description and solution from LLMs are also illustrated.

LLM Evaluation Protocol. For language models, we generate an image description using GPT-40
and prepend it to the question. Specifically, each question is formatted as “Following is a detailed
caption describing an image: [DESCRIPTION]. Based on the provided description, select the best
answer from the four options.”. This combined prompt is fed directly into LLMs for inference.

Prompts Setting. We apply three distinct prompting paradigms to investigate model reasoning
capabilities: 1) Non-CoT prompt evaluation: Models receive a concise instruction: “Answer the
question using a single word or phrase, following this format: Answer: \boxed{ SLETTER}”. 2) CoT
prompt evaluation: We prompt models to articulate intermediate reasoning steps: “Solve the complex
visual logical reasoning problem through step-by-step reasoning. Think about the reasoning process
first and answer the question following this format: Answer: \boxed{SLETTER}”. 3) Hint prompts
evaluation: Leveraging GPT-40, we generate question-specific hints derived from the reference
solutions. Solution-related hints are provided alongside the CoT prompt to guide reasoning without
revealing the final answer directly. Notably, unless otherwise specified, CoT prompt evaluation
is employed by default for assessing model performance. And hint prompt cases can be found in

Figure[6]
4.2 OVERALL RESULTS
LLM Performance. Table[T]reports that all evaluated LLMs attain rather low accuracy on VisuLogic.

The best-performing LLM, Qwen2.5-72B-Instruct, reaches only 28.0%, while GPT-4 and Deepseek-
RI achieve 23.6% and 26.6%, respectively. These findings underscore that reasoning based solely on
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Table 1: Cross-Modal performance with CoT prompts on VisuLogic. The table shows the
evaluation scores of baseline references, LLMs, and MLLMs. Top performers per category are
bolded, second - place ones underlined. The first column shows the model name. The second shows
the total score with the Hint prompt. The third shows the total score with the CoT prompt. And the
remaining columns show the category-wise scores with the CoT prompt.

Models | Hint | Overall | Quantity Spatiality Position  Attribute Style  Other
References

Human 83.6 514 453 52.7 71.1 50.0 475 44.2

Random 25.0 249 25.7 254 227 23.4 24.3 26.1

Open Source LLM (MLLM Description— LLM)

Deepseek-R1 [20] - 26.6 271 235 24.0 278 23.0 35.0
Qwen2.5-72B-Instruct [§7] - 28.0 302 244 275 265 268 30.8
QwQ-32B [71] - 238 246 20.1 25.4 19.0 207 24.0

Close Source LLM (MLLM Description—LLM)

GPT-4 (20240613) [1] - 23.6 21.2 22.5 21.3 25.6 233 35.2
03-mini (20250131) - 24.6 27.8 18.8 24.5 21.7 25.6 28.4
Gemini-2.0-Flash-Thinking (20250121) [68 - 234 23.2 26.0 16.9 17.1 21.1 333
Claude-3.7-Sonnet (20250219) - 259 26.6 225 25.0 28.0 25.6 30.6
Doubao-1.5-Pro-32k (20250115) - 26.6 30.0 22.5 25.0 256 30.0 24.1
Close Source MLLMs
OpenAl-03 (20250417) 40.1 29.5 24.2 31.0 34.6 27.0 25.0 41.9
GPT-40-mini (20240718) 27.3 243 27.2 234 235 18.3 31.1 16.7
GPT-40 (20240806) [35] 30.0 26.3 28.6 24.7 27.2 26.8 20.0 25.9
Kimi-latest(202504) [69] 27.8 25.9 24.9 29.4 26.5 28.0 16.7 26.9
Doubao-1.6-Vision (250815) 43.8 34.9 32.9 34.6 39.0 31.7 30.0 43.5
Gemini-2.0-Pro (20250205) [68] 36.5 28.0 29.7 24.2 27.9 305 222 333
Claude-3.7-Sonnet (20250219) 335 24.8 22.7 27.3 279 28.0 222 222

Open Source MLLMs

LLaVA-v1.5-7B [49] 25.3 24.6 26.1 24.2 23.5 17.1 31.1 222
LLaVA-OneVision-7B (SI) [41] 26.8 25.3 224 27.3 33.1 23.2 25.6 222
ShareGPT4V [12] 26.8 23.4 249 22.1 235 19.5 28.9 19.4
MiniCPM-0-2.6 [89] 28.8 25.3 25.6 23.0 27.3 21.9 24.5 29.9
GLM-4v-9B [27] 29.1 243 224 23.7 283 26.0 24.1 25.3
Ovis2-8B [36] 271 25.6 26.1 23.8 27.2 28.0 25.6 24.1
mPLUG-OwI3-7B-241101 [91] 25.6 18.9 21.5 15.2 16.2 20.7 18.9 20.4
Skywork-R1V3-38B [67] 31.2 279 26.5 29.6 24.6 21.2 26.6 39.3
Ernie-4-5-Turbo-VL [10] 31.0 27.1 27.8 25.0 24.5 35.7 30.0 24.4
Qwen2.5-VL-7B-Instruct [9] 30.1 26.0 27.6 20.9 25.2 23.2 37.8 25.0
Qwen2.5VL-72B-Instruct [9] 322 26.2 25.2 23.8 27.2 25.6 25.6 343
QvQ-72B-Preview [70] 29.8 23.0 24.2 17.0 24.4 21.0 24.4 30.6
InternVL2.5-38B [16 333 25.5 24.4 26.4 272 232 25.6 26.9
InternVL2.5-78B [16] 30.7 27.3 26.6 26.0 26.5 26.8 31.1 30.6
InternVL3-38B [98] 332 27.1 28.7 27.6 26.1 21.4 239 28.5
InternVL3-78B [98] 33.6 271 271 26.1 31.6 26.3 21.3 323

textual descriptions is insufficient to capture the rich visual information required by our benchmark,
causing failures to resolve visual logical reasoning problems.

MLLM Performance. As shown in Table [l| current multimodal LLMs also perform poorly on
VisuLogic. The highest score is 29.5% by OpenAl-03, which remains a substantial 21.9 points
below human performance. Advanced models such as GPT-4o0 and Gemini-2.0-Pro attain only 26.3%
and 28.0%, respectively, revealing a marked gap between existing MLLMs and human-level visual
reasoning. Overall, these results indicate that current MLLMs have serious deficiencies in visual
reasoning and that significant advances are still required.

Effectiveness of CoT Prompts. Contrary to expectations, chain-of-thought (CoT) prompting yields
minimal improvements in visual reasoning. As detailed in Table 2] GPT-40-mini benefits most, with
only a 1.2-point gain under CoT compared to direct-answer prompts; all other models exhibit gains
below 1.0 point. We speculate that this limited effect likely stems from current CoT training being
based only on pure-text corpora; future works should explore CoT techniques tailored to multimodal
data to better support visual reasoning tasks.

Effectiveness of Hint Prompts. Table [3] shows that hint prompts can boost model
performance—Claude-3.7-Sonnet, Gemini-2.0-Pro, and Doubao-1.5-Vision-Pro-32k all improve by
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Table 2: Influence of Chain-of-Thought on model performance. Positive value changes are
highlighted in red, negative changes in green, and statistically insignificant variations (delta < 1%)
are denoted in gray. With CoT prompts, MLLMs only exhibit tiny improvements in visual reasoning.

Models CoT Overall Quantity Spatiality Position Attribute Style Other
GPT-40 (20240806) 4 26.3 28.6 24.7 272 26.8 20.0 259

X 26.0(_0.3) 269 1.7 24205 26507 232 .56 2400440 29.6(43.7)

- 4 259 249 294 26.5 28.0 16.7 269

Kimi-latest

X 25.1(_¢.3) 22.9(_ 5.0 22.5(_g.9 25.00 | 5 19.5. 7 5 35.6(118.9) 24.1._5 g
GPT-4o-mini (20240718) 4 24.3 272 234 235 18.3 31.1 16.7

X 23.1( 15 28854 229 5 243(0% 170 . 300 18.5(41.5)
Qwen2.5-VL-Instruct-7B 4 26.0 27.6 209 252 232 37.8 25.0

X 25.9(_¢.1) 25.5( 5.1y 22.8(11.9) 26.4(1 1 2) 25.3(42.1) 20.6( 17 o 38.2(113.2)
InternVL2.5-38B 4 24.9 24.1 ) 26.4 272 232 25:6 22A2‘

X 25.0(10.1) 2460105  25.5( 00y 221 51, 2200 ;5 267411 29.6( 7.4

Table 3: Influence of hint prompts on model performance. MLLMs exhibit measurable perfor-
mance enhancements with hint integration, yet retain significant gaps against human performance. In
comparison, humans achieve task mastery on VisuLogic with hints. Value changes are color-coded
with red indicating positive shifts and green denoting negative variations.

Models Hint Overall Quantity Spatiality Position Attribute Style Other
Human X 514 453 527 711 50.0 415 442

v 83.6(132.2) 85.l(y30s) 685(41155) 100.0(125.0)  95.T(fus7)  T8.6(131.1)  90-5(446.3)
GPTo (20240806) X 263 286 247 272 2638 200 259

v/ 30.0¢43.7)  25.4( 3 31.5(46.8)  292(42.0) 28.6(11.5)  30.8(y10.8) 42.9(417.0)
Clande-37-Sonnet (20250219) X 248 27 273 279 280 22 22

3. 5 v 335187 3731106  333(46.0)  37-5(10.6) 238, 4o 154 g4 38.1(415.0)
Gemini-2.0-Pro (20250205) X 280 297 242 219 305 22 333
- v 36.5(1 55 448151y 3330191  25.0( o 38.1(17.6) 154 s 42995

Doubao-1.5-Vision-Pro-32k (20250115) S 281 281 238 2.1 2.1 321 350

v 37.01s.0)  46.3(1152)  25.9(401)  54.2(4051) 333152 231 g0  28.6( g

over 8 points, reaching accuracies above 35%. However, even with explicit guidance, models still
fail to construct coherent, reliable reasoning chains. This suggests that simply augmenting training
data with similar tasks is insufficient (which can help MLLMs come up with specific directions
for solving the problem); future efforts must focus on enhancing the reliability and correctness of
reasoning procedures of MLLMs to achieve more accurate reasoning inference. The complete results
and analysis for all MLLMs can be found in Appendix [C]

Impact of Model Scaling. In Table[I} we observe a positive correlation between parameter size
and model performance. With in the same model series, Qwen2.5-VL-72B-Instruct achieves 26.2 %
outperforming Qwen2.5VL-7B-Instruct (26.0%) by 0.2%. Furthermore, InternVL2.5-78B (27.3%)
surpasses InternVL2.5-38B (25.5%) by a margin of 1.8%.

Open-Source vs Close-Source. Table[I] further compares open- and closed-source models. The top
open-source MLLM, InternVL3-78B, attains 27.7%, trailing the closed-source leader (OpenAl-o3,
29.5%) by only 1.8% points and outperforming other proprietary competitors such as GPT-40 and
Claude-3.7-Sonnet. Overall, both open- and closed-source models exhibit uniformly low performance,
highlighting a widespread neglect of visual reasoning objectives in current multimodal model training
and data collection.

4.3  FINE-GRAINED COMPARISON

We systematically analyze model capabilities by examining error distributions across reasoning
categories for different models. Figure [§] presents the error rates of LLMs, MLLMs, and human
participants over six distinct reasoning categories.

Figure [8a] reveals that LLMs struggle most with Spatial Reasoning questions, indicating that text-
only descriptions are insufficient to infer three-dimensional structures or spatial transformations. In
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Figure 8: Error distribution analysis. The figure demonstrates distinct error type allocations across
Humans, LLMs and MLLMs, revealing differences among their cognition patterns.

contrast, their performance on Quantitative Reasoning tasks is comparatively stronger, suggesting
that quantitative relationships are more readily conveyed through language.

As shown in Figure[8b} Stylistic Reasoning presents the greatest difficulty for MLLMs, with error rates
exceeding 75%—worse than random guessing (25% accuracy). This result underscores a fundamental
limitation of current MLLM architectures in capturing subtle visual cues such as overlays, contours,
and shape variations.

Figure [Bd reveals that human error patterns form a distinct cluster, separate from LLMs and MLLM:s.
Human participants maintain error rates below 30% on Positional Reasoning tasks, reflecting robust
position-based visual inference. In contrast, LLMs and MLLMs face significant challenges with posi-
tional reasoning, underscoring a fundamental divergence between human and model visual-cognitive
processes and revealing limitations in how these models interpret positional information.

4.4 QUALITATIVE ANALYSIS

LLM Failures. As shown in Figure[7(h), LLMs that rely on externally generated image captions
often omit critical visual details required for multi-step logical deduction—such as the counts, shapes,
and progression patterns of the black and white dots in Figure [7(a). As a result, their reasoning
deviates from the correct solution, often producing hallucinations or irrelevant responses.

MLLM Failures. Figure [7)also presents cases in which MLLMs correctly describe static visual
content yet fail to infer the evolving relationships among shapes, instead resorting to superficial cues
like object counts. While these models can recognize individual shapes and tally items, they struggle
to reason over inter-element relations, which limits their ability to solve visual-logic problems.
Besides, we provide failure mode analysis of each categories in VisuLogic in Appendix

5 CONCLUSION

In this paper, we present VisuLogic, a novel benchmark designed to evaluate the visual reasoning
capabilities of Multi-modal Large Language Models (MLLMs). The benchmark consists of 1,000
vision-centric reasoning tasks distributed across six distinct categories. We conduct comprehensive
evaluation of several advanced LLMs and MLLMs on this benchmark and provide an in-depth
analysis of their performance. Our findings reveal that even the most advanced models fall short
of human performance, highlighting substantial opportunities for advancement in visual logical
reasoning. To promote further research and innovation, we’ll open-source the evaluation code and
datasets associated with this work. We hope this work serves as an important research in visual
reasoning and contributes to the broader progress of MLLMs.

Reproducibility Statement. We provide detailed descriptions of dataset construction, preprocessing
steps and quality controlling methods in Section 3] and Appendix [B] Experimental setups, model
configurations, and hyperparameters are reported in Section @ and Appendix [C} An anonymous link
to download our dataset is included in the supplementary materials.
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APPENDIX

The Use of LLMs. We only used LLMs to polish the paper and did not involve them in the core
contributions of this work.

A OVERVIEW OF THE APPENDIX

In the appendix, we provide additional details and supplementary information to further elaborate on
sections mentioned above. In Section@], we analyze the statistical features of the dataset, meanwhile
providing examples of questions ranging from different categories. Section[C|contains experiments
details, including the evaluation of LLMs, the evaluation of hint prompts and RL experiments. Some
examples of model outputs are also illustrated.

Due to file size limitations, we place all supplementary materials related to the paper in an anonymous
link | https://anonymous.4open.science/r/4644a0d29c4ded212c057467c54df6dS. The anonymous
repository contains the benchmark data used in the paper, along with an additional training dataset.

B BENCHMARK ANALYSIS

B.1 STATISTICAL ANALYSIS

As shown in Figure[I0] the text length of questions in VisuLogic is mostly concentrated around 40
tokens (calculated by Llama-3.1’s and InternVL2.5’s tokenizer). We also analyze the distribution of
image sizes, as shown in Figure[9] The image widths range from 200 to 700 pixels, with an average
of 592.3 pixels, while the heights range from 90 to 825 pixels, with an average of 327.9 pixels.

Image Size Distribution

Height (pixels)
P

100 200 300 400 500 600 700 800
Width (pixels)

Figure 9: Image size distribution. The size of images is limited to within the same order of
magnitude.

B.2 MORE EXAMPLES OF VISULOGIC

To provide a thoroughly presentation of our benchmark, we include more examples of questions from
different categories in the Figure[TT]and Figure[12]

B.3 TRAINING DATASET

To facilitate further investigation of visual reasoning, we provide an auxiliary training set of 4,296
question—answer pairs drawn from the same domains and subjected to identical validation procedures
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Figure 10: Distribution of text token length in VisuLogic.

to prevent overlap with the benchmark. The training split mirrors the primary taxonomy, with category
proportions of Quantitative Reasoning (30.7%), Spatial Reasoning (25.5%), Positional Reasoning
(13.0%), Attribute Reasoning (8.8%), Stylistic Reasoning (9.9%), and Other (12.1%).

C EVALUATION & EXPERIMENT

C.1 CoSsT OF HUMAN EVALUATION

Because VisuLogic relies on a heavily automated pipeline—syntactic checks, image—caption con-
sistency filters, and rule-based unit tests—only a single, lightweight human pass is needed at the
end. Concretely, the entire benchmark (4296 train + 1000 test items) was reviewed by five annotators
working two hours each (around 10 person-hours total). At a typical crowd-platform rate of USD
120, or $0.02 per item.

C.2 EVALUATION OF LLMS

Caption Generation for LLMs Evaluation. In our experiment, we employ large language models
(LLMs) for comparative analysis. Specifically, when setting up the LLM-based experiment, we
initially utilize GPT-40 to generate captions for images with the following prompt: Please describe
the fine-grained content of the image or figure based on this question, including scenes, objects,
relationships, and any text present. Please note that you do not need to answer this question directly,
Jjust describe the information of this picture. Additional examples of generated image captions are
presented in Figure[T4]and Figure[T3]

More Examples of Captions. We provide additional image captions for six categories, as illustrated
in Figures [T4]and[T5] Even SOTA MLLM (GPT-40) encounters difficulties in accurately describing
the details of images from VisuLogic.

Evaluation of Caption Quality Generated by MLLMs. We conducted a human evaluation of
four MLLMs (GPT-40, Claude Sonnet 3.5, Gemini 2.5 Flash, and Qwen2.5-VL-72B) across six
dimensions of caption quality. Using 100 image-pair questions, we collected a total of 400 captions
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Figure 11: More examples in VisuLogic of Quantitative Reasoning, Spatial Reasoning, Positional
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Figure 12: More examples in VisuLogic of Attribute Reasoning, Stylistic Reasoning, and Other.
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Figure 13: Distribution of tokens length in LLM evaluation settings, including image description.

and invited 50 human evaluators to assess them. Each caption was independently evaluated by four
annotators, with tasks distributed evenly to ensure balanced coverage across models. On average,
each annotator evaluated 32 captions, corresponding to eight captions from each of the four models.
Caption assignments were randomized to minimize systematic bias. The final evaluation results were
obtained by averaging the scores for each model on each dimension.

Table 5] presents the results. We adopt a three-level scoring scheme (high = 2, mid = 1, low = 0) and
report both the mean score and the variance to reflect annotator consistency. The table lists unrounded
mean scores, with standard deviations shown in parentheses.

The six evaluation dimensions are defined as follows: 1) Integrity: whether the description compre-
hensively covers the main image content without omitting key elements. 2) Granularity: the level of
detail in the description, capturing how specific and fine-grained the information is. 3) Hierarchy: the
organization and structure of the description, including clarity of main points and subordinate details.
4) Task Alignment: how well the description aligns with the given task requirements or instructions.
5) Clarity: the readability and understandability of the language, emphasizing conciseness and
avoidance of ambiguity. 6) Reasoning: whether the description demonstrates logical reasoning and
causal interpretation of the image content.

Besides, we also conduct experiments to measure inter-annotator agreement among evaluators. For
GPT-40’s "inter-annotator agreement among evaluators", we also use the standard deviation (std) as
the metric. Specifically, we calculate the std of evaluator scores on each caption for every dimension,
and then compute the average of these std values to quantify agreement. Notably, the standard
deviation (std) here differs from the previously mentioned std of all scores. In this case, the std is
calculated across different evaluators’ ratings for the same caption and the same evaluation dimension.

As Table ] shows, the average standard deviation of scores given by different evaluators remains low,
illustrating high inter-annotator agreement for our evaluation.

C.3 MORE SOLUTIONS FROM MODELS

We provide more solutions generated from different LLMs/MLLMs on our benchmark, as shown in
Figure[16] Figure[I7]and Figure[I8] For the majority of questions, almost all models fail to provide
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Table 4: The average standard deviation of scores given by different evaluators for GPT-4o.

Integrity Granularity Hierarchy Task Alignment Clarity Reasoning
mean 0.266 0.307 0.324 0.328 0.326 0.582

Table 5: Detailed scores of captions from different models across various evaluation dimensions.

Model Integrity  Granularity Hierarchy Task Alignment Clarity Reasoning
GPT-40 1.78 (0.41)  1.75(0.43)  1.73(0.44) 1.74 (0.44) 1.71 (0.45)  0.99 (0.72)
Claude-Sonnet-3.5 1.00 (0.74)  1.01 (0.69)  1.78 (0.41) 0.95 (0.69) 1.74 (0.44)  0.26 (0.44)
Gemini-2.5-Flash ~ 1.04 (0.70)  0.24 (0.43)  0.96 (0.71) 0.24 (0.43) 0.98 (0.67) 0.25(0.43)
Qwen2.5-VL-72B  1.74(0.44)  0.91 (0.67)  1.76 (0.43) 1.04 (0.70) 1.00 (0.72) 1.70 (0.46)

accurate solutions. Sometimes even when the final answer is correct, methodological wrong may
persist.

C.4 VERIFICATION OF BENCHMARK SUFFICIENCY

In our evaluation of GPT-40 on the VisuLogic benchmark, we tested three sets of problems at each
step. As we increased the number of benchmark questions from 10 to 1280, the standard deviation of
the accuracy scores (corresponding to a 68.27% confidence interval) changed as follows:

The result shows that with around 1000 benchmark questions, the standard deviation has reached
approximately 0.006, which is sufficient to reliably evaluate the model’s capability in this aspect.

C.5 MORE FAILURE-MODE ANALYSIS

In Sectiond] we analyze some failure issues. In this part we provide more detailed analysis for each
categories. For commonly used models such as GPT-40 and Gemini 2.0 Pro, we have summarized
the issues in Table

C.6 HINT PROMPTS EVALUATION DETAILS

We first generate hint prompts with GPT-40, combining reference solutions with question data as
inputs (see Figure [6). All outputs undergo manual validation to prevent solution leakage. More
examples are shown in Figure[I9] After that, we input the hint prompts along with the same CoT
prompt in CoT experiments (‘“Solve the complex visual logical reasoning problem through step-by-
step reasoning. Think about the reasoning process first and answer the question following this format:
Answer: \boxed{$LETTER)}.”) to MLLMs.

Table 8 presents the complete results of the hint experiments.

Overall Trends. Most MLLMs improve with hints, but gains are modest (=310 points) and substan-
tially smaller than for humans. Several strong positives include Doubao-1.6-Vision (34.9—43.8; +8.9),
Claude-3.7-Sonnet (24.8—33.5; +8.7), and the InternVL family (e.g., InternVL2.5-38B: 25.5—33.3;
+7.8). In contrast, Kimi-latest shows limited net change (25.9—27.8; +1.9). This indicates that
models differ markedly in their reasoning abilities.

Dimension-wise Effects. Gains are uneven across skills. Aftribute and Other often show the largest
improvements (e.g., Doubao: +18.3 on Attribute; Claude: +15.9 on Other). Quantity also improves
notably for several models (e.g., Gemini: +15.1; Claude: +14.6; InternVL lines: +6-9). However, we
also observe regressions: Position degrades for some models (e.g., Kimi: —6.6; GPT-40-mini: +4.4
but with other dips), and Style can suffer negative transfer (e.g., Qwen2.5-VL-7B: —15.6; Gemini:
—6.8; Claude: —6.8). The results indicate that models vary in their specializations, with certain
models showing deficiencies in specific domains.

Model-Specific Analysis. GPT-40 and GPT-4o0-mini exhibit small overall gains (+3.7 and +3.0,
respectively), with mixed per-dimension changes (e.g., improvements on Spatiality but dips on
Quantity and Style). OpenAl-03 shows a moderate overall lift (+10.6) driven by Quantity and
Attribute, yet small declines on Position and Other. Larger InternVL models (e.g., InternVL3-78B)
improve more consistently across Quantity, Spatiality and Attribute.
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Table 6: Stability of GPT-40 accuracy on the VisuLogic benchmark as sample size grows.

Index Number of Questions Std. Dev.

0 10 0.135
1 20 0.094
2 40 0.065
3 80 0.037
4 160 0.036
5 320 0.029
6 640 0.010
7 1000 0.0064
8 1280 0.0052

Table 7: Failure-mode analysis of MLLMs across question categories on the VisuLogic benchmark.

Categories

Analysis

Position Reasoning

Spatial Reasoning

Attribute Reasoning

Quantitative Reasoning

Stylistic Reasoning

Other Reasoning

(1) The pattern descriptions are often vague, using phrases like “in some way”
or “following a certain rule,” which hinders further reasoning. (2) Even when
identifying correct patterns, the explanations lack specificity. For instance,
saying “the circle moves up by one grid” doesn’t capture the full logic when the
grid itself may carry structural or relational significance.

(1) The contents on each face are only roughly described, and the model often
treats distinct faces as similar. It struggles with complex shapes on individual
faces. (2) When shapes are slanted or irregular, the model fails to match the
unfolded and folded views of a 3D object. (3) Spatial reasoning techniques are
mostly limited to face adjacency, lacking more advanced spatial transformation
abilities.

(1) Uses imprecise descriptors like “more edges,” “more protruding parts,” or
“more complex shapes,” which are not clearly defined or measurable, making
verification and comparison difficult. (2) Shows little evidence of tracking
dynamic changes across a sequence; instead, it tends to only compare two
figures at a time. (3) Fails to recognize changes in symmetry axes, showing
limited sensitivity to symmetry transformations.

(1) Uses abstract phrases like “more lines” or “becomes nested/symmetrical,”
without quantifying these changes (e.g., how many lines were added or what
structure was formed). (2) Some conclusions, like ’complex — simple —
complex,” are based on subjective impressions rather than measurable criteria.
(3) Unable to analyze figures that do not consist of basic elements; often resorts
to describing only vague or similar shapes.

(1) In tasks involving rotation, it might state that “rotation is involved,” but fails
to specify the rotation angle, whether there is central symmetry, or which figures
are related through rotation. (2) When dealing with complex visual styles, the
reasoning process becomes disjointed and lacks clear correspondence between
described features and actual image elements. (3) Multiple distinct patterns in a
task hinder the model’s ability to generalize consistent stylistic rules.

(1) For letter or character-based tasks, the model is often misled by the semantic
meaning of the symbols, which interferes with pattern recognition and hinders
reflective correction. (2) When facing mixed-type symbol patterns, the model
has difficulty synthesizing rules across different symbol categories.

99 ¢

Concluding Remarks. (1) Although hints provide substantial help for humans, they yield only limited
and inconsistent gains for current MLLMs, leaving a large human—model gap. (2) Improvements
concentrate on Attribute, Other, and Quantity, while Position and Style can regress, suggesting
incomplete exploitation of models’ abilities.
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Table 8: Results of hint prompts for all models. Value changes are color-coded with red indicating
positive shifts and green denoting negative variations.

Models Hint Overall Quantity Spatiality Position Attribute Style Other
Human X 514 453 527 71.1 50.0 415 442

v 83.6(132.2) 85.1(139.8) 68.5(115.5) 100.0(425.9) 95.7(145.7) 78.6(131.1) 90.5(146.3)
OpenAl-03 (20250417) X 29.5 24.2 31.0 34.6 27.0 25.0 419

4 40.1(110.6)  434(119.2)  33.0(420) 33.3(_ 3 54.6(157.6)  36.0(111.0) 375 ..
GPT-d4o-mini (20240718) X 243 272 234 235 183 311 16.7

v 27.3(13.0) 24.7, 5 5 34.6(111.2)  27-9(4a4.4) 22.0(43.7) 24.4, 4 - 25.9(19.2)
GPT-40 (20240806) X 26.3 28.6 24.7 27.2 26.8 20.0 259

v 30.0(43.7) 25.4(_ 5.2 31.5(46.8) 29.2(42.0) 28.6(41.8) 30.8(110.8)  41.9(116.0)
Kimi-latest (202504) X 25.9 24.9 29.4 6.5 28.0 16.7 269

v 27.8(11.9) 27.5(12.6) 27.3(_ 5 1) 19.9 4.6 32.9(14.9) 26.7(110.0)  37-0(410.1)
Doubao-1.6-Vision (250815) X 34.9 329 34.6 39.0 317 30.0 435

4 43.8(15.09) 45.6( 1107y  39.8(15.2) 41.942.9) 50.0(118.3)  34.4(14.4) 51.9( (5.4
Gemini-2.0-Pro (20250205) X 28.0 29.7 242 27.9 305 222 333

v 36.5(15.5) 44.8(115.1)  33.3(40.1) 25.0(_ 5 ) 38.1(17.6) 15.4, ¢« 42.9(19.6)
Claude-3.7-Sonnet (20250219) X 24.8 27 27.3 27.9 28.0 222 222

4 33.5(15.7) 37.3(1146)  333(16.0) 37.5(19.6) 23.8( 4 o) 15.4( 4 4 38.1(415.9)
LLaVA-v1.5-7B X 24.6 26.1 242 235 17.1 311 222

v 25.3(40.7) 26.6(40.5) 23.4. () 24.3(40.8) 18.3(41.2) 37.8(46.7) 21.3( (o)
LLaVA-OneVision-7B (SI) X 253 224 27.3 33.1 232 25.6 222

4 26.8(11 5) 27.5(15.1) 29.4(45 1) 25.0( 5 1) 19.5, 5 - 28.9(13.3) 25.0( 12 3)
ShareGPT4V X 234 24.9 22.1 235 195 289 19.4

v 26.7(45.3) 27.8(45.0) 29.4(47 3 20.6 5 o) 23.2(13.7) 26.7, 5 o) 27.8(15.4)
MiniCPM-0-2.6 X 253 25.6 23.0 273 21.9 245 29.9

4 28.8(13.5) 28.1(45 5 31.6(15.6) 26.5 (g 34.2(110.3) 2440 27.8 5 1
GLM-4v-9B X 243 224 237 283 26.0 24.1 253

v 29.1(14.8) 24141 7) 30.3(16.6) 38.2(1g.9) 29.3(13.3) 25.6(11 5 34.3(19.0)
Ovis2-8B X 25.6 26.1 238 27.2 28.0 25.6 24.1

4 27.7(42.1) 29.2(45.1) 29.9(46.1) 23.5( 5.7 29.3(11.3) 23.3( 5.4 25.9(11.5)
mPLUG-OwI3-7B-241101 X 189 21.5 152 16.2 207 189 204

v 25.6(16.7) 27.8(46.3) 27.7(112.5) 20.6(44.4) 25.6(4.9) 15.6_5 5 29.6( 19 )
Skywork-R1V3-38B X 27.9 26.5 29.6 24.6 212 26.6 39.3

4 31.2(13.3) 30.9(44.4) 30.7(41.1) 25.4(40.3) 36.7(115.5)  33.3(16.7) 35.3( 4.0
Ernie-4-5-Turbo-VL X 27.1 27.8 25.0 245 357 30.0 24.4

4 31.0(13.0) 28.6(40.5) 32.0(17.0) 27.2(40.7) 35.4( 3 32.2(4 0 9) 37.0(412.6)
Qwen2.5-VL-7B-Instruct X 26.0 27.6 209 252 232 37.8 25.0

4 30.1(14.1) 34.0(16.4) 29.4(45 5 25.0( ) 20.7, 5 5 22.20 5 ¢ 38.9(413.0)
Qwen2.5-VL-72B-Instruct X 26.2 25.2 238 27.2 25.6 25.6 343

4 32.2(1¢.0) 32.3(17.1) 351 113y 25.0( 5o 28.1(12 5 34.4(153) 37.0(12.7)
QvQ-72B-Preview X 23.0 242 17.0 24.4 21.0 24.4 30.6

4 29.8(1¢.5) 30.1(15.9) 39.7(Lon7)  19.6(_4 34.2(1150) 1677 o 34.0(1 5.4
InternVL2.5-38B X 25.5 24.4 26.4 27.2 232 25.6 269

4 33.3(,7.5) 32.915.5) 36.8(110.4) 3456 7.4) 31.7(45.5) 31.1(45.5) 26.9(40.0)
InternVL2.5-78B X 273 26.6 26.0 26.5 26.8 311 30.6

4 30.7(15.4) 30.3(13.7) 34.6(15.6) 27.2(40.7) 34.2(47 4 26.7 4 4 296/ ()
InternVL3-38B X 27.1 28.7 27.6 26.1 214 239 285

4 33.2(16.1) 35.4(16.7) 39.0(111.4) 24.3(_1 . 25.6(14.2) 24.4(1¢.5) 38.0(19.5)
InternVL3-78B X 27.7 27.7 26.1 31.6 263 213 323

4 33.6(15.0) 35.7(15.0) 35.9(19.8) 27.2( 4 4 32.9(16.6) 27.8(16.5) 35.2(1 5 .0)

C.7 RL EXPERIMENTS

We further include two reinforcement-learning baselines built on Qwen2.5-VL-7B-Instruct [9]] and
InternVL2.5-38B [[18]], respectively, trained via our rule-based RL procedure on our supplementary
training dataset. Fully supervised fine-tuning (SFT) experiments on the same datasets serve as
controls to isolate the effect of RL optimization. Comparative SFT Experiments. To verify the
effectiveness of RL method, we arrange the comparative SFT experiments on the same dataset as
RL experiments. The instruction consists of questions and Non-CoT prompts, and the responses are
formatted direct answers.

RL Algorithm. We employ REINFORCE Leave-One-Out (RLOO) [3] in our reinforcement learning
training phase. As a critic-model-free algorithm,rloo is at a low computational cost while maintaining
more robustness to noise and KL constraints.
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Reward Modeling. Inspired by Deepseek-R1 [20], we design our rule-based reward system that
mainly consists of two types of rewards:

1. Format rewards: To clarify model’s outputs, we design a format rule that forces model
to put its thinking process between ‘<think>’ and ‘</think>’ tags and put its final answer
between ‘<answer>’ and ‘</answer>’ tags. Regular expression is applied to judge whether
outputs conform to the format rule.

2. Accuracy rewards: The accuracy reward is decided by the response’s correctness. The
model should generate the response in right format, then the answer is extracted and judged
whether it is matched to the correct option.

Hyperparameter settings. Our two RL models are trained with the hyperparameter configuration
detailed in Table[I0} And the hyperparameters used in SFT training stage are listed in Table[9}

Table 9: Hyperparameter Settings for SFT Training Stage.

‘Qwen2.5—VL—7B—Instruct—SFT InternVL2.5-38B-SFT

pretrain model

Qwen2.5-VL-7B-Instruct

InternVL2.5-38B

learning rate 0.5e-5 2e-5
batch size 64 128
optimizer AdamW AdamW

Ir scheduler cosine cosine

image strategy

image_max_pixels=262144

max_dynamic_patch=6

warmup ratio 0.1 0.03
max epochs 1 1
bf16 True True

Table 10: Hyperparameter Settings for RL Training Stage.

Qwen2.5-VL-7B-Instruct-RL

InternVL2.5-38B-RL

pretrain model Qwen2.5-VL-7B-Instruct InternVL2.5-38B
RL Algorithm rloo rloo
train batch size 128 64
rollout batch_size 256 128
temperature 1 1
n samples per prompt 16 8
prompt max len 1024 4096
generate max len 3000 3000
bf16 True True
actor learning rate le-6 le-6
init kl coef 0 0

Other Details. The training environment consists of CentOS Linux release 7.6.1810 operating system
with CUDA 12.1. For Qwen2.5-VL-7B-Instruct-RL, we train for 80 steps on 1x8 A800 GPUs and

for InternVL2.5-38B-RL we train for 100 steps on 6x8 A800 GPUs.
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C.8 RL MODELS EVALUATION DETAILS

As mentioned above, we apply format rewards in RL experiments. Thus, to fully investigate the
models’ latent reasoning abilities, we utilize implement training-aligned prompts during evaluation in
VisuLogic, which is shown as follows: “Solve the complex visual logical reasoning problem through
step-by-step reasoning. Think about the reasoning process first and answer the question following
this format: <think> THINKING </think><answer> ANSWER </answer>".

C.9 RESULTS OF RL EXPERIMENTS

As shown in Table[I] MLLMs with reinforcement learning optimization can yield obvious improve-
ments in visual reasoning performance. Qwen2.5-VL-7B-Instruct-RL attains 28.0%, a 2.0 percentage
point boost over its non-RL counterpart. More strikingly, InternVL2.5-38B-RL reaches 31.1%, sur-
passing the original non-RL model by 5.6% and establishing a new state-of-the-art on VisuLogic.
Furthermore, compared to supervised fine-tuning (SFT) on identical datasets, RL-enhanced models
demonstrate substantially larger performance gains, underscoring the promise of targeted RL methods
for advancing multimodal visual reasoning.

For qualitative analysis of the effectiveness of RL, as illustrated in Figure [7(g), reinforcement
learning (RL) encourages deeper, stepwise logical reasoning. The RL-enhanced model successfully
captures state transitions (e.g., the movements of chess pieces in Figure[7(a)) and accurately predicts
subsequent configurations. Moreover, it learns to iteratively revise intermediate hypotheses—akin to
trial-and-error—until a coherent deduction emerges (see additional examples in the Appendix). These
findings highlight the potential of RL methods to bolster performance on visual reasoning tasks.

Figures[20] 21] [22] 23] [24] and [25] demonstrate qualitative differences in model outputs between base-
line and RL optimized models. It illustrates reinforcement learning (RL) training enables the model
to perform fundamental-level analysis of reasoning tasks embedded in graphical representations.
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IMAGE DESCRIPTION: The image presents a visual pattern recognition
(? puzzle consisting of a sequence of geometric shapes organized in two rows.
g X ﬁ @7 @ . The objective is to determine the missing shape in the sequence from the given
options.\n\n### Top Row (Sequence of Shapes)\n\nl. **First Shape**: \n -

m ZXX D Q Two identical triangles, one upright and one upside down, overlap each other

perfectly to form a star-like shape with a total of six outward-pointing

A B c D triangular tips.\n - The outlines of the triangles intersect, forming an internal
hexagon.\n\n2. **Second Shape**:\n - Two overlapping triangles, one upright and one upside down, slightly offset and not perfectly aligned,
creating a symmetric \"X\" formation at the center.\n - The overlap forms a six-pointed star with more distinct and enhanced intersection lines
visible inside.\n\n3. **Third Shape**:\n - Two overlapping triangles, one upright and one upside down, arranged symmetrically to create a six-
pointed star.\n - The internal lines are more connected, forming a central hexagon similar in style to the first shape, with additional internal lines
from the triangle overlaps.\n\n4. **Fourth Shape**:\n - Two overlapping parallelograms, forming a shape that looks like a hexagon outlined in a
bold, overlapping manner.\n - The parallelograms intersect to create a pattern with sharp angles and straight lines defining internal quadrilateral
shapes.\n\n5. **Fifth Shape**:\n - A centralized octagon with an inner pattern of lines creating a star shape, with the corners of the star connecting
each side of the octagon from the center.\n\n6. **Missing Shape (Question Mark)**:\n - This is the space where the next shape in the sequence
would logically fit, represented by a question mark.\n\n### Bottom Row (Answer Options)\n\n- **Option A**:\n - Two vertical rectangles with a
central pointed triangle merging at the top to form an arrowhead shape.\n - The base of the rectangles is flat, with an internal vertical line
separating them.\n\n- **Option B**: \n - Two triangles placed side by side with a small gap between them.\n - The triangles are upright and
identical in size and shape.\n\n- **Option C**:\n - Two parallelograms overlapping each other slightly, tilted sideways.\n - The overlapping
creates an interesting central intersection with slanting lines.\n\n- **QOption D**:\n - An octagon with a central star pattern formed by crossing
diagonal lines.\n - The star is symmetrical and fits perfectly within the octagon's outline.\n\n### Task\n\nThe objective is to determine which of

the four options (A, B, C, or D) logically completes the sequence in the top row.

IMAGE DESCRIPTION: The image is a 3x3 grid puzzle with the task of identifying the missing
& symbol in the bottom right cell. Below the grid are four answer options labeled A, B, C, and

D.\n\n### Grid Description\n\n#### First Row:\n1. **Cell 1**: A circle with a diagonal line running
m ‘_-lj ﬁ from the top left to the bottom right.\n2. **Cell 2**: An identical circle with a diagonal line, from the

top left to bottom right.\n3. **Cell 3**: A square with an \"X\" crossing through it.\n\n#### Second

(? Row:\nl. **Cell 4**: A combination of a partial square missing the right side, with a triangle

° pointing upwards.\n2. **Cell 5**: A partial square missing the left side.\n3. **Cell 6**: An upward-

pointing triangle with a horizontal line intersecting it about one-third from the top.\n\n#### Third

FD h =| '9 Row:\nl. **Cell 7**: A mirrored combination of a partial circle on the left and an \"L\" shaped line

= on the right.\n2. **Cell 8**: Similar to Cell 7, a mirrored partial circle on the left with an extended

A B C D \"L\" shape on the right.\n3. **Cell 9**: Contains a question mark, indicating the missing symbol in
this cell.\n\n### Answer Options\n\n#### Option A:\n- A combination of a mirrored partial circle on the left with a small \"L\" shaped line
extending from the right side.\n\n### Option B:\n- Similar to Option A, but the partial circle has an additional horizontal line.\n\n#### Option
C:\n- A vertical and horizontal series of short parallel lines resembling an incomplete rectangle.\n\n#### Option D:\n- An \"L\" shaped line with a
mirrored partial circle on the left side, without any additional lines.\n\nThe task involves identifying the pattern or logic that governs the symbols

in the grid to select the correct option that completes it

IMAGE DESCRIPTION: The image consists of two rows, each containing boxes with

Gb @ ? geometric shapes, indicating a puzzle pattern.\n\n### Top Row:\nl. **First Box**: Contains
C

a black equilateral triangle centered within a white square.\n2. **Second Box**: Features

Al@®
@|/a\

A B D
horizontal white oval.\n4. **Fourth Box**: Displays a black rectangle and a larger black semicircle, creating a shape like the letter \"C,\" inside a

@ two black triangles, one inverted and one upright, forming an hourglass shape, centered

inside a pentagon.\n3. **Third Box**: Shows a black triangle pointing right, inside a

circle.\n5. **Fifth Box**: Contains a black diamond inside a pentagon.\n6. **Sixth Box**: Contains a question mark, suggesting the missing piece
in the pattern.\n\n### Bottom Row:\nThis row presents four possible answer choices labeled A to D.\n\n- **Option A**: Depicts a horizontal black
oval inside a white heart shape.\n- **Option B**: Includes a black shape resembling a curved segment inside a pentagon.\n- **QOption C**: Features
a black diagonal stripe dissecting a white cross.\n- **Option D**: Displays an L-shaped black figure inside a pentagon.\n\nPatterns in the top row

suggest a sequence or rule, and the task is to determine which option (A, B, C, or D) should replace the question mark based on the continuation of

the sequence or pattern.

Figure 14: Part of image caption in LLM evaluation.
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IMAGE DESCRIPTION: The image displays a cube-based
puzzle with one reference figure on the left and four options

m B = > labeled A, B, C, and D to the right. Each option is within its
own rectangular boundary.\n\n1. **Reference Figure:**\n - Consists of three cubes configured in an L-shape.\n - The base cube is
in the bottom layer.\n - Another cube is placed directly on top of the base cube.\n - The third cube is adjacent to the top cube on
the right, forming the L-shape.\n - The front face of the base cube is filled in with black color.\n\n2. **Option A:**\n - Contains
six cubes forming a stepped structure.\n - The base consists of two rows, where the left row has two cubes and the right row has
three cubes.\n - The top cube of the left row and the middle cube of the right row are stacked on, forming a second layer with two
cubes.\n - The left cube in the second layer matches the position of the black face from the reference, so it is filled with
black.\n\n3. **Option B:**\n - Composed of six cubes arranged in a vertical stack.\n - The bottom layer has three cubes forming
an L-shape.\n - Two cubes are on the left forming a column, with one on the right adjacent to the top of the first cube in the
column.\n - The top layer has a single cube directly over the central bottom cube, curving upwards.\n - One of the side faces of the
bottom left cube is filled in black.\n\n4. **Option C:**\n - Features five cubes in a half-stair configuration.\n - The configuration
starts with two vertical cubes on the left and three cubes forming a step on the right.\n - A vertical column of two cubes stands on
the right edge, and another cube is beside the topmost cube of this column.\n - The black face appears on the bottom left cube in a
front-facing position.\n\nS. **Option D:**\n - Displays a symmetrical arrangement with a central cube surrounded by four
cubes.\n - The configuration resembles a plus sign when viewed from the front.\n - A straightforward 3x3 cube grid with a single
black face on the bottom layer, located at the front of the central cube.\n\nEach option offers a different combination of cubes but

only one mirrors the black face placement from the initial reference figure.

= IMAGE DESCRIPTION: The image is a visual puzzle asking which shape of four]
@ @ |:| |:| @ ﬁ B can be folded to make a given 3D object. It is presented as a single rectangular
D

frame with two sections.\n\n### Left Section:\n- **3D Object**: \n - Depicts a

A B C
transparent cylinder with a rectangular top and bottom, resembling a drum with squared faces.\n - The cylindrical shape is thin and wide.\n - There is

a solid rectangular face shown on top, with dashed lines indicating the back and bottom rectangle edges inside the transparent surface.\n \n### Right
Section:\n- **Four 2D Shapes Labeled A to D**:\n \n - **A**: \n - Shape resembling a horseshoe or a U, oriented vertically.\n - Two long, curved
edges form the sides connecting a wider curved top and a narrow open bottom.\n\n - **B**: \n - Two identical, separate tall rectangles placed
vertically side by side.\n\n - **C**: \n - A circle encompassing a smaller square exactly in the center.\n - The square's sides are parallel to the circle’s
diameter, not touching the circle's edge.\n\n - **D**: \n - Two identical trapezoids with longer vertical sides on the left and shorter on the right,

slanted inwardly towards each other.\n \nEach shape option is shown as a potential development that could fold into the 3D cylinder on the left.

main parts: the problem set on top and four possible answer choices
l‘il below.\n\n### Problem Set (Top Part):\n- **First Row (Left to

Right):**\n 1. **Cylinder:** A three-dimensional shape with two parallel circular

é (P IMAGE DESCRIPTION: The image presents a visual pattern

. recognition problem involving geometric shapes, divided into two

A B C D bases connected by a curved surface, depicted with dashed lines indicating hidden
edges.\n 2. **Truncated Cone (Frustum):** A shape with a circular base and a smaller circular top, connected by a curved surface. The top is parallel
and smaller than the base, also shown with dashed lines for hidden edges.\n 3. **Cube:** A solid shape with six equal square faces. The hidden edges
are represented with dashed lines to suggest depth.\n\n- **Second Row (Left to Right):**\n 1. **Circle:** A flat, two-dimensional shape with only
the perimeter shown.\n 2. **Cone:** A three-dimensional shape with a circular base tapering to a point (apex) at the top, depicted with dashed lines
to show hidden parts of the base.\n 3. **Question Mark:** A placeholder indicating the missing shape, suggesting the need to find a shape that
logically follows the presented sequence.\n\n### Answer Choices (Bottom Part):\nEach option is labeled with a capital letter below each shape from
A to D.\n\n- **Option A:**\n - **Square Pyramid:** A three-dimensional shape with a square base and four triangular faces that meet at a single
apex. Dashed lines indicate the hidden part of the base.\n \n- **Option B:**\n - **Hexagonal Prism:** A solid with two parallel hexagonal faces and
rectangular faces connecting them. Dashed lines represent the hidden edges of the hexagons.\n \n- **Option C:**\n - **Sphere:** A perfect three-
dimensional round shape. Equator and meridian lines are shown in dashed format to suggest depth and roundness.\n\n- **Option D:**\n -
**Triangular Pyramid (Tetrahedron):** A three-dimensional shape with four triangular faces, one of which is the base. Dashed lines indicate the
hidden edges.\n\n#### Task:\nThe task is to identify the shape from the answer choices (A, B, C, D) that logically completes the sequence in the

problem set, based on the pattern from the first row where three-dimensional shapes were involved, and consistent with the existing sequence pattern.

Figure 15: Part of image caption in LLM evaluation.
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( Problem GPT-40 )
Which of the following four options is the front elevation "To solve this problem, we need to determine the front elevation view of the given 3D figure.\n\nLet's break it down:\n\n1.
view of the figure in the question: **Identify the visible blocks from the front view:**\n - There are four blocks visible on the front face: D (bottom left), A

(middle), and B (top left), and another A on the bottom right \n - The C block is behind the A block in the middle and part of
it will not be visible from the front.\n\n2. **Match the arrangement with the options:**\n - **Option A:** Shows B at the
top left, A in the middle, and D at the bottom left. The arrangement matches.\n - **Option B:** Shows B on the left, A in
the middle, and C on the right. This does not match the front view as C is not visible directly from the front.\n - **Option
C:** Shows B at the top, D at the bottom, and A in the middle. This is incorrect as the positioning does not fit.\n - **Option
D:** Shows B on the top, A in middle, and D at bottom but is missing the extra A block visible from the front.\n\n3.
*#*Verify visibility issue:**\n - From the front, only blocks B, A, and D are visible, and Option A correctly represents this
view with the correct alignment.\n\nTherefore, the correct front elevation view is represented by the option that correctly
shows the relative positioning and visibility of the blocks.\n\nAnswer: \\boxed {A}."
nVL2.5 72B-Instruct
To determine the correct front elevation view of the given 3D figure, we need to analyze the structure from the front
perspective.\n\nl. **Identify the structure from the front:**\n - The topmost layer has one block labeled 'B'.\n - The middle
A B C D
n layer has two blocks labeled 'A" and 'C".\n - The bottom layer has three blocks labeled 'D'.\n\n2. **Compare with the given
Reference Solution options:**\n - **Option A:** Shows 'B' on top, 'A’ in the middle, and 'D" at the bottom. However, it does not show 'C’ in the
middle layer.\n - **Option B:** Shows 'B' on top, 'C' in the middle, and 'D' at the bottom. However, it does not show 'A" in
The f‘i:‘lxie“’ of the f‘g‘“:‘ i“] ‘1;‘5 q“‘jef]:i"l“ [5(]‘0‘;‘1 beﬂ‘]he[ the m|ddl§ Jayer.\n - *p*Opllon C:** Shows 'B' (‘E top, 'A" and 'C’ in the middle, and D" at the bottom. This matches the
CIEwAUNIEDE I ENTBIGSERIUBIEITRIS ENIUD EH structure from the front.\n - **Option D:** Shows 'B' on top, 'A" in the middle, and 'D' at the bottom. However, it does not
the two faces with Jetters A and Dd‘“[‘he R o @ plank show 'C" in the middle layer-\n\nBased on the analysis, the correct front elevation view is shown in Option C.\n\nAnswer:
face on the right, which corresponds to option A. \nSo the \boxed {C}
correct answer is A
Doubao-1-5-Vision-Pro-32k-250115 K
v
1. First, understand the concept of the front - elevation view:\n - The front - elevation view shows the shape and relative
Step 1 Identify the Tront Tace T The ot Tace 1 the side where blocks position of the objects when viewed from the front.\n2. Analyze the given 3 - D figure:\n - Looking at the 3 - D figure from
A and D are most prominent. Imagine looking directly at the structure the front, we can see that the top - most cube is B.\n - Directly below B, there is a cube A, and to the right of A (at the same
from this dircction.\n* **Step 2: Determine the owest ayer (bottom level as A) is cube C.\n - Below A, there is cube D.\n3. Analyze each option:\n - Option A: In this option, the relative
) UEEb AT > Hi Wik e aimitl positions of B, A, C, and D are correct. B is at the top - most position, A is directly below B, C is to the right of A at the same
There is another block immediately to the right of D, also visible from . ! P " -
the front. So, the bottom row has two blocks.\n* **Step 3: Determine level as A, and D is below A.\n - Option B: In this option, the position of C is incorrect. C should be at the same level as A but
the middle layer visible from the front.** Block A is visible dircctly to the right of A, while in this option, C is below B and to the left of A.\n - Option C: In this option, the overall structure and
above block D. There is another block immedately to the right of A the relative positions of the cubes are not in line with the front - elevation view of the given 3 - D figure. The position of C
(behind block C but visible from the front). So, the middle row has two . . . N L. P
I " 8 Py fe and the overall layout are wrong.\n - Option D: In this option, the position of C is incorrect. C should be at the same level as A
blocks.\n* **Step 4: Determine the highest layer (top row) visible from 2 ¢ ATl : =
the front.** Block B is visible directly above block A. There are no but to the right of A, while in this option, C is at the same level as B and to the right of B.\n\nAnswer: \\boxed {A}."
other blocks in this top layer visible from the front. So, the top row has
olne btlpck on th: ‘1?:*\,,; **Step él czr?:;;:m :h;!:{;,s to fogln u::[xx])m Claude-3-7-Sonnet-Thinking -
elevation view. ‘op row: Block [B]\n * Middle row: Bloc
[J\n * Bottom row: BIOCE [D] [ Jin* **Step 6: Compare this structure "<think>Let me analyze this visual reasoning problem carefully.\n\nThe top part of the image shows a 3D arrangement of
with the given options. **\n * Option A matches this structure exactly: cubes labeled with letters A, B, C, and D.\nThe bottom part shows four different 2D views labeled as options A, B, C, and
B :";Vhe ;‘;P IE": A:ell:’”;’ B,D be‘\‘;": ’;- -“-,W"g""fks ‘“b‘l"e;“é"file‘ “’:v D.\n\nl need to determine which of these 2D views represents the front elevation view of the 3D arrangement.\n\nFirst, let
A e e e G e PrE e pi e me understand the arrangement of cubes in the 3D figure:\n- Cube A is positioned in the middle of the arrangementin- Cube
the middle row.\n * Option D has only one block in the bottom B is positioned on top of A\n- Cube C is positioned to the right side of the top level\n- Cube D is positioned at the lower
row.\n\nAnswer: \\boxed {A} level, to the left of A\n\nNow, let's consider what a front elevation view means:\nA front elevation view is a 2D
representation looking at the object from the front, showing only what would be visible from that perspective.\n\nLet me
-——— - —_—— - examine each option:\n\nOption A:\nShows a 2D view with:\n- B in the top-left\n- A in the middle\n- D extending to the
4 IMAGE DESCRIPTION: Th ists of . 1 right\in\nOption B:\nShows a 2D view with:\n- B in the top-left\n- C in the middle-right\n- D in the bottom-left\n\nOption
1 o The e © ";“‘ge;."“s‘s',s o l"’“’ main C:\nShows a 2D view with:\n- B in the top-middle\n- A in the middle-leftn- D to the right\n\nOption D:\nShows
I 5*:?““"5- © top part :”"W:‘ a three-dimensiona 5‘;}’“‘“:15 1 a 2D view with:\n- B in the top-right\n- A in the middle-right\n- D in the bottom-rightin\nNow, if I look at the 3D figure
o connecled‘clu:ei,r : i; é bo‘:fg })art presents four flat 1 from the front (assuming the front is where cube D is visible), I would see:\n- Cube D at the bottom left\n- Cube A above D
| arrangements \a#:#: TA* Socth an P é"b s - 1 and to the right\n- Cube B above A\n- Cube C to the right of B\n\nLooking at the options, Option A most closely matches
1 iz?pﬁrm:v:.;hn 1D :’p »lecuf)n. d u ef [mst"‘red'“ ':1' Ll this description. In Option A:\n- B is at the top left, which matches B being above A'\n- A is in the middle, which matches A
“ubes**: The 3D structure is made up of eight individual being above D and to the ri . . . B
_ g above D and to the right of D\n- D extends to the right from the bottom left, which matches D's position\n\nTherefore,
\n- ¥ ok
I smaller C;‘]b“‘ n- _blF“r’“‘ V;W A"’”‘“E"C":f";r in- ]J‘C 1| the front elevation view would be Option A.</think>\n\n# Front Elevation View Analysis\\nTo solve this problem, T need
1 ;‘“‘C“ﬁ as a ;‘5‘ de ront ;‘ce C""‘l;"s_e °b our “‘: ;5-1 a1 to identify which 2D view represents the front elevation of the 3D arrangement shown in the top image.\n\n## Step 1:
L e e o | wndersand the 30 arrangementintnthe 30 fgurein- Cube A i positioned inthe middle fayerin- Cube 1 i positioned on
1 as l' ’ 1 af:;\ :*IV[ " d]ep R OW‘ . o ":D e- lé be le g Ci" s top of A\n- Cube C is positioned at the top-right \n- Cube D is positioned at the bottom-left\n\n## Step 2: Determine what a
o ‘hw mpd \C A\': (ef \‘ f*BOW . R“ oy c; label 1 front elevation view should show\nA front elevation view shows what you see when looking directly at the object from the
1 i:g\"[) a"h I ( e] [l')‘\" -**Dom}\]m d‘:’ : 1 (i\:\e aTehed 1 front. In this case, I'll assume the front is the face where we can see cube D.\n\n## Step 3: Analyze each option\nLooking at
| - ‘:ﬂil e ulwerbe; n- i be? c;mh elbg ‘; h‘ 1"‘; . "Acri 1 the options:\n\n- **Option A**: Shows B at top-left, A in the middle, and D to the right at the bott
1s an ac itional cube directly bel n the cube labeled \"A, **Qption B**: Shows B at top-left, C in the middle-right, and D at bottom-left with cubes extending right\n- **Option C**:
1 roviding depth.\n - Another cube is above the cube labeled
S' icing l’f e B S e 1 Shows B at top-middle, A in the middle-left, and D right at the bot **Option D**: Shows B at top-right, A
1 AA\ on top "\ o ‘**FB . 0" fi B‘X“’g‘ C“[;“l':\* at I | in the middic-right, and D at the bottom\n\n## Step 4: Match with the 3D arrangement\nWhen looking at the 3D figure from
1 ,"T“ge‘?e“‘s nin- " rour P“_°‘1”‘Sﬂ< ede 2’ e 1 | the front (where D is visible):1n- D should be at the bottom-lefiin- A should be above and to the right of Din- B should be
1 h"“f °p":’.“ “pfrf:";';“‘ tp"“[""“‘\ \dg;;;‘(;’", D N above Aln- The positioning in Option A matches this arrangement perfectly\n\nAnswer: \\boxed {A}"
configuration of the 3D structure.\n\n ption A:\n-
| vertical line of three cubes with \"B\" at the top, followed 1 wen2.5-72B-Instruct
by \"A,\" and then \"D\" at the bottom.\n- A single cube . . .
b o t the ri ght of o\ gp“m an. 1| Tosolve this problem, we need to carefully analyze the 3D siructure and compare it o the 2D arrangements provided. Let's
1 A vertical line similar to Option A with \"B\" at the top 1 break down the steps:\n\nl. **Identify the Front View Arrangement**:\n - The front view of the 3D structure shows cubes
y "AN" and \"D\" : abeled B, C, A, and D.\n - The arrangement from left to right and top to bottom is:\n - Top row: B\n - Middle row: C (right),
I followed by \"A.\" and \"D\" at the bottom.\n- A single e, € oy el DM i gt i I (i s gl (o o = V- WAL e C (1
cube \"C\" is attached to the right of \"D\"\n\n#### Option 1 A (left)\n - Bottom row: D (left)\n\n2. **Analyze the Depth and Height**:\n - There is an additional cube directly behind the
1 Cin- A \;er(ical line with \"B\" on top. f(‘)llowed b)‘/ e 1 cube labeled \"A.\"\n - Another cube is above the cube labeled \"A\" on top of cube \"B.\"\n\n3. **Compare with 2D
1 (l|én \"A\" and \"D\" at the bottom. \n: This sequence i;a 1 Arrangements**:\n - **Option A**: \n - Vertical line of three cubes: B (top), A (middle), D (bottom).\n - Single cube C
1 fll vcrti;al line without side anacl;mcnls \n\##### Option attached to the right of A.\n - This matches the front view arrangement but does not account for the additional depth and
| Din- A horizontal line of three cubes sla‘r'u“g with \"B\" on 1] height correctly.\n\n - **Option B**:\n - Vertical line of three cubes: B (top), A (middle), D (bottom).\n - Single cube C
the left.\n- Below \"B\" is \"A\" followed by \"D\" on the 1 attached to the right of D.\n - This does not match the front view arrangement.\n\n - **Option C**:\n - Full vertical line: B
I ame leveln. A single cube 1"V i attached to the right of | | ({0P)- C (middie), A (third), D (bottom) \n - This does not match the front view arrangemen:\rin - **Option D**:in -
1 \A\"nn#4# Purpose\nThe task is to match the 3D Horizontal line of three cubes: B (left), A (middle), D (right).\n - Single cube C attached to the right of A.\n - This matches
| structres vmm;’;ﬂ d implied arrangement with one of the 1| the front view arrangement and accounts for the additional depth and height correctly.\n\nd. **Conclusion**:\n - The correct
| 2D flattened re; presentations labele dDA, B.C,orD. 1 | 2D arrangement that matches the 3D structure's front view and its depth and height is Option D.\n\nAnswer: \\boxed{D}
]
N o e
. J

Figure 16: Solution examples generated by different models. Reference solution and outputs
generated by GPT-40, Qwen2.5VL-72B-Instruct, Gemini-2.0-pro-exp-02-05, Doubao-1.5-Vision-
Pro-32K and Claude-3.7-sonnet-thinking. Additionally, the image caption and solution from LLMs
(Qwen2.5-72B-Instruct) are also illustrated.
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Problem GPT-40 )
?,'e"\'f };:‘Lleh;ézlrlem:::‘lir;:;;:?Ounms is the front levaion To solve the problem, let's analyze the sequence of figures:\n\nl. **Identify Patterns in Given Figures:**\n - Break
down each figure in the sequence to identify patterns or transformations.\n - The first image contains a large square
‘ (? divided into several triangular sections.\n - The second image shows an edge merging and forming a new shape.\n -
'b The third image introduces more fragmented parts.\n - The fourth image repeats a similar pattern with a new twist in
hd fragmentation.\n2. **Look at the Specific Transformations:**\n - Notice possible rotations, reflections, or consistent|
transformations that occur from one figure to the next.\n - There is a pattern of dividing the square and incrementing
@ ‘ ‘ triangular or rectangular partitions in each step.\n\n3. **Predict the Next Transformation:**\n - By examining
k\ figures, notice that each set seems to introduce a new line or rotate slightly and changes align with a simple
4 geometric transformation.\n - The consistent theme of geometric division is essential.\n\n4. **Applying the
A R c D Observed Pattern:**\n - Look at options A, B, C, and D.\n - Option A features a very intricate pattern with no
straightforward changes observed in previous steps.\n - Option B shows a diagonal shape consistent with
Reference Solution transformations.\n - Option C and D suggest other structural changes that it less with the observed pattern.\n -
It is found that the closed area of the figure in the question stem is Focus on selection that continues simple progression of incremental shape division or mirror.\n\n5. **Select the
obvious. Considering the number of faces, the number of faces in the Answer**\n - Consider all evidence and the goal for minimal transformation matching observed traits.\n\nAnswer:
figure in the question stem and the option figures is 6, so it is impossible \\boxed {B}
to choose the answer. Considering the refinement of the faces, it is
fqund again that the ﬁ_gurg in the question stem basically contains Douba 5011 p
:}ﬂi:::&ztiz:iﬁgﬁ: ?n“;::zi;:g:r:z[:fuml?: (f)aclcszth; ::l:scl:‘ 1. First, analyze the characlerﬁs?ics o_f the figures in the _quesuon - sei,\n - Each figure in the‘ question - sgi is )
sequence, so the number of triangular faces in the figure at "?" should be composed of a large square divided into several small right - angled |nang]§s. W§ can cons{der the relationship
5, and only option B meets the requirement. \nSo the correct answer is B. between the lines in the figures, such as the parallel and perpendicular relationships of the line segments.\n -
Observe the number of right - angled triangles in each figure: The first figure has 5 right - angled triangles, the
second figure has 4 right - angled triangles, the third figure has 3 right - angled triangles, the fourth figure has 2
To solve this problem, we need to identify the pattern in the right - angled triangles, and the fifth figure has 1 right - angled triangle. So, the number of right - angled triangles
sequence of the first five figures and then determine which of the in the figures in the question - set is decreasing by 1 successively.\n2. Then, analyze the options:\n - Option A: The
options (A, B, C, or D) fits this pattern.\n\nl. **Observe the figure has 2 right - angled triangles, which does not meet the requirement of the number of right - angled triangles
Sequence**: Look at the sequence of the first five figures. Notice decreasing by 1 successively.\n - Option B: The figure has 0 right - angled triangles. According to the rule that the
that each figure is a square divided into four smaller triangles by number of right - angled triangles in the figures in the question - set is 5, 4, 3, 2, 1, and then 0, this option meets the
two diagonals that intersect at the center of the square.\n\n2. rule.\n - Option C: The figure has 4 right - angled triangles, which does not meet the rule.\n - Option D: The figure
**]dentify the Pattern**: Observe how the triangles are shaded in has 1 right - angled triangle, which does not meet the rule.\n\nAnswer: \\boxed {B}.
each figure:\n - The first figure has the top-left and bottom-right
triangles shaded.\n - The second figure has the top-right and
:zgz’;ks;:;%;zjg?;e;\:d e}:;;ih‘:_r\i f_i%;;‘r: Z)Z:‘Sr:eﬁ:&ie}gs **Analyze the sequence:** O.bservve the five figures provided. the sequence (let's call them F1, lj‘2, F3, F4, F5)
the top-right and bottom-left triangles shaded again.\n - The fifth and look for a pattern or relationship between them to determine the sixth ﬁgure (F§).\n* **Examine structural
figure has the top-left and bottom-right triangles shaded.\n\n3. featu.res:“ Count !me segm.ents, analyze shapes, check symmetry,v look at 11?ter§ectlons, etc. Each figure .
**Determine the Pattern**: The pattern alternates between consxstemly_ has 6 mtema.l line segment_s. The shapes and symmetries vary sn_gmﬁcam_ly.\n' **Look for simple
shading the top-left and bottom-right triangles and shading the uansformauons:‘i* Rotations or reﬂect.lons do not seem to map consecutive images directly (e.g., F1
top-right and bottom-left triangles.\n\nd. **Apply the Pattern**: rotated/reflected is not F2).\n* **Consider alternating patterns or cycles:**\n * Maybe odd-numbered figures
Since the fifth figure has the top-left and bottom-right triangles (F1, F3, F5) fol_low one pattern, and even—numpered figures (F2, F4, F6) follow another.\n * Maybe there's a
shaded, the next figure in the sequence should have the top-right cy.cle ofa spx?clﬁc. length (e.g., 4). If the cycle is 4, the|j| F5 shoul.d rela}te to F1, and F6 should relate to F.Z.
and bottom-left triangles shaded.\n\n3. **Match with Options**: Visually, F5 is quite different ﬁom Fl.\n* **Hypothesize a relationship with a fixed offset:** Let's test if
Look at the options (A, B, C, D) and identify which one matches there's a consistent transformation T such that F(n+k).= T(lj'(n)). for somme k. Let's try k=3.\n * *T‘Che;k F1->
the pattern of having the top-right and bottom-left triangles F4:**¥\n * F1 has a central structure based on connecting mldgolnts (a diamond s.hape) plus vertical line
shaded.\n - Option A: Top-left and bottom-right triangles segments connecting the diamond to the center point (or near it). Let's denote this structure as (MD + [).\n * F4
shaded.\n - Option B: Top-right and bottom-left triangles has a centr.al structure based on the tw.o main dlagonal§ (an 'X' shape) plus two smaller.dlagonal segments
shaded.\n - Option C: Top-left and bottom-right triangles (slopg -1) in the bottom-left anc! top-right corners relative to the center. Let's denote this stmctufe as (X +
shaded.\n - Option D: Top-right and bottom-left triangles \\_shffted).\n * The transformation T1->4 changes the base structure (MD -> X) and the.add.ed lines (| ->
shaded.\n\n6. **Select the Correct Option**: Both options B and \\_shifted).\n * **Check F2 -> F5:**\n * F2 has a complex structure.\n * F5 has one main diagonal ('/' shape)
D have the top-right and bottom-left triangles shaded. However, plus three other line segments. Let's denote this as (/ + L).\n * The traflsformation T2->5 changes the base
we need to ensure that the pattern is consistent with the previous structure (F2 ->/)and ll.lc added lines (F2 -> L). This fits the general idea of\"Ch'fmgc Base, Char_lgc o
figures. Since the sequence alternates and the fifth figure has the Additions\".\n * **Prec!lct F3 -> F6:**\n * F3 has a.central structure based on }.mnzontal and ve?'ucal midlines
top-left and bottom-right triangles shaded, the next figure should (a't' shape) pl{ls two diagonal segments (slope -1) in the top-left and bpttom-nght corners relative t&? .the center.
indeed have the top-right and bottom-left triangles shaded. Both Let's d;note this structure as (++\).\n * Appl){ the transformation logic: Change Base, Change Avddmons.
B and D fit this pattern, but we need to choose one. Given the Following the pattern seen in T1->4 and potentially '1?3->F6 (v.vhere the base also becomes X), let's assume the
options, we can select either B or D. For the sake of this solution, base (+) changes to (X). What happens to the added lines (\\ diagonals)? In Tl->.4, | changed to \\. In T3->F6,
we will choose option B.\n\nTherefore, the most suitable option ma.ybe \\ changes to [?\n * If (+) chagges.to (X) and (\\) ch?ngES. to (|), the resulting figure F6 wo?lld be (X +).
to fill in the question mark is \\boxed{B}. This means an 'X' shape from the main diagonals plus vertical line segments. Let's check the options.\n *
Option A: (X + -) - Diagonal cross plus horizontal connectors.\n * Option B: (/ + complex) - Slash diagonal
plus other lines.\n * Option C: (/ + complex) - Slash diagonal plus other lines.\n * Option D: (X + |) - Diagonal
{ -T=== -TT==== cross plus vertical connectors.\n * The predicted structure (X + ) matches Option D exactly.\n\n*
IMAGE DESCRIPTION:The image presents a puzzle problem made up of a **Conclusion:** The pattern F(n+3) = Transform(F(n)) holds consistently, where the transformation involves
series of geometric patterns. The top row consists of five squares in a sequence,| changing the base structure and the type/position of added lines. Applying this transformation to F3 suggests F6
| followed by a question mark indicating a missing pattern in a sixth square. should be Option D.\n\nAnswer: \boxed{D}
Below this row, |here are four options labeled A, B, C, and D, each containing | . .
a unique geomelric pattern inside a square.\n\n### Top Row (Pattern T —
. o P -
l:::::,s')\:z; :o th CS ﬁmfﬁth, A,\[,‘, d"(‘; [:}'fc‘ 2:::?: i::‘:%ﬂ:i;:?; rsr}f;;;};e“ the 1 To solve this visual logical reasoning problem, let's analyze the patterns and transformations occurring from
bottom left.\n - Within the upper right section, a vertical and horizontal line | one square to the next in the top row. We will look for consistent changes or rules that can help us predict the
] meet, forming smaller triangles and a small trapezoid.\n\n2. **Square 2**: \n - | next pattern.\n\n### Step-by-Step Analysis:\n\nl. **Square 1 to Square 2**:\n - **Initial Pattern**: Large
The pattern has a large diagonal from the top left to the bottom right.\n - An diagonal from bottom left to top right.\n - **Transformation**: The diagonal flips to go from top left to bottom
additional horizontal line creates two “i"gles on e*i:}‘e‘ side with a small | right, and an additional horizontal line is added, creating more segments.\n\n2. **Square 2 to Square 3**:\n -
1 iq:arz T_;Clcl‘a:g_li."T(;L‘Cmc:"w':" "31‘ :quua:lc 3_ d: N :alslcénc_s 0: 20\r\70n|a|| **Initial Pattern**: Large diagonal from top left to bottom right with a horizontal line.\n - **Transformation**:
I}T‘e,‘; ;s‘;lso‘:d’iag‘;al ]i“;qu i e t‘com;:'f“ ot Additional vertical and horizontal lines are added, creating a grid-like structure with a diagonal intersecting
I some of these smaller shapes.\n\n4, **Square 4**: \n - Features a central 1 it.\n\n3. **Square 3 to Square 4**:\n - **Initial Pattern**: Grid-like structure with a diagonal.\n -
diagonal line from the top right to the bottom left, creating two large | **Transformation**: The grid simplifies to a central diagonal from top right to bottom left, with additional
triangles.\n - Additional lines partition these triangles into smaller triangles and lines creating smaller triangles and trapezoids.\n\n4. **Square 4 to Square 5**:\n - **nitial Pattern**: Central
1 ‘“‘chid?' in'n5. “5‘1”‘“? 5% - Contains a "C'Fic"’] ““? dividing ‘h? square | diagonal from top right to bottom left with additional lines.\n - **Transformation**: The pattern simplifies
in half, with a horizontal line at the mid-top extending partially.\n - A diagonal 1 further with a vertical line dividing the square in half and a horizontal line at the mid-top, with a diagonal
runs from the top left to the bottom right corner through these lines, creating ) . . . . . L
I several intersecting triangular regions.\n\n6. **Question Mark**: \n - A running through them.\n\n### Obs.ervatlon.s:.\n- **Dla'gonaill Flll?plng**: The dlrect.lon of the main diagonal
placeholder representing the missing sixth square pattern that needs to be 1 alternates between squares.\n- **Line Addition and Simplification**: Additional lines are added to create more
identified.\n\n### Bottom Row (Options A, B, C, D):\n\n- **Option A**: \n - segments, but then the pattern simplifies in the next square.\n- **Symmetry and Complexity**: The complexity
The pattern has multiple intersecting diagonal lines creating a star-like effect | of the pattern i and then d ing a cyclical nature.\n\n### Predicting the Next
] with cight triangle segments.\n\n- **Option B**: \n - Features a large diagonal | | pattern:\nGiven the alternating diagonal and the cyclical nature of complexity, the next pattern should:\n- Have
|Z¥T:""§Cl:‘;r: ;Zi;‘:l ::2::1 ‘sl:'ea;zf‘}'C':‘;'iEg'{\:‘;aﬁid;‘s';’;z:lngtf\ﬁ? amix { diagonal from botto_m left to to_p right (ﬂippin.g back).\n- Bg rela.tively sit.nple,_ possibly wilh fewer add_itional
] **Option C**: \n - Contains intersccting vertical, horizontal, and diagonal 1 lmes.\n\n*f#*.# Evaluating the Options:\n- **Option A‘**: ]\‘/l\:llllple intersecting .dlagonals creating a star-like
lines.\n - Several small triangles and quadrilaterals are evident, creating a effect. This is too complex and does not follow the simplicity trend.\n- **Option B**: Large diagonal from top
structured yet fragmented pattern.\n\n- **Option D**: \n - Similar to Option A, | left to bottom right with additional lines forming a mix of shapes. This is a good candidate as it follows the
| multiple intersecting diagonals create multiple triangular segments.\n - The | diagonal flip and has a moderate level of complexity.\n- **Option C**: Intersecting vertical, horizontal, and
Idcs\%n is symmetric and balanced \nnf# ‘Tﬂaskv\f\Th; wsg isto dctcr@r\c 1 diagonal lines. This is also complex and does not fit the simplification trend.\n- **Option D**: Multiple
Wl““h. of the four options (4, B, C, D) logically continues the sequence . intersecting diagonals creating multiple triangular segments. This is similar to Option A and is too
I established by the first five squares in the top row. \n\nEach square and option | - . . N : . : N
1 enclosed with a solid border, emphasizing the contained geometric pattern. | con.'nple.x.\n\n##? Concluslon.\nOptl‘on B is thc:: most suitable choice as it follows the diagonal flip and
The soluton involvesrecognizing a patien orrle hat cornects the t0p a level of ,fitting the observed pattern.\nnAnswer: \boxed (B}
lsﬂuclcc with one of the provided options. e - )

Figure 17: Solution examples generated by different models. Reference solution and outputs
generated by GPT-40, Kimi-latest, Gemini-2.0-pro-exp-02-05 and Doubao-1.5-Vision-Pro-32K.
Additionally, the image caption and solution from LLMs (Qwen2.5-72B-Instruct) are also illustrated.
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Reference Solution

Problem

Which one of the following figures is different
from the other three:

A

%

?]

H B C.+ D. x

It is found that the number of parts of the graph in the question is: 2, 3, 2,
3,2, 3, 2. Therefore, the graph should be a three-part graph. A, C, and D
are all one-part graphs. Only option B meets the requirement.

So the correct answer is B.

Qwen2.5VL-72B

|
\

To solve this problem, let's analyze the sequence of
symbols and try to identify any patterns or relationships
that might help us determine the correct symbol for the
eighth box.\n\n### Step-by-Step Analysis:\n\nl.
**Sequence of Symbols**:\n - 1st box: \"=\" (Equal
sign)\n - 2nd box: \"%\" (Percent sign)\n - 3rd box: \"=\"
(Approximately equal sign)\n - 4th box: \"+\" (Division
sign with dots)\n - 5th box: \"!\" (Exclamation mark)\n -
6th box: \"\" (Therefore symbol)\n - 7th box: \":\"
(Colon)\n\n2. **QObserving Patterns**:\n -
**Mathematical Symbols**: The sequence includes
several mathematical symbols such as \"=\", \"%\", \"=\",
\"+\", and \"1\". These symbols are commonly used in
mathematical expressions and logic.\n - **Logical
Symbols**: The \"-\" (therefore) and \":\" (colon) are
often used in logical reasoning and notation.\n -
**Progression or Relationship**: We need to determine i
there is a logical progression or relationship between thes
symbols.\n\n3. **Possible Relationships**:\n -
**Mathematical Operations**: The symbols could
represent a sequence of operations or logical steps.\n -
**Logical Flow**: The \"..\" (therefore) suggests a
conclusion or result, and the \":\" (colon) could be used to}
introduce a condition or explanation.\n\n4. ** Analyzing
the Options**:\n - **Option A**: \"#\" (Hashtag or
number sign) - This symbol is not typically used in
standard mathematical or logical notation.\n - **Option
B**:\":=:\" (Because symbol) - This symbol is used in
logical notation to denote \"because\" or \"since.\"\n -
**QOption C**: \"+\" (Plus sign) - This is a common
mathematical operation.\n - **QOption D**: \"x\"
(Multiplication sign) - This is another common
mathematical operation.\n\n5. **Conclusion**:\n - Given
the presence of \"\" (therefore) and the use of logical
symbols, it seems logical to complete the sequence with a
symbol that represents a reason or cause.\n - The symbol
\":+\" (because) fits well in this context, as it complementf
the \"==\" (therefore) by providing the reason or cause for
the conclusion.\n\n### Final Answer:\nAnswer:

\\boxed {B}

G

To solve this problem, we need to discern the pattern or sequence in the given symbols.\n\nLooking at}
the sequence of symbols:\n\\[ =, \\% , \\approx , \\div , ! , \\cdots , : \\]\n\nLet's analyze each one:\n\nl.
\"=\" is a symbol for equality.\n2. \"%\" denotes percentage.\n3. \"=\" is the symbol for
approximation.\n4. \"+\" represents division.\n5. \"!\" signifies factorial.\n6. \".:\" implies
\"therefore.\"\n7. \":\" generally denotes a ratio or presence of something.\n\nTo identify the pattern,
consider the sequence types:\n\n- The symbols seem to be mathematical or logical operators.\n- Each
symbol could represent a series or group classification in math.\n\nNow, for patterns or
relationships:\n\n1. Equality, percentage, approximation, division: These are basic mathematical
operations or relations.\n2. Factorial is a mathematical operation with numbers.\n3. \"Therefore\" and
ratio both have logical or presentational meaning.\n\nNow;, let's match options:\nA. \"#\" - Hash, not
quite fitting into the mathematical operation.\nB. \"="\" - \"Because,\" logically follows \"therefore\"
(quite fitting).\nC. \"+\" - Addition, fits mathematically but not particularly a logical sequence.\nD.
\"x\" - Multiplication, a mathematical operator but not sequence-linked.\n\nGiven that \"\" means
\"therefore,\" the next logical sequence in relationships would be \"*,\" meaning \"because,\" which
often appears as a subsequent explanation.\n\nThus, the pattern aligns more with logical progression
from \"=-\" to \">\"\n\nAnswer: \\boxed {B}

Doubao- -Vision-Pro-32k-250115 - - V4

=,

1. Analyze the nature of the given symbols:\n - The symbols in the sequence “=, %, =, are
all special - purpose symbols used in mathematics, logic, or general notation, not common arithmetic
operation symbols like “+” and “x”.\n - Among the options:\n - Option C “+” and Option D “x” are
basic arithmetic operation symbols for addition and multiplication respectively. They do not fit the
pattern of non - arithmetic - operation special symbols in the given sequence.\n - Option A “#” is a
general symbol often used in programming, tagging, etc., but it has no direct relation to the set of
symbols related to mathematical and logical notations in the given sequence.\n - Option B “~” is a
logical symbol used to mean “because” in logical and mathematical reasoning, which is in line with
the nature of the given set of symbols (such as “..” which means “therefore”).\n2. Conclusion:\n -
The most suitable symbol to fill in the blank to maintain the pattern is “” as it belongs to the same
category of logical and mathematical notation symbols as the ones in the given sequence.\n\nAnswer:

\\boxed {B}.

s L

Gem pro-cxp-02-05 %

Detailed step-by-step derivation:**\n1. **Analyze the sequence:** The given sequence consists of
seven symbols followed by a question mark: '=", *%", ‘=", "+, "', "o V0 "2 \n2. **Identify
potential patterns:** Look for visual patterns, numerical patterns, or logical relationships between
the symbols. One noticeable feature is the presence and number of dots in each symbol.\n3.
**Count the dots:** Count the number of dots (or small circles) in each symbol:\n * '=": 0 dots\n
*'9%' : 2 dots\n * '=' : 0 dots\n * "+ : 2 dots\n * *!" : 1 dot\n * ' : 3 dots\n * :* : 2 dots\n * *?" :
Unknown\n4. **Formulate the dot sequence:** The sequence of the number of dots is 0, 2, 0, 2, 1,
3,2, 2.\n5. **Look for patterns within the dot sequence:** The sequence 0, 2, 0, 2, 1, 3, 2 doesn't
immediately suggest a simple arithmetic or geometric progression. Let's examine alternating
positions:\n * Odd positions (1st, 3rd, 5th, 7th): 0, 0, 1, 2. This sequence appears to be non-
decreasing (0, 0, 1, 2).\n * Even positions (2nd, 4th, 6th, 8th): 2, 2, 3, 2. This sequence starts with
two 2s, then a 3. A plausible continuation would be another 3, forming the pattern (2, 2, 3, 3).\n6.
**Determine the required number of dots:** Based on the alternating pattern hypothesis, the 8th
symbol (an even position) should follow the pattern (2, 2, 3, 3), meaning it should have 3 dots.\n7.
**Evaluate the options:** Check the number of dots in each of the given options:\n * A. *# : 0
dots\n * B. "+ : 3 dots\n * C. '+ : 0 dots\n * D. *x" : 0 dots\n8. **Select the correct option: **
Only option B (**") has the required 3 dots.\n9. **Confirm the pattern:** If B is correct, the
complete dot sequence is 0, 2, 0, 2, 1, 3, 2, 3. The patterns for odd (0, 0, 1, 2) and even (2, 2, 3, 3)
positions hold.\n\nAnswer: The final answer is $\\boxed {B}$

e e - Image Caption -

{The image shows a puzzle with a sequence of symbols arranged in a
| horizontal row within individual square boxes. Below this sequence, 1
| there are four multiple choice options labeled A, B, C, and D, each with 1
| a distinct symbol.\n\n1. **Symbol Sequence in Boxes™*:\n - There are |
| seven square boxes aligned horizontally.\n - Each box contains a single |
symbol from left to right:\n 1. The first box contains an equal sign 1
\"=\"\n 2. The second box contains a percent sign \"%\".\n 3. The third |
box contains an approximately equal sign \"=\".\n 4. The fourth box

contains a division sign with a dot above and below the slash \"+\".\n 5.
I The fifth box contains an exclamation mark \"I\".\n 6. The sixth box

I contains a symbol of three dots arranged in a triangular formation, with

two dots on the bottom and one on top \":\" (also known as

1 \"therefore\").\n 7. The seventh box contains a colon \":\".\n 8. The

| eighth box is marked with a question mark \"?\".\n\n2. **Multiple

1 Choice Options**:\n - Below the sequence, there are four options

| labeled A, B, C, and D.\n - **Option A**: A hashtag or number sign
symbol \"#\".\n - **Option B**: A symbol with two vertically aligned
dots with a colon between them, similar to the triangular dot pattern

"\n - **Option C**: A plus sign \"+\".\n - **Option D**: A
multiplication sign \"x\".\n\nThe task is likely to identify a pattern or
relationship among the symbols in the sequence to determine which of

I the four symbols (A, B, C, or D) belongs in the eighth box marked with

v

a question mark.

—-—— -

! -

To solve the puzzle, let's analyze the sequence of symbols and identify the
underlying pattern:\n\nl. **Sequence Analysis**:\n - **= (Equal Sign)**:
Represents equality.\n - **% (Percent Sign)**: Represents a ratio or proportion.\n
- **= (Approximately Equal Sign)**: Indicates approximation.\n - **+ (Division
Sign with Dots)**: Represents division.\n - **! (Exclamation Mark)**: Often
used to denote factorial in matt ics or emphasis in 1 \n - %k
(Therefore Symbol)**: Indicates a conclusion.\n - **: (Colon)**: Used to
introduce a list or explanation.\n\n2. **Identifying the Pattern**:\n - The sequence
transitions from mathematical symbols to logical and punctuation symbols.\n -
After the \"therefore\" symbol (--), which signifies a conclusion, the colon (:) is
used to introduce an explanation or reason.\n - Following this logical progression,
the next symbol should logically represent \"because,\" which is denoted by the
*k\"o\" (Because Symbol)**.\n\n3. **Evaluating the Options**:\n - **Option A
(#)**: Hashtag or number sign, unrelated to the pattern.\n - **Option B (:)**:
Combines the colon with the \"because\" symbol, fitting the logical
continuation.\n - **Option C (+)**: Plus sign, unrelated to the current logical
flow.\n - **Option D (x)**: Multiplication sign, also unrelated to the current
pattern.\n\n4. **Conclusion**:\n - **Option B (:*)** best fits the established
pattern by introducing the \"because\" symbol, which logically follows the
\"therefore\" symbol and colon.\n\n**Answer:** \\boxed {B}

e

J/

Figure 18: Solution examples generated by different models. Reference solution and outputs
generated by GPT-40, Qwen2.5VL-72B, Gemini-2.0-pro-exp-02-05 and Doubao-1.5-Vision-Pro-32k.

Additionally, the image caption and solution from LLMs (03-mini) are also illustrated.
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Question:

From the given options, select the most suitable
one to fill in the question mark, so that a certain
pattern is presented:

To solve this pattern transformation puzzle,
observe how the lines in each figure change In
each step, lines slanting to the left are rotating
clockwise and increasing in number, while lines
slanting to the right are also rotating clockwise
but decreasing in number. Apply this pattern to
transition from the third figure to the next,
focusing on the number and orientation of the
lines to determine the correct configuration.

?

ENEPAJEIS

Question:

From the four given options, choose the most
suitable one to fill in the question mark, so
that it presents a certain regularity:

Think about the pattern formed by the
intersecting shapes in the first set of figures.
Notice how the number of sides of the
intersection areaincreases sequentially with
each figure. Apply this pattern to the second
set of figures to determine the shape of the
intersection at the question mark. Which
option continues this sequence?

?

R

Question:

Choose the most appropriate option from the
given four choices to fill in the question mark so
as to present a certain regularity:

Examine how the black squares within the grid
move. Focus on the pattern of movement in both
the inner and outer parts of the grid Note that in
the inner 3x3 grid, except for the center square
which remains fixed, the other two black squares|
shift positions in a specific direction and
sequence. In the outer grid, observe how the
black squares shift consistently in a particular
direction. Which option continues this pattern?

SI=IEIEIR

Question:

Among the following options, which one
conforms to the pattern change of the given
figure is:

—— e e o e o e e o o e e e e =

Consider how the elements of each figure are
composed. Observe that in the sequence on the
left, the third figure is a combination of parts
from the first two figures. Specifically, the
bottom half of the third figure is identical to the
bottom half of the first figure, and the top half is
identical to the top half of the second figure.
Apply this pattern to the sequence on the right.
Identify the parts of figures on the right first.

Question:

From the given four options, select the most
appropriate one to fill in the question mark so
that a certain pattern is formed:

Hint:

Focus on counting specific shapes within each
figure. Pay attention to how many of a particular
geometric shape appears consistently across the
options. Remember, some elements like shading
may be designed to distract you, so concentrate
on the count of the shapes themselves.

AQDEB, @0G
B: 006, @0®
COOG, ®@G®
D:Q0®, @O®

@
Question:
Divide the six figures below into two categories,
making sure each category of figures has its own
common features orpatterns:

Consider the problem as one involving grouping
and classification. Focus on the characteristics
of the shapes provided Notice that all shapes
are divided into distinct closed regions. While
the number of these regions varies, a more
subtle criterion is at play. Pay attention to the
largest region in each shape. Examine its
symmetry: does it exhibit rotational or reflective
symmetry?

A ADBE, @O
1 @ @ B:OOG, @0®

COG, @6®

5 @ @ D:00®, O®G®

Question:

Divide the six figures below into two categories,
making sure cach category of figures has its own
common features or patterns:

Observe the given figures andpay attention to
their symmetry properties The six figures in
the title are all symmetrical figures, but their
symmetry types are different. Try to divide the
figures into two categories:centrosymmetry
and axisymmetry to help identify the
regularity between figures. Through this
classification, we can find the attribution of
each figure and get the correct answer.

L[] oo TT[2

Question:

From the four given options, choose the most
appropriate one to fill in the question mark so
that it presents a certain pattern:

Consider the arrangement and symmetry of the
clements. Focus on the properties of the shapes
and their composition In the first group, the
shapes exhibit axial symmetry and are
composed of letters. Analyze the letters in both
groups, noting the symmetry and repetition.
When examining the options, identify the one
that maintains the same symmetrical properties
and letter composition as the examples given.

Question:

Choose the most appropriate figure from the
four given options to fill in the question
mark, so that a certain pattern is formed.

Consider the symmetry of the curves in the
given problem Look for an axis of symmetry
and check if the curves in the options share this
same property. Additionally, observe whether
the curves pass through the origin, as this could
be a crucial differentiator. Focus on these
attributes to identify the correct option.

— o o mm m mm mm mm mm Em Em Em Em Em Em Em Em o m

L 4

Figure 19: Examples of hint prompts. Hint prompts are provided to guide reasoning without revealing
the final answer directly.
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@ @ @ @ @ . From the four given options, select the

most suitable one to fill in the place of

@ @ @ @ the question mark, so that it presents a
certain regularity:

QwenVL2.5-7B-Instruct

N
To solve this problem, we need to identify the pattern in the given sequence of circles and
apply it to find the correct option for the question mark. \n\nLet's analyze the sequence
step by step:\n\nl. **First Row:**\n - The first circle has a triangle pointing left.\n -
The second circle has a triangle pointing down. \n - The third circle has a triangle
pointing right.\n\n2. **Second Row:**\n - The first circle has a square pointing up.\n -
The second circle has a square pointing down.\n - We need to determine the orientation
of the square in the third circle.\n\n3. **Pattern Recognition:**\n - In the first row, the
triangles are pointing in a cyclic order (left, down, right). \n - In the second row, the
squares are also pointing in a cyclic order (up, down). \n\n4. **Applying the Pattern:**\n
- If the squares continue the same cyclic pattern as the triangles, the next direction after
down should be to the right.\n\n5. **Checking the Options:**\n - Option A: The square
is pointing up.\n - Option B: The square is pointing down.\n - Option C: The square is
pointing right.\n - Option D: The square is pointing left.\n\nSince the pattern suggests
the square should point to the right, the correct option is: \n\nAnswer: \\boxed {C}

(S J

Ve QwenVL2.5-7B-Instruct-RL v V4 ~N

<think> To solve this problem, we need to identify the pattern in the sequence of shapes.
Let's analyze the given images step by step. \n\nl. The first row of images shows a
sequence of circles with triangles inside them.\n - The first circle has a triangle pointing
left\n - The second circle has a triangle pointing down.\n - The third circle has a
triangle pointing right.\n - The pattern of the triangles is alternating directions (left,
down, right).\n\n2. The second row of images shows a sequence of circles with squares
inside them.\n - The first circle has a square on the top right corner.\n - The second
circle has a square on the bottom right corner. \n - The third circle has a square on the top
left corner.\n - The pattern of the squares is alternating positions (top right, bottom right,
top left).\n\n3. We need to determine the position of the square in the third circle of the
second row.\n - The pattern alternates between top right, bottom right, and top left. \n -
The previous positions were top right and bottom right.\n - Therefore, the next position
should be top left.\n\nNow, let's look at the options provided:\n- A: A (This option does
not match the pattern of the squares.) \n- B: B (This option does not match the pattern of
the squares.)\n- C: C (This option does not match the pattern of the squares.) \n- D: D
(This option matches the pattern of the squares, as the square is on the top left
corner.)\n\nThus, the most suitable option to fill in the question mark is D. \n
</think>\n<answer> D </answer>

P
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Figure 20: Comparison of model outputs before and after RL training stage for Qwen2.5-VL-7B.
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To determine which option can be obtained by flipping the given figure vertically, we
need to follow these steps:\n\nl. Identify the original figure.\n2. Visualize the vertical
flip of the original figure.\n3. Compare the flipped figure with the given
options.\n\nLet's start with the original figure: \n\nThe original figure is shown in the
leftmost image (labeled as \"D\"). It has the letters \"D\", \"A\", and \"K\" arranged in a
specific pattern on the surface of a dodecahedron. \n\nWhen we flip this figure
vertically, the arrangement of the letters will change. Specifically, the letter \"D\" will
move to the bottom, the letter \"A\" will move to the top, and the letter \"K\" will move
to the right side.\n\nNow, let's compare this with the given options: \n\n- Option A: The
letters are arranged as \"K\", \"V\", \"D\".\n- Option B: The letters are arranged as \"D\",
\"V\", \"K\".\n- Option C: The letters are arranged as \"D\", \"V\", \"K\".\n- Option D:
The letters are arranged as \"K\", \"V\", \"D\".\n\nFrom the description of the vertical
flip, we see that the correct arrangement after the flip should be \"D\", \"V\", \"K\".
This matches with Option B.\n\nTherefore, the correct answer is:\n\n\\boxed{B}

(N AN AN
/’ Q\ /0“'\ /.“Q\ Among the options below, which one can
oY Y\ \@r' Y be obtained by flipping the given figure
N N N y thipping g g

B C D

vertically:
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Y ~
Vs QwenVL2.5-7B-Instruct "4 ~

<think> To determine which option can be obtained by flipping the given figure vertically,
we need to analyze the spatial relationships and the orientation of the letters within the
figure.\n\n1. **Identify the Original Figure**: The original figure has the letters \"D\",
\"K\", and \"V\" arranged in a specific pattern on the surface of a polyhedron. The letter
\"D\" is on the left side, \"K\" is on the right side, and \"V\" is in the middle.\n\n2.
**Understand Vertical Flipping**: When we flip the figure vertically, the top part of the
figure will become the bottom part, and the bottom part will become the top part. The
letters will also change their positions relative to each other. \n\n3. **Analyze Each
Option**:\n - **Option A**: In this option, the letter \"D\" is on the left side, \"K\" is on
the right side, and \"V\" is in the middle. This is the same as the original figure, but it is not
a vertical flip.\n - **Option B**: In this option, the letter \"D\" is on the left side, \"K\" is
on the right side, and \"V\" is in the middle. This is the same as the original figure, but it is
not a vertical flip.\n - **Option C**: In this option, the letter \"D\" is on the left side,
\"K\" is on the right side, and \"V\" is in the middle. This is the same as the original figure,
but it is not a vertical flip.\n - **Option D**: In this option, the letter \"D\" is on the left
side, \"K\" is on the right side, and \"V\" is in the middle. This is the same as the original
figure, but it is a vertical flip. \n\n4. **Conclusion**: The only option that shows the figure
after a vertical flip is Option D.\n</think>\n<answer> D </answer>

Figure 21: Comparison of model outputs before and after RL training stage for Qwen2.5-VL-7B.
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To solve this problem, we need to identify the pattern or rule that governs the sequence of
images in the top row and then apply that same rule to find the correct image for the

question mark.\n\nLet's analyze the sequence of images in the top row: \n\nl. The first image
is a half-circle.\n2. The second image is a lollipop.\n3. The third image is a flag.\n4. The
fourth image is a fish.\n5. The fifth image is an atom symbol. \n\nNow, let's look at the
images in the bottom row:\n\nA: An ice cream cone.\nB: A half-circle.\nC: A slice of
watermelon.\nD: A slice of cake.\n\nWe need to determine which of these images fits the
pattern established by the top row. Let's consider the shapes and their transformations: \n\n-
The first image (half-circle) is simple.\n- The second image (lollipop) has a spiral shape. \n-
The third image (flag) has a wavy line. \n- The fourth image (fish) has a curved body. \n- The
fifth image (atom symbol) has a complex structure with multiple parts. \n\nThe pattern seems
to be the transformation of basic shapes into more complex forms. The half -circle becomes a
lollipop, which has a spiral shape. The flag has a wavy line, and the fish has a curved body.
The atom symbol is complex with multiple parts. \n\nLooking at the bottom row, the image
that fits this pattern is the one that transforms a simple shape into a more complex form. The
half-circle (image B) matches this description as it is the simplest shape in the top row and
corresponds to the simplest shape in the bottom row. \n\nTherefore, the correct answer

is:\n\nAnswer: \\boxed{B}
v

<think> To solve this problem, we need to identify the pattern in the sequence of images.
Let's analyze the images step by step: \n\n1. The first image is a half-circle.\n2. The second
image is a lollipop.\n3. The third image is a flag.\n4. The fourth image is a fish.\n5. The
fifth image is a flower.\n6. The sixth image is a question mark, which we need to
determine.\n\nNow, let's look at the options provided: \n\nA: An ice cream cone.\nB: A half-
circle.\nC: A watermelon slice.\nD: A piece of cake.\n\nWe need to identify which of these
options fits the pattern established by the previous images. Let's analyze the pattern: \n\n-
The first image is a half-circle.\n- The second image is a lollipop, which has a circular shape
but with a stick.\n- The third image is a flag, which has a distinct shape with a vertical and
horizontal section.\n- The fourth image is a fish, which has a distinct shape with a tail and
fins.\n- The fifth image is a flower, which has a distinct shape with petals and a
center.\n\nThe pattern seems to be that each image has a distinct and recognizable shape.
Now, let's look at the options:\n\n- Option A (ice cream cone) has a distinct shape with a
cone and a scoop.\n- Option B (half-circle) is already seen in the first image. \n- Option C
(watermelon slice) has a distinct shape with a triangular section. \n- Option D (piece of cake)
has a distinct shape with a triangular section. \n\nSince the pattern is that each image has a
distinct and recognizable shape, and the options A, C, and D all have distinct shapes, we
need to choose the one that fits the pattern consistently. The most consistent and distinct
shape among the options is the ice cream cone. \n\nTherefore, the most appropriate option to
L fill in the question mark is:\n <answer> A </answer>

>
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Figure 22: Comparison of model outputs before and after RL training stage for Qwen2.5-VL-7B.
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To solve this visual logical reasoning problem, let's analyze the patterns in the
series.\n\n1l. Observing the first three shapes:\n - The first shape shows a segment
(clockwise) from the upper left position going left. \n - The second shape shows a
segment from the top center going left.\n - The third shape shows segments from
the bottom left and top left going left. \n\n2. The fourth shape shows a segment from
the upper left position going down.\n\nNow;, let's identify the progression: \n- The
segments appear to be moving around the shape in a clockwise manner. \n- Each
subsequent shape adds an additional segment or changes the position of existing
segments.\n\nGiven this sequence and the changes between shapes: \n- The next in
the series should logically follow the pattern of adding or changing segments around
the shape in a clockwise direction. \n\nInspecting the options:\n- Option A shows a
shape where segments are from the upper left, with one part of the right bottom,
which looks like a continuation of the previous pattern. \n\nHence, option A fits the
pattern best.\n\nAnswer: \\boxed {A}

p InternVL2_5-38B-RL v- N

<think> \nTo solve this problem, we need to identify the pattern in the given
sequence of shapes and apply it to the next shape. \n\n1. The first shape has a line
segment positioned at the top-right corner of the circle.\n2. The second shape has the
line segment rotated 90 degrees counterclockwise to the top -left corner.\n3. The third
shape has the line segment rotated 90 degrees counterclockwise to the bottom -left
corner.\n4. The fourth shape has the line segment rotated 90 degrees
counterclockwise to the bottom-right corner.\n\nThe pattern here is a 90-degree
counterclockwise rotation of the line segment in each subsequent shape. \n\nNow,
let's examine the options:\n- Option A: The line segment is at the top -right corner.\n-
Option B: The line segment is at the top-left corner.\n- Option C: The line segment is
at the bottom-left corner.\n- Option D: The line segment is at the bottom -right
corner.\n\nSince the pattern involves a 90-degree counterclockwise rotation, the next
position should be the top-right corner, which corresponds to Option A.\n\nTherefore,
the correct answer is D.\n</think>\n<answer> D </answer>
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Figure 23: Comparison of model outputs before and after RL training stage for InternVL-2.5-38B.
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To determine the correct classification of the given figures, let's analyze the patterns and
characteristics of each figure: \n\n1. **Figure (1)**: A four-sided polygon with a concave
shape on the lower part having five vertices if you include internal points where it
turns.\n2. **Figure (2)**: Another four-sided figure but with a concave shape on two sides,
making it pentagon-like as it consists of five vertices.\n3. **Figure (3)**: A four-sided
polygon with a concave part leading to five vertices total when counting internal
bends.\n4. **Figure (4)**: A six-sided polygon (hexagon-like) shape with two concave
sections leading to seven total vertices. \n5. **Figure (5)**: Similar to Figure (2), a four-
sided figure with concave sides summing to five vertices. \n6. **Figure ©)**: A four-sided
polygon but with one concave section and one protrusion, also totaling five
vertices.\n\nUsing the characteristics: \n\n- **Vertices Count**:\n - (1), 3), B, ® have
five vertices.\n - (2), @) have five vertices as well, but they look different. \n\nSince there
isn’t an obvious way to distinguish based solely on vertices, try looking for a more subtle
pattern:\n\n- **Pattern of Concave and Convex sections**: \n - Figures @), (5), and () are
all four-sided (quadrilateral) and have similar concave/convex patterns that slightly
complicate their counts but still make them consistent in shape complexity. \n\nWith this
consideration in mind, we can classify based on quadrilateral -like characteristics with
specific concave/convex patterns: \n- Four-sided shapes with somewhat complex patterns
(@), ®), ®),\n- Shapes differing in vertex count and distinct concave sections ((1), @),
(3).\n\nThus the classification is:\n**Option B**: (1)3)®), 2(4)(5)\n\n** Answer**:
\\\boxed{B}

p InternVL2_5-38B-RL wa N

<think> \nTo solve this problem, we need to identify common characteristics or patterns
among the figures. \n\nl. Figure 1: A shape with an \"L\" turn and a curve.\n2. Figure 2: A
shape with a curve and an \"S\" turn.\n3. Figure 3: A shape with an \"L\" turn and a straight
line.\n4. Figure 4: A shape with an \"L\" turn and a curve.\n5. Figure 5: A shape with an
\"L\" turn and a straight line.\n6. Figure 6: A shape with a curve and an \"S\" turn.\n\nWe
can observe the following:\n- Figures 1, 3, and 4 have an \"L\" turn and a curve.\n- Figures
2, 5, and 6 have a curve and an \"S\" turn.\n\nTherefore, the common characteristic for the
first category (1X3)4) is the \"L\" turn and a curve, and for the second category (25/®)
is the curve and an \"S\" turn.\n\nThus, the correct classification is: \nA: (1)3)4), 2)5X6)
\n</think>\n<answer> A </answer>

,______________________________________________________________________________________~
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Figure 24: Comparison of model outputs before and after RL training stage for InternVL-2.5-38B.
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Which of the following options

OOO0B?
conforms to the given pattern of
Q @ @ @ change in the figures:
A C D

B

Ve InternVL2_5-38B ~N

To determine which option conforms to the given pattern of change in the figures,
let's analyze the sequence step by step. \n\n- **First Figure:**\n The figure contains
a square cut out from it.\n\n- **Second Figure:**\n The square cut out appears to be
rotated slightly clockwise. \n\n- **Third Figure:**\n The square cut out is rotated
slightly more clockwise.\n\n- **Fourth Figure:**\n The square cut out is rotated
again, continuing the clockwise rotation pattern each time. \n\nTo identify the next
logical transformation: \n- **Fifth Figure:**\n Following the established pattern, the
square cut out should continue to rotate clockwise to the next logical
position\n\nNow, let's evaluate each of the options: \n\n- **Option A:** This figure
retains the unrotated square cut out. Therefore, it does not follow the pattern. \n-
**QOption B:** The square cut out rotates the same way the previous figures are
following, with additional rotations on each step. This seems to be correct for
continued rotation pattern. \n- **Option C:** This figure's square cut out matches no
existing rotations pattern, and follows a different path of rotation. \n- **Option D:**
The square cut out is rotated very different from the sequence. \n\nBy verifying the
patterns provided and comparing each option, Option B fits the rotation pattern
exactly as continued clockwise.\n\nAnswer: \\boxed {B}

InternVL2_5-38B-RL — N

<think> \nTo solve this problem, we need to identify the pattern of change in the
given sequence of figures.\n\nl. The first figure shows an octagon with a right angle
inside it.\n2. The second figure shows the same octagon with the right angle rotated
45 degrees clockwise.\n3. The third figure shows the right angle rotated another 45
degrees clockwise.\n4. The fourth figure shows the right angle rotated another 45
degrees clockwise.\n5. The fifth figure shows the right angle rotated another 45
degrees clockwise.\n\nFrom the above observations, we can see that the right angle
inside the octagon is rotated 45 degrees clockwise in each subsequent
figure.\n\nNow, we need to identify which of the given options matches this
pattern.\n\nOption A: The right angle is in the same position as the first
figure.\nOption B: The right angle is rotated 45 degrees clockwise from the first
figure.\nOption C: The right angle is rotated 90 degrees clockwise from the first
figure.\nOption D: The right angle is rotated 135 degrees clockwise from the first
figure.\n\nSince the pattern involves a 45-degree clockwise rotation in each step, the
next figure should have the right angle rotated 135 degrees clockwise from the first
figure.\n\nTherefore, the correct option is D.\n</think>\n<answer> D </answer>

N e e e e e e e e

Figure 25: Comparison of model outputs before and after RL training stage for InternVL-2.5-38B.
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