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Abstract

A pivotal brain computation relies on the ability to sustain perception-action
loops. Stochastic optimal control theory offers a mathematical framework to
explain these processes at the algorithmic level through optimality principles.
However, incorporating a realistic noise model of the sensorimotor system —
accounting for multiplicative noise in feedback and motor output, as well as internal
noise in estimation — makes the problem challenging. Currently, the algorithm
that is commonly used is the one proposed in the seminal study in [1]. After
discovering some pitfalls in the original derivation, i.e., unbiased estimation does
not hold, we improve the algorithm by proposing an efficient gradient descent-based
optimization that minimizes the cost-to-go while only imposing linearity of the
control law. The optimal solution is obtained by iteratively propagating in closed
form the sufficient statistics to compute the expected cost and then minimizing this
cost with respect to the filter and control gains. We demonstrate that this approach
results in a significantly lower overall cost than current state-of-the-art solutions,
particularly in the presence of internal noise, though the improvement is present
in other circumstances as well, with theoretical explanations for this enhanced
performance. Providing the optimal control law is key for inverse control inference,
especially in explaining behavioral data under rationality assumptions.

1 Introduction

The sensorimotor system possesses a remarkable ability to reliably execute actions aligned with
external and internal goals in spite of the noise sources affecting it [2, 3] and the numerous solutions
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through which the same goals can be achieved [4]. Our nervous system is able to combine the
complexity of the mechanical properties of the body with a regulatory control system [5]. How such
control is implemented at a computational and algorithmic level is still an open question in systems
neuroscience.

Optimal feedback control provides a valuable framework for understanding how the motor system
creates coordinated and adaptable behavior [6l15]. However, using optimality principles to infer the
underlying computation [[7] is a powerful yet potentially risky approach. Indeed, multiple independent
factors can lead to discrepancies with experimental data. For instance, predictions might be based
on unsuitable approximations or conditions. Consequently, although optimal feedback control, and
more broadly, stochastic optimal control theory, can be regarded as ideal candidates to understand the
principles of motor control [} 16} 1} [7]], their effectiveness depends on the mathematical correctness
of the derived predictions and the accuracy of their assumptions.

Solving an optimal control problem implies deriving an optimal state-to-action policy, or control-law,
to minimize a certain cost function, usually embedding control effort and task related goals [6].
The classical framework in which analytical solutions for optimal feedback control of stochastic,
partially observable, continuous, non stationary, and high-dimensional systems can be derived, is the
Linear-Quadratic-Additive-Gaussian (LQAG) problem (see Section[2)), that assumes linear dynamics,
a quadratic cost function and additive Gaussian noise [8} 9]]. Despite having been used in the past
to model motor control [[10} 11} [12], these assumptions are too limiting to explain a wide range of
observed, relevant behaviors, like smooth velocity profiles [l [13 [14], speed-accuracy trade-offs
[LL, [15) 16l [17] and movement corrections [18} 13| [19]. Including a realistic noise model for the
sensorimotor system is crucial to fill this gap, even at the cost of decreasing the mathematical
tractability of the problem [1]]. Indeed, accounting for control [[1} 15,16, 17, 20] and signal-dependent
[} 214 221 23] [14] noise at the motor output and sensory feedback level, and for internal noise
[LL, 22 24]] in the estimation process, permits explaining a broad range of experimentally observed
phenomena [18] 3} [1} 251 26]], as discussed in Section@

The seminal study in [[1], widely regarded as state-of-the-art for solving optimal control problems
under this extended noise model, offers an iterative algorithm whereby a stochastic optimal control
problem, incorporating multiplicative motor and sensory noise and additive internal noise, can be
efficiently solved. Such an algorithm is currently used to explain behavioral data in the context
of inverse optimal control [27]. Unfortunately, the derivation used in [1] erroneously assumes
unbiased estimators. We propose an alternative algorithm that addresses this issue by assuming
only linear control. The algorithm leverages the fact that the cost function can be computed from
closed-form moment expressions, which can then be minimized numerically. To handle potential
high computational costs, we derive an analytical counterpart for the optimization, based on the
efficient propagation of cost function derivatives over time. For simplicity, the algorithm is derived
for a simpler, yet relevant, case as outlined in Section [3.3] with extensions to the more general
case also discussed. Our algorithm outperforms the solutions in [[1]] under internal noise, providing
both theoretical and heuristic explanations for the performance differences. In a sensorimotor hand-
reaching task, it reduces the cost by up to 90% when internal noise constitutes 10% of the total. This
reveals qualitatively different behaviors, underscoring the importance of using the actual optimal
controller, particularly when explaining behavior in a principled way [27].

In Section[2] to fix notation and ideas, we begin by formalizing the optimal control problem using
the classic LQAG framework [8]], addressing partial observability and assuming fully additive noise
(Section[2.T)). We then introduce the Linear-Quadratic-Multiplicative-Gaussian (LQMG) framework,
which extends the noise model to include multiplicative noise in both control and observations, as
well as additive internal noise, following the approach of [1]] (Section[2.2). We demonstrate that the
well-established solution from [[1] produces suboptimal solutions in the presence of internal noise
and prior to full algorithmic convergence (Section [2.3)). In Section[3] we introduce a novel numerical
algorithm that achieves optimal solutions and outperforms the approach in [1]], as demonstrated
empirically in Section [3.2] Finally, in Section [3.3] we present the analytical counterpart to the
numerical algorithm.



2 Control and Estimation with Multiplicative and Internal Noise

2.1 The Classic Linear-Quadratic-Additive-Gaussian (LQAG) Problem

Stochastic optimal control theory formalizes the idea of controlling a dynamical system under partial
observability to accomplish a goal [8]]. In the LQAG problem (typically referred to as LQG), a linear
system with latent state x; € R™

Ti41 = A.’Et + BUt + ft (1)

is controlled by a control signal u; € RP, with time-independent matrices A € R"™*" and B € R"*P,
and initial condition z; — considering time-dependent matrices is straightforward. The term &; € R™
stands for a Gaussian random variable with zero mean and covariance )¢ (we always consider i.i.d.
random variables, but note that temporally correlated random variables can be generated by filtering
the noise with the linear dynamics in Eq. [I). In the most relevant case, the controller does not have
full access to the latent state x;: the observation y; € RFisa noisy version of x;,

Yy = Hry +wy 2)

with observation matrix H € R¥*™ and w; € R¥ being a Gaussian random variable with zero mean
and covariance (2,,. Note that all noise sources are additive, that is, state independent, hence we refer
to the classic LQG problem as LQAG. The controller u; = u(y;) is constrained to be a function
of the past observations only, y; = (y1, ..., ¥+—1), and it must be optimized to minimize the total
quadratic cost

T T
E[J] = ZE[M = ZE [2] Qs + uf Rywy] (3)
t=1 t=1

where 7' is the duration of the task, and j; is the cost per step in a trial, which includes a control
cost (reflecting the internal goal of minimizing control effort) determined by the symmetric positive
definite matrix R, € RP*P, with R; > 0, and a state cost (modeling potential external goals, such as
minimizing the distance to a chosen target), determined by QQ; € R™>*™, Again, Q; is symmetric
and positive definite, (J; > 0, and modulates the cost of the state being far from a chosen target.
J is the total cost, over a whole trial, while E[.J] is the total expected cost. Here, the expectation
E[f(-)] denotes an average over all noise random variables with the same initial condition, that is,

E[f()} = fd$2,...,T dy1,..4,Tf(') p(l‘z,..A,T, y1,4..,T).

The optimal controller can be derived analytically [8] (see Appendix [A.T). In summary, it is a linear
function of the state estimate &;, u; = L&y, where Ly € RP*™ ig the control gain, and Z; is the
estimator of the unobserved variable z, recursively computed with a linear Kalman filter

ZIATt+1 = A{%t + But + Kt(yt — H.’i’t) (4)

with filter gains K; € R™*F and initial condition &; = E[z1] (21 is a random Gaussian variable with
covariance Y, ) — to start with an unbiased estimate of the latent variable. Intuitively, the estimate at
time ¢ + 1 consists of a next-state prediction term (the first two terms in the r.h.s.) from the current
estimate Z; plus a correction (third term) that depends on the prediction error, the difference between
the new observation y; and the previous state prediction, weighted by its reliability. For example, if
the noise magnitude is very large, K; = 0, indicating that an open-loop strategy would be optimal

(8]

For the classic LQAG problem, it is well known that the optimal Kalman filter satisfies the
orthogonality principle [8]], stating that the estimation error is orthogonal to the optimal esti-
mator &y, i.e. E[(xy — #;)Z]] = 0, where we define from here onwards the expectation as
E[f(")] = [dzo. 1 dis. . 7f(-) p(xa,. 1,22, 1) Where p is the joint density of latent and
estimation variables with initial condition &1 = E[x1] - e.g., E[#;] = [ d&:3p(2:).

Also, as it is clear from the analytical expression (Appendix [A.T), the computation for the optimal
controller and filter gains are mathematically independent of each other, the so-called separation
principle [28}129,130], which is closely related to the concept of certainty equivalence [31]].

2.2 An Extended Noise Model: Optimal Control Beyond the LQAG Framework

Purely additive noise sources alone are insufficient to model the sensorimotor action-perception loop,
as multiplicative noise affects both motor control [1} 15} [17,[16] and sensory feedback, including



visual and proprioceptive signals [6} [1, 23] 21} 22| [14]. For instance, stronger muscle forces produce
greater noise [15} [17], and visual sensory noise increases in the periphery relative to the fovea
[, 230 211 22]. Accounting for these characteristics is crucial for explaining and reproducing
various behavioral features in reaching movements, such as stereotyped bell-shaped velocity profiles
[L, (131 [14] and the speed-accuracy trade-off [, [15} (16} [17].

These considerations result in the Linear-Quadratic-Multiplicative-Gaussian (LQMG) model, with
the following dynamics for state and sensory feedback [/1]]

Ti41 = A:L‘t =+ But + é.t + Z 6101’&15 (5)
i=1
d .
ye = Hay +wi+ ) piDicy ©)

i=1
In comparison to Egs. [T}2] for the classic LQAG model, the LQMG model adds the final terms to
account for multiplicative motor noise (Eq. [5)) and sensory noise (Eq. [6). Specifically, performing a
control action u; introduces noise proportional to the control signal itself (Eq. [5), while perceiving
the state variable z; induces noise proportional to the observed state (Eq. [6). Here, C; € R™*P
and D; € R¥*™ are constant scaling matrices, and €; € R¢ and p; € R? are zero-mean Gaussian
noise terms with covariances €2 = I and §2, = I, respectively [1]. For simplicity, in the expressions
derived below, we set ¢ = d = 1 to improve readability, without loss of generality.

As in the LQAG problem, the objective is to find the optimal control signal u; € RP that depends
solely on past observations ¥ ... ;—1 to minimize the cost function defined in Eq. E} In this case, the
optimal state estimate and corresponding filters are state-dependent and in general intractable, but we
can simplify the problem by assuming, as in [1], that the filter is non-adaptive (i.e. independent of the
state estimate, [[1]]), similar to the classic LQAG problem. This leads to the assumption that the state
estimate follows the equation

Ty = ATy + Buy + K (ye — Hiy) + e @)

with the same terminology as in Eq. ] The initial state 2; and its estimate 1, assumed to be
independent, are Gaussian variables with the same mean E[z1] = E[Z;], and covariances %, and
3z, respectively. This dynamics of the state estimate only differs from Eq. [/|due to the presence
of an additional zero-mean Gaussian noise term 7, € R™ with covariance €2,,, which models the
possibility of inefficient filtering of the past observations. This noise term may represent internal
fluctuations in neural activity [2} 24} |32} [3] or inaccuracies in the filtering process, and is important
for explaining behavioral data [[1]].

Under the new LQMG model (Egs. [5{{7), the task is to find the optimal control signal u; = us(Z+),
fort =1,...,T — 1, and the filter gains K ... 7_o, that minimize the quadratic cost in Eq. 3}

2.3 State-of-the-Art Solutions for the LQMG Model: Causes of Suboptimality

It is important to first recognize that solving the LQMG problem in Eqs. [5}{/]is significantly more
complex than in the classic LQAG problem: while in the latter the separation principle applies,
allowing for a direct analytical solution (Appendix [A.T), in the former the principle does not hold,
resulting in tightly intertwined controller and filter gains. Notably, the presence of internal noise
alone introduces control-estimation interdependencies— a factor previously overlooked in earlier
approaches.

The algorithm currently used to solve the optimal control problem under the LQMG model (Eqgs.
is the one introduced in the seminal work of [1]], whose solutions are detailed in Appendix[A.2]
The impact of this research extends beyond theoretical considerations [27} 133} 134} 135,136, 137, 38]].
We now describe some pitfalls in the original derivation and explain why certain assumptions fail,
leading to suboptimality. In Section [3] we propose an alternative algorithm, and in Section[3.2] we
demonstrate that our solutions outperform the previous ones.

The algorithm in [1]] assumes, throughout the derivation of the optimal control-estimation loop,
that the estimator is unbiased, meaning E[z.|%;] = Z;. However, this condition is never truly
satisfied. To illustrate this conceptually, we can consider a one-dimensional toy problem involving
a partially observable stochastic process x; (Fig. [Th). Assume that at time ¢ — 1, the condition



E[z;_1|#t—1] = &¢—1 holds. Now, suppose that at the same time, a large positive fluctuation, possibly
caused by sensory or internal noise, affects the agent’s internal estimate. As a result, while the actual
state oy changes only slightly compared to x;_1, the state estimate &, changes significantly, so that
Ty > Ty—1. At this point, it becomes clear that the expected value of x; conditioned on #; cannot
equal 2, thus violating the unbiasedness condition (see Fig. [Th). This effect is more pronounced
when the state estimate undergoes large fluctuations, but a similar bias, although smaller, would still
be present with minor fluctuations.

We demonstrate this issue numerically by considering a one-dimensional problem (m =p =k = 1)
with multiplicative, additive, and internal noise (for the details see Appendix [A.3). In the absence
of internal noise, the violation of unbiasedness is still present, though it becomes pronounced only
for large values of z; (Fig. ,c). However, when internal noise is introduced, the bias increases
substantially since the internal fluctuations are not directly attenuated by the gains K (see also

Appendix [A.3).
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Figure 1: The invalidity of the unbiasedness condition. (a) A toy example illustrating estimation bias.
The black line represents the dynamics of a partially observable process, z;, while the red line shows
the state estimate, ¢, biased by random internal fluctuations from the noise term 7); (orange arrow).
(b-¢) E[x|2,], for t = 8, as a function of %, for o,, = 0.0, 0.6, respectively, using the solutions from
[1]. The conditional expectation E[z;|#;] is computed through Monte Carlo simulations (dots + error
bars: mean £ 1std). The gray straight line represents the identity line, where E[x;|%:] = &;.

As said above, in the classic LQAG problem the optimal Kalman filter satisfies the orthogonality
principle [8]]. In contrast, when internal noise is non-zero we show that the orthogonality principle
does not hold anymore for the optimal filter (see Appendix[A.3.T). We further show that the condition
of unbiasedness implies the orthogonality principle, but not the other way around. Therefore, applying
unbiasedness to solve the optimal control problem introduced in Section [2]leads to suboptimal
solutions when internal noise is present, irrespective of control or signal-dependent noise. A similar
issue arises when the algorithm has not yet converged, even for zero internal noise, because the
orthogonality principle only holds for optimized filter gains (and in the absence of internal noise).
As aresult, the algorithm in [[1]] also fails to produce the optimal control when derived with a fixed
suboptimal estimator, and to produce the optimal filter estimate with a fixed suboptimal controller.

3 A Novel Algorithm for Optimal Control Problems

To address the issues outlined in the previous section, we introduce an alternative method for solving
the LQMG problem presented in Section We compute the expected total accumulated cost,
E[J], by averaging over all stochastic terms present in Egs. and as a function of L; and K.
For fixed L; and K, E[J] serves as the objective function for a standard gradient descent algorithm
aimed at minimizing it. In Section [3.1] we detail the computation of this objective function through
moment propagation and discuss the minimization process with respect to Ly ... 7—q and K ... 7_2.
In Section[3.2] we demonstrate that this approach outperforms state-of-the-art algorithms. In Section
[3.3] we derive the analytical counterpart to our numerical algorithm.

3.1 Minimization of Theoretical Expected Cost Through Numerical Gradient Descent (GD)
Our method assumes linear control, where the control signal u; is linear in the internal estimate
Uy = Ltif?t . (8)

This assumption is not very limiting, as it is correct for the classic LQAG problem and has been
used before for the LOMG problem [[1]. Crucially, we do not assume unbiasedness to solve the



optimal control problem. The expected total accumulated cost is computed by propagating the first
two moments of x and 2 in closed form. Given that both control and estimation are linear in x and z,
and the cost function is quadratic in x and wu, the first and second moments act as sufficient statistics.
As a result, no additional approximations (e.g., assuming Gaussianity of x and ) are required to find
the optimal solutions. By using Eq. [§]and the formula for the expected cost of a quadratic form, Eq.
can be rewritten as

T T

ZE Gi) = D (Ele]TQuElw:] + E[2.]TL] R L/E[#,] + ©)
t=1

+ TT[Qt o)+ Tr[L{ Ry LiX,]),

where T'r[-] stands for the trace operation, 3., is the covariance matrix of the latent state z; and X5,
is the covariance of the state estimate at time ¢. Note that E[x;], E[#;], ¥,, and ¥z, will implicitly
dependon Li,. ;1 and K1 ;1. From Eqs. [5{{7] we can derive the update equations to propagate
the first and second-order moments E[z,] E[Z;], ¥, and ¥;, in a closed-form manner, in order
to compute the total expected cost E[J] at ﬁxed Ly,....p—1 and K ... 7_o (for the derivation see
Appendix [A.4.T). Here and in the following we set ¢ = d = 1 for simplicity (the case ¢,d > 1
follows simply by replacing terms with D or C' matrices by C; and D, respectively, and sum over 7).
To rewrite our results in a more compact form, we define (similarly to [27,[39])

= (i) - (BED). @

by DI
E _ Tt Tt,Tt ll
t (Zit,xt E;ftf, ) ’ ( )
(A BL,
M, = (KtH A+ BL, — KtH> (12)
and
G, — (CLe(Ea, + paupf JLICT + Qg 0
£ 0 KiD(3q, + pa pl, ) DTK] + K QK] + Q)
(13)
where Xy, 3, = E[z;@{] — E[z;|E[;]T and X3, ,, = BT . . We have defined /1, as a column vector

whose block elements are m—dimensional vectors. Snmlarly, ¢, M; and G; are block matrices,
whose block elements are m X m matrices.

With these definitions, we see that the first and second moments propagate in a closed manner as

M1 = My, (14)
Sie1 = MySM] + G, . (15)

In other words, if the first and second moments are known at time ¢, their values can be recursively
computed at time ¢ + 1, and no other moments are involved in the calculations.

As aresult, given the initial conditions for p; and 31, we can compute the expected accumulated cost
E[J] at fixed L1 ... 7—1 and K1 ... 7_o, by using Eqgs. together with Eq. [9] The pseudo-code
for the algorithm to compute the expected cost E[J] is prov1ded in Appendix [A.4.2] Algorithm
To find the optimal control and filter gains we would then use E[J] as the objective function of a
numerical gradient descent procedure. The analytical gradient descent counterpart is discussed in

Section

3.2 Experiments: Enhanced Performance with the GD Algorithm

We apply our algorithm and compare it with the state-of-the-art solutions in two scenarios governed
by a linear dynamical system (Eqs. 5}8). Hereafter, GD refers to our numerical algorithm (Section
[3.1), and TOD refers to the algorithm from [1]. First, in a simplified one-dimensional reaching task
(m = p = k = 1) with all noise sources present, we show that for non-zero internal noise, €2,, > 0,
GD outperforms TOD, resulting in a lower accumulated cost. Second, in a reaching task with a
four-dimensional state and one-dimensional control and sensory feedback (m =4, p =k = 1), GD
predicts qualitatively different behavior and shows a 90% performance improvement when internal
noise contributes 10% of the total.



One-Dimensional Case: Understanding the Qualitative Differences We examine the case where
m = p = k = 1, incorporating multiplicative, additive, and internal noise. The system parameters
are provided in Table2]in Appendix [A:5.T](note that we define the strength of the internal noise as
oy = /). With non-zero internal noise, our algorithm achieves lower-cost solutions compared to
the method proposed in [1]] (Fig. [2p). This improved performance arises from different modulations
of L; and K as o, varies (Figs. [2b, ¢). Crucially, our solution results in control gains that decrease
as internal noise increases, while the TOD solution shows little sensitivity to internal noise magnitude
(Fig. |2b): internal noise increasingly intertwines the optimal solutions for K; and L;. In Appendix

we provide a geometric interpretation of why this modulation is optimal, demonstrating that
this optimality enhances adaptability, and showing how internal noise disrupts the orthogonality
principle.

As outlined in Section [3] the incorrect unbiasedness condition implies the orthogonality principle.
Thus, even if the estimator is biased, the algorithm in [[1] finds the optimal solution with zero internal
noise, as this principle holds for the optimal Kalman filter. However, for non-zero internal noise,
oy, > 0, the TOD algorithm underperforms due to the breakdown of the orthogonality principle. In
Appendix [A:5.3] we also discuss that this suboptimality is observed before the algorithm converges,
when the optimal control law is derived from fixed suboptimal filters, and vice versa, regardless of
the presence of internal noise.
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Figure 2: Enhanced performance and different solutions with internal noise. (a) Expected accumu-
lated cost E[J], computed by averaging the quantity from Eq. [3{over 50k trials, as a function of the
internal noise strength o, for TOD [1]] and GD (Section@) algorithms (mean 4+ 1SEM from Monte
Carlo simulations, error bars not visible as too small). The expected value aligns with our theoretical
estimate of E[.J], as derived in Section (b-¢) Optimal control and filter gains, L; and K, for
TOD and GD and algorithms. We also present the solutions derived from the analytical counterpart
of the numerical GD algorithm to demonstrate that they match the optimal solutions (‘Fixed Point
Optimization with Moments Propagation” — FPOMP — algorithm, see Section [3.3).

Multi-Dimensional Case: A Motor Control Application To demonstrate the scalability of our
algorithm to more realistic motor control scenarios, we examine a problem with a four-dimensional
state vector (m = 4) and one-dimensional control and sensory feedback (p = k = 1). The task
is identical to that in [1]], except that we include internal noise, which was absent in the original
formulation. We model a single-joint reaching movement aimed at minimizing the distance between
the hand position p; and a target, while minimizing control effort. The state variable of the problem is
x¢ = [pt, pr = dpt/dt, f+, g+], where f; is the force acting on the hand and g; is an auxiliary variable
used to filter the control signal u; (see [1] and [40] for a more detailed discussion). We include
control and state-dependent noise, as well as internal noise, perturbing the estimate of p;. Note that

now we denote o, = Q}]’l. All parameters are listed in Appendix [A.5.4

Our results confirm the findings from the previous scenario in this more complex sensorimotor task.
The GD algorithm achieves a lower expected accumulated cost, with the performance gap widening
as internal noise o, increases (Fig. Eh). This is achieved by reducing control gains with increasing
oy, (Fig. Ep), resulting in a smoother control signal on individual trials (Fig. @:) and overall reduced
control effort (Fig. Bd). These adjustments lead to two key behavioral outcomes: slower movements
compared to TOD solutions and significantly reduced trial-to-trial variability (Fig. Be). As mentioned



earlier, GD outperforms the algorithm proposed by [, reducing the cost by up to 90% when internal
noise contributes approximately 10% of the total noise (o,, = 0.05). To further quantify the impact
of internal noise in this scenario and enhance clarity, we calculate the ratio between the average
fluctuation amplitude of the state estimate (FA, the standard deviation of the state estimate) and
the average range of variation of the state (RV, the range of variation in position p;, defined as
max(p;) — min;(p;)). The resulting ratio is FA/RV =~ 0.5 for ¢,, = 0.05 (see also Appendix .

We emphasize that the GD algorithm naturally handles arbitrarily high-dimensional problems without
requiring any further adjustments. Algorithm [I]in Appendix [A:4.2] which serves as the objective
function for the numerical optimization via gradient descent, is designed to accommodate arbitrary
dimensions for state, control, and sensory feedback, as well as trial duration. However, the time
horizon must remain finite by assumption, similar to [[1]. We empirically demonstrate the scalability
of our algorithm by applying it to a significantly higher-dimensional problem, where the linear
dynamical system is governed by random matrices with Gaussian entries. Specifically, we consider
m = 10, p = 4, and k£ = 10 for the dimensions of state, control, and observation, respectively

(Appendix [A.5.6).
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Figure 3: Single-joint reaching task. (a) Expected accumulated cost E[.J] as a function of the internal
noise (mean £ 1SEM, error bars not visible as too small), for TOD and GD algorithms. (b) Magnitude
of the control gain vector as a function of time for TOD and GD solutions. (c) control signal u; in
a sample trial for the two algorithms for o,, = 0.05. (d) Amount of control as ¢, increases, that is,
mean integral of the absolute control signal for the two algorithms. (e) Mean position over time for
the two solutions. All averages are over 50k trials; shadowed areas are SEM.

3.3 An Analytical Approach: FPOMP Algorithm

Although, as discussed in the previous section, our GD algorithm performs well for arbitrarily
high-dimensional problems (see also Appendix [A.5.6), its application to complex, real-world tasks
can become computationally expensive. With Ly ... 7—1 € RP*™ and K; ... 72 € R™*k_the total
number of parameters to optimize via numerical Gradient Descent is mp(T — 1) + mk(T — 2),
which can become quite large for high-dimensional state spaces. For example, in the 1D problem,
the TOD and GD algorithms have comparable and short computation times. However, for the
multi-dimensional sensorimotor task presented above, the GD algorithm takes significantly longer:
while the TOD algorithm completes in just a few minutes on a standard laptop, the GD optimization
requires several hours (approximately 4 hours).

To address this, we propose an analytically derived iterative algorithm, where we alternate between
finding the optimal (i.e., cost-minimizing) L; ... 7—1 and Ky ... 7_o, denoted as L} and K, for
fixed state and state estimate moments, y; and ¥;, and re-computing these moments in light of the
updated L;’s and K;’s. We refer to this method as the ‘Fixed Point Optimization with Moments



Propagation” (FPOMP) algorithm. Note that, when optimizing for L; and K, we condition also on
all the future control and filter gains, therefore not only on p; and 3, but also on Ly ... 7—1 and
Ki11,... 7—2. To simplify the notation, we will omit this implicit dependence and explicitly state
only the dependence on u; and X;. Therefore, at each iteration, we identify the critical points of the
total conditional expected cost with respect to L; and K;. We can compute the conditional expected
cost per step at time ¢t + 4,7 =0, ..., T — t as

Eljevilpe, 2e] = Elzerilpe, Be] T Qe i B[ eqa g, X ]+
+ E[@ppilpe, X TLEL Reqi Loy B[ | pe, X+ (16)
+ Tr(Qu+iXayyiue,s, ) + TrLL  RevileyiZa, .5,
where E[z4y|pe, Be], Blzeyi|pe, Be]s X jue,5, and Bz, |4, 5, are computed by propagating the
moments ji; and ; (Eqgs. [14}]15) until # = ¢ + 4. Indeed, as discussed in Section e and Xy serve
as sufficient statistics for computing the expected cost. To derive L} and K, we set the derivatives
of the expected cost in Eq. [0]to zero. Excluding the constant terms, we obtain

5 Tt

oL, D Eljerilue, S = 0 amn
i=0

Tt

0 )
ok, 2 Eliesilhe X =0. (18)
As shown in Appendix [A.6.1]and[A.6.2} solving Eqs. [[7HI8]leads to a backward algorithm to compute
L} and K7,

Ly = f(pes By Ligq om0 Ky 12) (19)

K = g(p, EtﬂLt+1,-~ ,T—13K:+1,~~,T—2) ) (20)
witht = 1,...,7 —1for Ly and t = 1,...,T — 2 for K. From this we can build a recursive
relatlonshlp that starting from an initial guess for LT .. p_yand K7 . p_,, iteratively computes
all the moments /iy ... 7 and 5 ... 7 (Eqs. | at ﬁxed LY . 74 and K7 ... p_,. Given those
moments, Ly . p_; and Ky . 5o are updated by using Egs. L and so on untll convergence is
attained. The pseudo code for the FPOMP algorithm, with its mp ementation details, can be found
in Appendix[A.6.3] Algorithm[2} In such a way, we eliminate the numerical optimization procedure,
making the algorithm suitable for extremely large optimal control problems. The FPOMP algorithm

is flexible and works for arbitrary dimensions of state, control, sensory feedback, and trial duration,
with computational costs and runtime comparable to those of the approach proposed in [1].

In Appendix [A.6.1] we explicitly solve Egs. for the one-dimensional case, while in Appendix
we extend the approach to a multi-dimensional scenario, considering, for the sake of simplicity,
the LQAG problem (but, crucially, including internal noise), to prove the generalizability of Algorithm
In Appendix we provide the solution for Eq. [T7} with the same procedure applying to Eq.
[I8] We also discuss the potential extension to the full noise model. Lastly, in Appendix [A.7] we
examine the assumption of linear dynamics and extend our approach to a switching linear dynamical
system to make it less restrictive.

Experiments To empirically validate our iterative algorithm, we apply it to the same one-
dimensional problem discussed in Section [3.2] The FPOMP algorithm aligns with the optimal
solutions found by the GD algorithm, resulting in identical solution and performance (Figs. [2b.c).
In Fig. 2h, the FPOMP algorithm follows the same cost trend as the GD algorithm, with the curves
overlapping (the FPOMP curve is omitted for clarity, see also Fig. [I0]in Appendix [A.8.T).

In Appendix[A.8.2] we analyze the same multi-dimensional task as in Section[3.2] excluding multi-
plicative noise but including internal noise. The results show that the FPOMP algorithm matches the
GD optimal solutions for the controller and outperforms TOD when ¢, > 0. Even in its current form,
FPOMP surpasses the method from [1]] when internal noise is considered.

4 Conclusion

In this paper, we provide a novel approach for solving stochastic optimal control problems adapted
to the noise characteristics of the human sensorimotor system. Our work builds on the seminal



study in [1]], where the classical LQG framework (called here LQAG) is extended to the LQMG
framework to include both control and signal-dependent noise, as well as internal noise in the
estimation process. This extension provides a more realistic description of the sensorimotor system,
enabling the reproduction of a larger sample of behavioral data in motor control, albeit at the cost of
reduced mathematical tractability.

However, the solution derived in [1]], which is widely used [27, 33} 41} 34} 35 142 36} 137, 38]],
suffers from an ill-conditioned derivation. Specifically, that solution assumes unbiased estimators
—a condition that, as we prove numerically and conceptually in this work, does not hold, leading to
suboptimal performance when internal noise is considered or before algorithmic convergence. This
suboptimality arises from the close relationship between unbiasedness and the orthogonality principle
of an optimal estimator, where the former, mathematically, implies the latter. Yet, the orthogonality
principle is satisfied by the optimal filter only in the absence of internal noise and under algorithmic
convergence.

Assuming only that control is linear in the current state estimate, we derive an alternative algorithm
that optimizes control and estimation without requiring unbiasedness. The optimal solution is obtained
by propagating sufficient statistics to compute the expected cost, which is minimized via numerical
gradient descent on filter and control gains. For a more constrained, but still relevant, version of
the problem, we derive the analytical counterpart, which alternates between forward propagation of
moments and backward optimization of control and filter gains until convergence. This makes our
approach suitable for high-dimensional problems, significantly reducing computational cost.

We demonstrate superior performance in the presence of internal noise and before convergence is
reached (that is, when filter or control gains are fixed at suboptimal values, regardless of the level
of internal noise), and provide both mathematical and heuristic explanations. Joint modulation of
control and filter gains helps filter internal fluctuations, enhancing adaptability and generalization
across internal noise levels, as discussed in Appendix [A.5.2] By applying our algorithm to a
sensorimotor task, we make novel behavioral predictions that distinguish our solution from previous
ones. Specifically, we find that control gains decrease with increasing internal noise, leading to
smoother control signals in individual trials. This results in slower movements with reduced trial-to-
trial variability.

In summary, our algorithm extends optimal feedback control to a broader range of problems in
systems neuroscience.

Limitations and Future Work One limitation of our work is the assumption of state-independent
filter gains for the optimal estimator: in the presence of multiplicative noise, non-adaptive estimation
proves sub-optimal. Additionally, incorporating more realistic cost functions could extend our
framework beyond the traditional quadratic dependence. Further investigation into the connections
between our optimal control law and biologically plausible learning rules [43] may also be necessary.
Moreover, we have not formally demonstrated the convergence properties of our algorithm to a global
minimum, although our algorithm is guaranteed to converge at least to a local minima, and we did
not find any numerical evidence for multiple local minima. The next immediate step is to derive the
FPOMP algorithm for the general case with multiplicative noise, as discussed in Appendix[A.6.2]
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A Appendix

A.1 Background: Classic LQAG Solutions

The optimal control and filter gains, L; ... 7—; and K ... 7_9, for the classic LQAG problem —
defined by Eqs. [T}2]- can be derived analytically and are given by [8], [1]

Ly=—(R;+ B7S,.1B)"'B7S;, 1A (21)
St = Qi +ATSi11(A— BL;) (22)
K, =AXSHT(HXSHT + Q)7 ! (23)
N =Q¢+ (A— KH)S{AT . (24)

A.2 Background: Solutions from [1]

The algorithm proposed in [[1] alternates between optimizing control and estimation. As for the classic
LQAG problem, the control is optimized iteratively in a backward-in-time fashion, while keeping
the filters K; fixed. The solution is derived by using the method of dynamic programming, writing
down the Bellman equation for the optimal cost-to-go assuming the unbiasedness of the estimator [1]].
From there, the optimal filters K are found at fixed L;, again by minimizing the cost-to-go. Taken
together, these two optimization steps lead to an iterative algorithm that is supposed to provide the
optimal solution to the control problem [1]]. For completeness, we present here the optimal solutions
for L; and K from [1].

The optimal control gains are given by the following backward algorithm

Ly = (Ry+BTS{ B+ Y Ol (Sfy + 574)Ci) ' BTST, A (25)
SP = Qi+ ATS}, (A= BL)) + >  DIK] S K\D; (26)
Sf =ATS{ \BL; + (A— K.H)TS{ (A - K.H) 27
with Sp = @7 and S5 = 0. Note that in [1]] the optimal control law is defined as u; = — L%y,

whereas we use Eq. [8} to compare the solutions from [[1]] with ours, we need to invert the sign of the
control gains L.

The optimal filter gains follow instead a forward optimization

Ky = AS{HT(HS{HT + Q, + Y Di(S5 + X7 + 2f¢ + 2§7)D]) ™! (28)
Sfp = Qe+ Qy + (A— KH)S{AT + Y CLS]LICT (29)
Y, =Q,+ KHY{AT + (A — BL)S7(A— BL)™+ 30)

+ (A~ BL)X{*HTK] + K, HY{ (A — BL,)T
7€ = (A— BL)S{*(A - K H)T - Q, (31
o = (BF)T (32)

with ¢ = ¥,,, ©% = #,2] and %%¢ = 0. Note that in [1] 3¢ := Ele;e]], where ¢; := z; — &y,
¢ .= E[#,2]] and X7¢ := E[de] .

A.3 Unbiasedness and Orthogonality Principle: How Internal Noise Affects Optimality

In Section[2.3] we discussed the invalidity of the unbiasedness condition. Here, we provide the details
of the one-dimensional problem used to numerically validate this assertion, presenting the plots in
Figs. [A.3p, c also for the case where 0, = 0.3. The system parameters are listed in Table [2]in
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Appendix where o, = \/KT77 . The trial duration is set to 7' = 10 time steps, and we vary o,
across the values 0.0,0.3,0.6. Att¢ = 8, we compute E[x;|#,] as a function of Z;. To do this, we
collect the values of zg and &g over 5 - 107 trials, bin the data for &, with a bin size of §& = 0.1, and
compute the mean of x; within each bin. The standard deviation is shown as error bars. Note that the
choice of ¢ is arbitrary.

@ 7, =00 ®)

6 - - 6 o, =03 6 o oy=06
— Elz,| 2] = 2, - Elz| 2,| = &, —= Elz| ] =2, i
& 3 3 a3 T
=0 =0 =0
= = = o
[P [ [
-6 -6 -6
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s a,=0.0 5 o,=03 © s e o0,=06 o
o Ela| 2] = 2, § Elz| ] = 2, : o Ela| ] = 2, G
I 2 | 2 | 2 -
i i <,
Z° z o o
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|2 | 2| |2,

Figure 4: The invalidity of the unbiasedness condition. Here we plot E[x|#;], for a given value
of t, as a function of Z; for different o,;, using the solutions from [[1]. The conditional expectation
E[z:|%:] is computed through Monte Carlo (MC) simulations. (a) E[z|%;] as a function of &; for
oy, = 0 (dots with error bars given by the std of our MC estimate). The gray dotted line stands for
the bisector, where E[z¢|#;] = Z¢. (b) Same as (a), but for ¢,, = 0.3. (¢) Same as (a) and (b), but
for o,, = 0.6. (d-f) Absolute value of the distance between E[z|Z;| and Z; as a function of || for
oy = 0.0,0.3,0.6. The gray dotted lines represent E[x;|Z,] = Z;.

A.3.1 Orthogonality Principle and Suboptimality

In Section 23] we outlined the relationship between the unbiasedness condition and the orthogonality
principle, highlighting how this connection results in the suboptimality of the approach in [1] when
internal noise is present. For simplicity, and without loss of generality, we consider a 1D scenario,
m = p = k = 1, where the orthogonality principle implies [§]]

O = Eléy(x, — 3y)] = B[2?] — E[z,2,] = 0. (33)

This results in the estimation error being orthogonal to the estimate itself Z;. We also setc = d = 1.
We demonstrate here that the condition E[z|%;] = &, used in [1]] to derive the optimal control law,
implies the orthogonality principle and that this principle cannot be satisfied by an optimal estimator
when internal noise is present.

Assuming
E[$t|i't] = Li't (34)

and multiplying by Z; on both sides and then taking the expectation over Z; we obtain

E[27] = Elz:&] (35)

corresponding to Eq. [33] In the absence of internal noise, the optimal filter gains K, can be found by
imposing the orthogonality principle, without the need to minimize the cost function. It holds

Qi1 = (KPH? + K;D?* — AK H)E[z7]+
+ (A% + K?H? + ABL, — 2AK,H — BL,K,H)Q;+ (36)
+ (AK H — KZH?)Elwdy] + K2Qu + Q)

If we use 23 = 0, as in [1] due to the initial conditions, we can solve the equation ; = 0,
Vvt =1,..,T, obtaining an equation for K,
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_ AHT, + \/A2H?T? — A(H?T, 4+ D?E[z?] + Q,)Q,

K 37
! 2(H?T, + D?E[22] + Q) 37)
with
Iy = E[2?] — Elzsdq]. (38)
For ,, = 0, Eq. [37]simplifies to
AHT:+ AHT
t ¢ (39)

"7 2(HT, + D2E[z?] + Q)

Observing that the solution K; = 0 would correspond to an open-loop strategy, sub-optimal (sensory
information would not be integrated) for a stochastic partially observable system as the one we are
considering, we get for the optimal filter gains
. AHT,
K; = 5 .
H2T; + D?Elx?] + Q,

(40)

It can be shown that the solution in [1]] for €2,, = 0 aligns with Eq. @ We observe that Eq. @]can
replace Eq. 20]in Algorithm [2]to optimize the filter gains. For §2,, = 0, this leads to the optimal
solution. Thus, in the absence of internal noise, the optimization of control and estimation can be
performed using two separate objective functions: one enforcing the orthogonality principle for the
optimal estimator, and the other minimizing the cost function for the optimal controller, regardless
of the multiplicative nature of the noise. This could also be relevant for more biologically plausible
scenarios [5].

However, when 2, > 0, the existence of a real solution for Eq. [37|depends on the initial conditions
and is no longer guaranteed. Moreover, as we demonstrate in Appendix [A.5.2] the optimal solutions
do not satisfy €2, = 0 for £2,, > 0. Therefore, the orthogonality principle holds for an optimal Kalman
filter only when €2,, = 0. Consequently, the algorithm in [1]] assumes unbiased estimation, which
should imply the orthogonality principle, even in cases where it no longer applies to the optimal
estimator.

Separation Principle, Orthogonality Principle, Unbiasedness: A Brief Digression Unbiased-
ness, orthogonality, and the separation principle are related but distinct concepts. Here, we briefly
clarify their differences and commonalities.

The separation principle stems from the formulation of the classic LQAG problem, where the optimal
solutions for control and estimation are mathematically independent, allowing for their separate
optimization. However, with multiplicative noise, this independence is lost [[1]. We have shown that
this breakdown occurs even with additive internal noise and zero multiplicative noises.

The orthogonality principle (in 1D) states that E[x;3;] = E[2?], meaning that estimation error and

estimate are orthogonal. This condition holds for an optimal Kalman filter only in the absence of
internal noise (see Fig. [Bp). Internal fluctuations, however, disrupt the mathematical independence
between control and estimation, invalidating the orthogonality principle as well. These two concepts
are distinct: for instance, with no internal noise but non-zero multiplicative noise, the orthogonality
principle would still hold, yet the mathematical independence between control and estimation would
be broken.

The unbiasedness condition (which, as previously discussed, never holds) states that E[x;|Z;] = &4,
implying the orthogonality principle. This explains the optimality of the solutions in [[1] in the
absence of internal noise—not due to the validity of the unbiasedness condition, but because the
orthogonality condition holds.

A.4 A Novel Algorithm for Optimal Control Problems
A.4.1 Derivation of Closed-Form Equations for Moments Propagation

We explicitly derive Eqs. here. Notably, no approximations are required to propagate the
first two moments of the joint variable (x, Z) in closed form, as both control and estimation are
linear in the state and state estimate (see Eqgs. [5H8). Consequently, Eqgs. hold regardless of the
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distribution of (z, #). By taking the expected value of Egs. over the joint distribution of state,
state estimate and sensory feedback, we obtain

E[$t+1] = AE[l't] + BLtE[j?t] (41)
E[Zi11] = K HE[z) + (A+ BL, — K H)E[Z] , (42)

which correspond to Eq. [T4] Similarly, we compute the second non-central moments of the joint
variable (x, ), resulting in

Elzii12],]) = AE[2,2]]AT + BL,E[#,2]]L] BT+
+ AE[z,2]|L] BT + BL,E[24a]|AT + CLiE[2 2] | L] CT + Q¢
Eld+14],,] = K;HE[va]|HTK] + (A+ BL; — K,H)E[#,3]](A+ BL; — K,H)T+
+ K HE[z,#]](A+ BL; — K;H)T + (A + BL, — K, H)E[&;2]|HTK] + (44)
+ Ky DE[z;2]|DTK] + K;Q,K] + Q,
Eld112] 4] = K;HE[z,2]|AT + (A + BL, — K,H)E[3,2]|L] BT+
+ K HE[2,#]|LT BT 4+ (A + BL; — K,H)E[iz]| AT
Blzip12]4] = E[#a2f,]T . (46)

(43)

(45)

From this, we can derive Eq.

Since the cost function is quadratic in the state and state estimate, the variables p; and >4, defined in
Egs. [10H11] serve as sufficient statistics to compute E[J] (Eq. E]), which is all that is needed to derive
the optimal control and filter gains.

A.4.2 Pseudo-Code

For the GD algorithm (Section we minimize the expected accumulated cost E[J], computed
through Algorithm (I} with respect to the filter and control gains L; ... 7_1, and K ... 7_2, using
the function "GradientDescent()" in the "Optim.jl" Julia package. The hyper-parameters of the used
algorithms are listed in Table[I]in Appendix

Algorithm 1 Propagation of the expected cost - GD algorithm

1: Input: 11, ¥ (initial conditions of the system), Ly ... 7—1, K1 ... 7—2, and the system parame-
ters (A’ B’ H’ Ci:l,...,c, Di:l,...,d, 957 Qu.u Qn)

2: Output: E[J]

3: Algorithm steps:

4: E[J]=0

50 pold = I

6: Yoig = X1

7: for each iterationt = 1,2,...,7 do

8:  E[J] « E[J] +E[j], (Eq. 9'

9:  Update M; and G; (Egs. [T2H13)

10: Ynew = MtzolthT + G

11: Hnew = Mt,uold

12: Yold < Lnew

13: Mold < Hnew
14: end for

A.5 Experiments: GD Algorithm
The hyper-parameters of all the used algorithms are provided in Table [I| For the GD algorithm

(Section we minimize the expected accumulated cost E[.J], computed through Algorithm using
the function "GradientDescent()" in the "Optim.jl" Julia package.
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Table 1: Hyper-parameters of the used algorithms

Algorithm  Description value
GD Number of iterations of the "GradientDescent()" function 100000
FPOMP Number of iterations of the control-estimation optimization 1000
TOD Number of iterations of the control-estimation optimization 1000

A.5.1 One-Dimensional Case: Parameters
Wesetc=d = 1.

Table 2: Parameters of the one-dimensional problem

Name Description value
A Linear map for the system dynamics 1.0
B Scaling of the control signal 1.0
C Scaling matrix for control-dependent noise 0.5
D Scaling for signal-dependent noise in the sensory feedback 0.5
H Observation matrix 1

R, Control-dependent cost at each ¢t < T' 1

Q¢ Task-related cost at each time t < T’ 1

Qr Task-related cost at time ¢t = T’ 20

T time steps 100
E[Z1] = E[z;] Initial condition for the mean state and state estimate 1.0
Yz, Initial covariance of the state 0.0
DIPH Initial covariance of the state estimate 0.0
Qe Covariance matrix of the additive Gaussian noise &; 0.52
Q. Covariance matrix of the additive Gaussian noise wy 0.52
oy Standard deviation of the additive internal Gaussian noise 5,  {0.0: 0.1 : 2.0}

A.5.2 One-Dimensional Case: Understanding the Qualitative Differences

When the Orthogonality Principle Is No Longer Optimal As discussed in Section and
Appendix [A.3.1] the presence of internal noise causes the optimal estimator to no longer satisfy the
orthogonality principle. Here, we demonstrate this result numerically, using the same one-dimensional
problem presented in Section 3.2}

(a)

()

o N b

0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 1.5 2.0 0.0 0.5 1.0 15 2.0

internal noise 0’,] internal noise 0,',] internal noise 0’,,

Figure 5: Filtering out the internal fluctuations. (a) €);, averaged over time (we indicate the time
average with (-)), as a function of o,, for TOD and GD algorithms. (b) (I') as a function of ;. (c)
(e) as a function of o,,. The error bars (mean + 1SEM from Monte Carlo simulations) are not visible
as too small.

The optimal solutions do not minimize Q; = E[#?] — E[z,4;] (Fig. [Sh). Instead, the optimal strategy
appears to favor lower values of I'; = E[z?] — E[v4,] (Fig. [Sh). This allows the system to filter
out internal fluctuations affecting the estimation process, reducing their correlation with the latent
state dynamics, . As a result, the absolute estimation error, |e;| = \/E[(x: — 2+)?] = v/ + T4,
is slightly (but significantly) larger for the GD solutions (Fig. [5k), which seems to help decorrelate
internal noise from the state evolution.
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This ‘decorrelation mechanism’ is achieved through an intertwined modulation of control and filter
gains. In the next paragraph, we provide a geometric interpretation of this behavior through an
eigenvector decomposition of the dynamical system under investigation.

Eigenvector Decomposition and Adaptability of the Solutions In one dimension we can write
the update equations for

Iy = E[2]] — E[z,34] (47)
Q; = E[27] — E[zdy] (48)
. Ft+1 _ M Ft + Qg + O2Lt2E[i'%] (49)
Qt+1 B t Qt Qn + K?Qw + KgDQE[.’E?]
where
. A —BL,;
My = (A - K. H) (KtH A+ BL, - KtH> : (50)
The eigenvectors of M; are given by
. -1
i = ( ) ) (51)
- BL,/KH
wQ:( t/lt ) (52)

Note that the angles 6; between these two eigenvectors are the same as the angles between the
eigenvectors of the matrix M;. Indeed, the eigenvectors of M, are given by

= G) (53)
b — (—BLtl/KtH> . (54)

A parity operation (along the x-axis) maps ones into the others, preserving the angles.

The optimal solution arises from the adjustment of the angle 6 between the two eigenvectors (in this
one-dimensional case). As o, increases, ¢ also increases, due to the joint modulation of L; and K;
with o, (Fig. @) This increase in 6 allows the system to filter internal fluctuations more effectively
and better generalize to other levels of o, (Fig. @3)

optim
oy

0 s 2.00

(a) @ 0D ® cp TOD

40 N 1500
30 1250
=2 10005
I 750
0 250

0 25 50 75 1000 25 50 75 100
t t optzm O,optzm
7] n

te st

Figure 6: Intertwined modulation of control and filter gains to deal with the internal noise. (a) Angles
9 between the two eigenvectors of the matrix M, (Eq. [I2)and see next Paragraph), at different levels
of internal noise agp“m, for TOD and GD algorithms. (b) "Adaptability" of the two solutions; the
solution found by the GD algorithm (right panel) generalizes better than the one by TOD (left panel)
when optimized for a certain level of internal noise, osptim, and tested on another one, oerSt: for

larger ng”m, the generalization property improves thanks to due modulation of 6,.

By examining the modulation of w5 as o, changes in the (I'; — §2;) plane, we can offer a heuristic
interpretation of the different solutions found by the TOD and GD algorithms. As o, increases,
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the angle between w; and wy grows for both algorithms. However, this modulation is much more
pronounced in the GD solution (Fig. [6h).

Furthermore, if only additive noise were considered, there would be no modulation of §; with o,
in the TOD solution (for confirmation, see Appendix [A.8.2} without multiplicative noise, TOD’s
derivation does not modulate the control gains with o).

The joint modulation of L; and K causes ws to move closer to the y-axis in the GD solution (Fig.
green line). This configuration results in more effective filtering of internal fluctuations, decoupling
them from the latent state dynamics, since these fluctuations occur on € (see Eq. @9). This result
aligns with the observed decrease of L; as o, increases (see Figs. [2] and [3), where lowering the
control gain moves ws closer to the y-axis. Thus, this eigenvector analysis qualitatively explains the
trends observed in Fig. [5|for (I") as a function of o,, in both the TOD and GD solutions.

— 1)
— u72

s 1),

Iy = E[a;
Q, = E[3;

Figure 7: Eigenvector decomposition of the dynamics. We show here a qualitative representation of
the eigenvectors of the matrix M; in the plane (T't, ;). The black arrow represents the "shared"
eigenvector Wy, while the blue (green) arrow represents ws for TOD (GD) solution. Note that the
optimal L, are negative, while the optimal K, are positive (Fig. [2).

A.5.3 One-Dimensional Case: Improving Performance Without Internal Noise

We briefly show that, even in the absence of internal noise, if the algorithm has not yet converged,
the solution proposed by [1]] does not yield the optimal control law. We demonstrate this in a one-
dimensional example, using the same parameters shown in Appendix (but the result is valid in
general), while only varying the scaling matrix for the multiplicative sensory noise D and keeping
o, = 0. We fix the filter gains at the suboptimal constant value K ... 7—_2 = A = 1.0, and optimize
the vector Ly,... 7—1 using TOD and GD algorithms.

102.1

0.2 0.4 0.6 0.8 1.0
D

Figure 8: Enhanced performance when optimizing control at fixed filter gains and zero internal noise.
We plot the expected accumulated cost E[J], computed by averaging the quantity from Eq. [3{over
50k trials, as a function of the scaling matrix D, with error bars (mean + 1SEM from Monte Carlo
simulations, error bars not visible as too small), for the two algorithms TOD and GD.

We find that TOD control law leads to a higher expected accumulated cost E[J] (Fig. [8). The
improved performance of the GD (and FPOMP - in Section [3.2) we show that the solutions of the two
match) algorithm arises from not assuming unbiasedness when optimizing control. As a result, the
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algorithm adjusts the control gains to account for the bias introduced by the suboptimal estimator.
Similar to the case with internal noise, the control gains found by the GD algorithms in this scenario
are typically smaller than those found by the algorithm of [1]]. A similar behavior occurs when
optimizing the filter gains while keeping the control gains fixed and suboptimal. The difference in
performance is due to the fact that the derivation of the optimal estimator in [[1] is only valid when
the control gains are optimal. Thus, the algorithm in [[1]] does not apply when the suboptimality of the
controller needs to be ‘balanced’ by the estimator. When the algorithm in [[L] is run in its entirety,
optimizing both control and filter gains iteratively, these issues are resolved. Upon convergence, the
controller and estimator are optimally adjusted to each other, in the absence of internal noise.

A.5.4 Multi-Dimensional Case: Parameters

For the sensorimotor task described in Section@ the discrete-time dynamics is the same as in [[1]],

p(t + At) = p(t) + p(t) At (55)
Bt + At) = p(t) + F(H)At/m (56)
f+ At = f(t)(1 = At/72) + g(t)At/T2 (57)
gt + At) = g(t)(1 — At/m) + u(t)(1 + oce) At/ (58)
We have therefore the following system parameters (with ¢ = d = 1)
1 At 0 0
|0 1 At/m 0
A= 0 0 ].—At/TQ At/TQ (59)
0 O 0 1-At/n
B=(0 0 0 At/m)" (60)
C=0 0 0 o.At/7y)" (61)
1 0 0 0
00 00
H=10 00 0 62)
00 0O
o, 0 0 0
0 0 0 0
P=10 00 o0 ©3)
0 0 0 0
0 0 0 O
0 0 0 O
Ql,n T—-1 — 0 O 0 0 (64)
0 0 0 O
Qr = pp" + 0T + ffT (65)
r
RL' T—1= T_1 (66)
Rr=0 (67)
p=(1 0 0 0) (68)
=0 w, 0 0) (69)
f =0 0 w, 0) (70)
0 0 0 O
0 o2 00
= 3
2%=10 0 00 D
0 0 0 O
0, = o? (72)
072] 0 0 0
0 o2 0 0
— Mo
W=1o 0 o2 o0 (73)
0 0 0 0'72]C



with the initial conditions given by

Efz:]=(z 0 0 0)7 (74)
E[#1] = Elxq] (75)
a2 0 0 0
(0 0 0 O
g, 0 0 0 0 (76)
0 0 0 0
00 0O
00 00
2921 — 10 0 0 O (77)
00 00
The parameters of the problem are listed in Table [3| (std = standard deviation).
Table 3: Parameters of the sensorimotor task
Name Description value
At time-step (s) 0.010
m mass of the hand (K g), modelled as a point mass 1
T time constant of the second order low pass filter 0.04
Ty time constant of the second order low pass filter 0.04
r Control-dependent cost at each t < T’ le™®
Wy Task-related cost at time ¢ = 7" for the velocity 0.2
wy Task-related cost at time ¢ = T for the force 0.01
T time steps 100
z Target position 0.15
o, Target position standard deviation 0.0
o¢ std of the additive Gaussian noise &; 0.0
Ou std of the additive Gaussian noise wy 0.0
O std of the control-dependent noise & 0.5
Op std of the signal-dependent noise p 0.5
oy std of the additive internal noise 7, for the position estimate {0.0,0.005,0.05,0.5}
O, std of the additive internal noise 7, acting on the velocity estimate 0
Ty std of the additive internal noise 7 for the force estimate 0
Oy std of the additive internal noise 7); for the estimate of g 0

Note that the initial condition for the state x; is the actual target position: in such a way the control
signal u; aims at minimizing the distance from z; = 0.

A.5.5 Multi-Dimensional Case: Impact of Internal Noise

We provide here an extended analysis of the impact of internal noise in the sensorimotor task discussed
in Section [3.2] offering additional insights. We compute the posterior variance of x; (state belief
variance) to assess how internal noise affects it. For o,, = 0,0.005, 0.05, 0.5 at ¢ = 80 (an arbitrarily
chosen time), we find 0[] = 2-1075,5-107°,8 - 107°,2 - 10~*, respectively. In the case of
o, = 0.05, where internal noise accounts for about 10%, there is a significant increase in state
uncertainty compared to the scenario without internal noise. Indeed, at ¢ = 80, since both the state x
and the state estimate £, are near zero (with the target position as the reference point in our coordinate
system), internal noise becomes the dominant source of fluctuations, as we are only accounting for
multiplicative noise in this task.

A.5.6 Scaling to Higher-Dimensional Problems: An Application

We demonstrate how our algorithm scales to high-dimensional problems, building on the discussion in
the final paragraph of Section[3.2] We implement a high-dimensional task to show the generalizability
of the GD algorithm. The same results would apply to its analytical counterpart, the FPOMP
algorithm, as discussed in Section and Appendices In this scenario, we set the
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dimensions of the state, control, and observation to m = 10, p = 4, and k = 10, respectively. Note
that this significantly increases the dimensionality compared to the problem in Section [3.2] (for the
multi-dimensional case).

(a) (b)
120

e TOD e TOD
110} © GD 0081 o GD
— 100 - 0.06
~ - a L ittt &
e %0 T = 0.04 s
80 T . S~
B s ST 0.02 RN
SN .
60
0.00 0.25 0.50 0.75 1.00 0.00 0.25 0.50 0.75 1.00
internal noise o, internal noise o,

Figure 9: High-dimensional task. (a) Expected accumulated cost as a function of ¢,, for TOD (blue
dots) and GD (green dots) algorithms. We see that even in this high-dimensional task, GD solutions
outperform the ones from [I]]. To compute the expected cost, we used Algorithm|[I] (but the results
are confirmed by Monte Carlo simulations). (b) Pseudo-determinant of the control gains L (averaged
over time), denoted as |L|,, as a function of &, for TOD (blue dots) and GD (green dots) algorithms.

The system matrices A, B, and D are random matrices with elements drawn from a standard normal
distribution (mean zero, standard deviation one), while C' is defined as C' = ¢.B. The matrix H is
the identity matrix, and the time horizon is set to 7" = 10. All elements of the state and state estimate
vectors are initialized to one. We used o¢ = o, = 0, = 0. = 0.5 and varied o, across values of 0.0,
0.5, and 1.0. The matrices defining the quadratic cost functions, () and R, are identity matrices at
each time step. All the findings from Section[3.2]are confirmed in this high-dimensional setting (Fig.
[9). The GD algorithm continues to outperform the solutions in [1]], with performance improving as
internal noise increases, and the control gain magnitude decreases as internal fluctuations grow. In
fact, as internal noise increases, the optimal strategy involves reducing control over the system. To
quantify control magnitude, we compute the pseudo-determinant of L ... 7—; and average it over
time. The pseudo-determinant, a generalization of the determinant for non-square matrices, provides
a measure of the volume scaling induced by the control gains.

A.6 FPOMP Algorithm: An Analytical Counterpart to the Numerical GD Algorithm
A.6.1 One-Dimensional Case

In the one-dimensional case we have m = p = k = 1. Additionally, to simplify the notation, we set
¢ = d = 1. We start by defining

_ Fia A?

F, = <Ft,2> = | (B*+C?)L? (78)
Fi3 2ABL,

. Gi1 K?(H? + D?)

G, = Gw) = | (A+ BL)?+ K?H? - 2AK,H — 2BL;K;H (79)
G 2BL;K;H +2AK,H — 2K2H?

. Hya AK.H

H, = <Ht,2> = ABL, + B?L? — BLyK,H . (80)
Hi s A% + ABL, — AK,H + BL,K,H

In one dimension, we can then propagate the non-central moments as

Elz7,] = Fi1E[z7] + Fy oE[27] + F 3Bz 2] + Q¢ (81)
E[27, 1] = Gi1E[2]] + Gi2E[87] + Gy sElmede] + K7 + Q) (82)
Blzi18e41]) = HiaElz?] + HyoE[27] + HysElzpdy] - (83)
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The derivatives of the non-central moments with respect to L, and K, obey the following equations,

fori=1,...,T,

and

%L?H] = auio1aLe + biyioia
aE;itﬂ] = apri—12Lt + bigic12
%ﬁtxﬂﬂ] = Qiyi—1,3Ls + biri—1,3
ém;;j:i] = o110 K + Begi1a
a]E;;(tt‘*‘l] = api-1,2K + Bitio1,2
%}W = appic13K + Bryio13,

with @, b, @ and 5 given by the following recursive equations

at41,3

. bt+171 fjtJrl . lz}
biv1 = | biy12 | = | Gig1 - by
bet1,3 Hiiq - by

aiy1,1 Fiyr-dy
A1 = | Q12 | = | Geyr - @

Q41,1 Ft+1 : &t

Qg1 = <Qt+1,2> = | Ggy1 -0

41,3 Hiyq-ay

. 5t+1 1 Fia B
Bt+1 /Bt-‘rl 2 Gt+1 b ) -

Bi+1,3 ﬁt+1 . gt

The initial conditions for Eqs. Q0}93] are

2(B? + C?)E[z7]

2B2E[42]
2B2E(32]
2ABE[Z’t$t]
2ABE[:@§] - 2BKtH(E[ 2] _ E[wdy))
0
2H?(E[z?] + E[22] — 2E[z434]) + 2Q0 + 2D?E[2?]
0
0

—2H (A + BL,)(E[&7] — E[zd])
AH(E[z7] — E[z/#]) — BL H(E[27] — E[x:d])

(84)

(85)

(86)

(87)

(88)

(89)

(90)

oD

92)

(93)

(94)

95)

(96)

7)

By observing that the expected accumulated cost, Eq. 9] (adapted to the one dimensional case), will

be a function of E[x?] and E[27], for t = 1,.

24
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18 as

T—t
9 , .
L, ZE[JtH‘Mt, 3] = 2R/E[#7] L+
t =0
Tt ) (98)
+ [(Qiriatti—,1 + Reqilyy;artio1,2)Let
i=1
+ (Qusibigio11 + RipiLi ibiic12)] =0
and
o Tt Tt
_ El 714 Yl = ; P— R ‘L2 i 1— K
oK, ; el ;[(Q“"O‘H—z L1t ReiLiongio2) Kot (99)

+ (Qt4iBrri-11 + Rt+iL?+iﬁt+z'71,2)] =0.

Therefore, from Eqgs. [98}{99] we have the following instantiations of Eqs. [T9}{20] for the optimal
control and filter gains at time ¢, L} and K,

Lnum
Li=-=2 (100)
t L;ien
Knum
Kf=—-——t—, (101)
t ngn
with
T—t
L™ = (Quribrsio1n + RepiLfybeyio12) (102)
i=1
L{" = 2R,E[27)+
T—t
(103)
+ Z(Qt+iat+i—1,1 + Ry L}y aitio1,2)
i=1
and
T—t
KM = Z (QutiBr+i—1,1 + Riili iBiri-1,2) (104)
i=1
T—t
Ken = (Qeaicvtsio1,1 + Reyi L i0urio12) (105)

i=1

We can then use Egs. FE?;I;@ to implement Algorithm@and extract Ly -y, and K . o, for
the one-dimensional problem.

A.6.2 Multi-Dimensional Case
For the multi-dimensional case, we derive Eqgs. [[9H20] for the classic LQAG problem (C; = 0 for
i=1,..,cand D; = 0 for i = 1, .., d) in the presence of internal noise (£2,, > 0).

As a title of example, we derive here Eq. for the optimal L} (to be used in Algorithm @), but
the approach would be the same for the optimal filter gains K. The extension to the more general
scenario including the multiplicative sources of noise would follow a similar method. As outlined in
Section[3.1] Eq. 0] the expected cost per step is given by
Eljeti] = E[z14] " QeriBlwesi] + E[2e44] "L Re L1 iB[e 4]+ (106)
+ Tr[Qt+iZ$t+i] + TT[Lg+iRt+iLt+iZit+i]7
fort =0,..,T —t.

When computing E[j;; |, X¢] to write down Eq. (withC; = 0,49 =1,...,cand D; = 0,
i = 1,...,d), and derive Eq. (19} the coefficients multiplying E[#;]E[#;]T coming from the term

25



E[#¢4:]TQi+iE[x4;] in Eq. [I06] will be the same as the ones multiplying 2z, and coming from the
term 1T'r[Q¢ 1%, ,]. The same holds for the coefficients multiplying respectively E[z;|E[]T and
Ewt &g

Similarly, we can group together the coefficients coming from the other two factors
Bl&1i|TL R Lt1iE[Z+4,] and Tr[L{, ; Rei Ly, Y5, ] in Eq.

We now note that the terms dependent on L; appearing in E[j;4|u+, X¢] will show a dependence
on the afore-mentioned moments E[Z|E[2]T, Xz,, E[z;]E[£,]T and X, z,. More specifically, the
quadratic factors in L; will only depend on E[Z+|E[Z;]T and X5, . Taken together, these observations
lead to the following form for Eq. [T7}

where we have used 3z, + E[#,]E[2,]T = E[#,2]] and X, 5, + E[z:]E[24]T = E[x:&]].

Therefore, to find the optimal control gains L} from Eq. we only need to compute the coefficients
Ji, S¢ and Py, similar to what we have done for the one-dimensional case in Appendixm As
before, we can compute the coefficients 73, S; and P, by only looking at the first two terms appearing
in Eq. that is [z )T Qs+ iE[rs1:] and E[2444]TLT Ry L¢ 4 E[#44;]. By using ([44])

O X
= yuwT 108
5 =0T (108)
0T X T
e = (109)
0
a—X(ﬂ’TXTNXU) = 2N X o7, (110)
where ¢ and o are vectors and N is a symmetric matrix, we obtain
T—t
Jr =2R; +2 Z Vi1 (Quyi + LT ReiLiyi) Vigio] (111)
i=1

T—t
St =2 Z {‘/1511;1 [Qt+i (Htl,—:l:o,(mo)) L + L;rJrz‘Rt-&-iLt-&-i (/LtLtz:o7(]1,o)>2:| } (112)

-

<
=

!

23 (Vi [Qui (W0 o) + Ll iBesilons (0 S0 o) ]} (113)

7

Py

Il
=

with V,,; given by

g

Viyi = [[(A+ BLiy;)B (114)
j=1
fori=1,...,T —t,and
V,=DB. (115)
In Egs. , (,utLti:O 2 _)), is a vector whose elements are m X m matrices:
t+1
, Kr,—o.(.
t+ _ ( Le=0,(:, ))
'uLt,1=01('7') o t+i ' (116)
(NLt:m(-,-))Q

The subscript (-, ) indicates the initial condition (i = 0) for the evolution of ,uthj’:O () with I
denoting the m x m identity matrix and 0 being an m X m matrix whose elements are all zeros, e.g.,

I
Hi—0,10) = <0> . (117)
MtLti:O, () is updated through the following equations
, Myt _ fori=1
t+i _ Ly =0,(:,-)? 118
Hri=o,,) {Mtﬂ_lugﬁ:g—of(_’.), fori=2,..,T—t (1)
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with M, given by Eq. |12|and M, having the same form as the block matrix My, but with L; = 0,

~ A 0
Mt:(KtH A_KtH> . (119)
From Eq. [I07] we can then write for Eq. [T9]
Ly = —J; " (SiE[z:2]] + PE[2:2]]) E[2:2]]" (120)

where T denotes the pseudoinverse operation. Note that 7; is a symmetric p X p matrix with
det[J;] > 0 and therefore invertible. Due to the initial conditions for ¥z, and E[#;], the symmetric
matrix E[#,2]] could have a null determinant: for this reason we use the pseudoinverse operation.
This consideration is relevant only for an initial transient: after a certain time > 0 (depending on
the dynamics parameters) we would have det[E[#;2]]] > 0 and E[2;2]]" = E[2;42]]~?, due to the
properties of the pseudoinverse. With Eq. [I20|we can implement Algorithm [2]to find the optimal
control gains L’{’__, T—1- Notably, from the form of Eq. we can see why, mathematically, the
control gains decrease when the internal noise level is increased: the factor E[Z;2]] will get bigger
and bigger as €, gets larger.

The derivation of Eq. for the optimal filter gains K would follow the same procedure. To
extend the presented approach to the case with multiplicative noise, we need to propagate the terms
depending on Cj, i = 1,...,c and D;, i = 1,...,d coming from the factors T7[Q;4;%,,, ] and
Tr[L], ;Ri+iLiyi¥s,.,] in Eq. similarly to what we have done with the other terms in Eq.
but using ([44])

Ttti

b L
TRT
aXTr[AXB] ATBT, (121)
b . .
— TR =
5 XTr[AX B] = BA, (122)
%Tr[AXBXTO] = ATCTXBT + CAXB (123)

where fl, B and C are matrices. We observe that, even when considering multiplicative noise, Eq.
120 will still be valid: only the matrices J;, S; and P; will change, including now also the terms
dependingon C;, i =1,...,c,and D;, i = 1,...,d.

A.6.3 Pseudo-Code

Algorithm 2] (Section [3.3)) extracts the optimal solutions analytically by identifying the critical points
of the total expected cost, conditioned on the first two moments of the joint variable distribution
(¢, Z¢). In the pseudo-code, Lgk) and K, t(k) stand for, respectively, the control and filter gains at time
t and at optimization step k. The hyper-parameters of the used algorithms are listed in Table|l|in

Appendix[A.3]

Algorithm 2 FPOMP algorithm

Input: 11, 31 (initial conditions of the system), L(l) T—1> K (1,)“ T2 (initial guesses for L*
and K*), and the system parameters (A, B, H, Ci—1,... ¢, Di=1,....a, Q¢, s, K0y).

..........

2: Output: L} .y, K{ . 7_, (optimal control and ﬁlter gains)

Algorithm steps:
4: for each iteration k = 2, ..., optimization steps do
Mo T—15 21 e T—1 <—Eqs usmg L( 1) _1 an dK(k 1) 9
6:  for each iterationi = 1, . —1do
t<T—1
k k-1
8: L( )%f(ﬂtvthLgﬁLl T71>K§+1 : _9)
k k—1 k
( Ve 9, Eta[/1E-|r1,.?~ ,T—l’Kt(+)1,~~~,T—2)
10:  end for
end for

12: Ly g e L
N k
Kl T— QFK() T-2

s
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A.7 Extension to Switching Linear Dynamics

We discuss here how to extend our approach to switching linear dynamics. One of the underlying
assumptions in this work and in [[1] is that the agent has complete knowledge of the updating rules
of the latent dynamical system. By using the same set of matrices to update the state and the state
estimate, we implicitly assume that all uncertainty in the estimation process arises solely from
noise sources: the problem of inferring the matrices A and B goes beyond the objectives of this
approach. For this reason, to extend our work to the more general and realistic case of Switching
Linear Dynamics (SLD), we can consider a matrix A depending on the time step ¢, A;. A complete
formulation of SLD might require adding another variable, a discrete switch variable s; regulating
the way the matrices A; vary with time and context [45]. Given that in our case the agent has access
to the updating rules of the dynamical system, we can omit s; (the agent does not have to infer s
and A;) and directly consider the case in which we have a predetermined set of matrices A ... 7.
The same applies to the matrix B, that can be replaced by B; ... 7—1. Note that to preserve linearity
we assume A; and By to be independent on x and . We consider here the multidimensional case to
be as general as possible. To extend the GD algorithm we only need to modify the block matrix M;
that we use to update the moments X;, ;1 and eventually propagate the expected cost E[J] through
Eq. [3} Indeed, once we can compute the expected cost at fixed control and filter gains, L1 ... 71,
and K ... 7_2, we can use Algorithm E] to define the objective function to be minimized through
gradient descent with respect to L; and K. To update the block matrix M; we have to substitute A
and B respectively with A, and B, in Eq. [[2] To handle the potentially high computational costs
of performing a numerical gradient descent, we introduced the analytical counterpart of the GD
algorithm, the FPOMP algorithm. For the one-dimensional case, it supports all the noise sources
mentioned in Section [2| (additive, multiplicative and internal). We extended this algorithm to the
multi-dimensional case for additive and internal noise for the sake of simplicity, leaving the more
general version for future work (Appendix outlines how this can be done). Here, we extend
the afore-mentioned FPOMP algorithm (for both one-dimensional and multi-dimensional cases) to
switching linear dynamics, following a similar procedure to that of the numerical algorithm. For the
one-dimensional case, we replace A and B respectively with A; and B, in Eqs. [78}{80] and [94}[97]
For the multi-dimensional case we have to substitute A with A, ; and B with Btiin Eq. @]and

B with B; in Eq. Finally, as previously done, we replace A with A; in Eq. for M. With
these changes, we can implement Algorithm 2] for the case with switching linear dynamics.

We observe that the extension to switching linear dynamics aims to make the assumption of linearity
less restrictive. Additionally, given the flexibility of our approach in handling high-dimensional
systems (Section [3.2), it is reasonable to think that this assumption does not limit the effective
description of lower-dimensional nonlinear dynamics, potentially by employing the Koopman operator
[46].

A.8 Experiments: FPOMP Algorithm
A.8.1 One-Dimensional Case

We show that the FPOMP and GD algorithms yield the same performance in the one-dimensional
problem introduced in Section [3.2] confirming their equivalence as discussed in Section [3.2]

0.0 0.5 1.0 1.5 2.0
internal noise o,

Figure 10: Accumulated cost difference. Difference of E[.J] for GD and FPOMP solutions (computed
by averaging the quantity from Eq. over 50k trials), as a function of ¢, with error bars (SEM).
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A.8.2 Multi-Dimensional Case
We consider the same problem described in Section [3.2] (see also Appendix [A.5.4) but without

multiplicative noise sources, to validate the FPOMP algorithm derived in Appendix [A.6.2] The
parameters of the problem are listed in Table 4]

Table 4: Parameters of the problem - sensorimotor task without multiplicative noise

Name Description value
At time-step (s) 0.010
m mass of the hand (K ¢g), modelled as a point mass 1
Ty time constant of the second order low pass filter 0.04
Ty time constant of the second order low pass filter 0.04
r Control-dependent cost at each t < T’ le™®
Wy Task-related cost at time ¢ = T' for the velocity 0.2
wy Task-related cost at time ¢ = T for the force 0.01
T time steps 50
z Target position 0.15
o, Target position standard deviation 0.0
o¢ std of the additive Gaussian noise &; 0.5
0w std of the additive Gaussian noise w; 0.5
O std of the control-dependent noise ¢ 0.0
Tp std of the signal-dependent noise p; 0.0
on std of the additive internal noise 7, for the position estimate {0.0,1.0,2.0}
O, std of the additive internal noise 7; acting on the velocity estimate 0
On; std of the additive internal noise 7, for the force estimate 0
Tn, std of the additive internal noise 7, for the estimate of g 0
&
0 >0 @ TOD @ FPOMP @ GD
(a) (b) TOD FPOMP
e TOD P 600
100,5 ® FPOMP with TOD estimator - -
. e GD - — 400
~ e Il
= g 200
1000 /,/ ___-——-—""
L 0 VN \
gL ———— - —————————— °
0.0 05 0 5 20 0 10 20 30 40 0 10 20 30 40
internal noise 0’77 t t
(c) (d) FPOMP GD
_025| ® FPOMP with GD estimator A
10 e G === 0 I_—W — ~~—
~ === .
o e & = -200
—0. =z~ ~
107%%° e ~400
e i ~600
0.0 05 1.0 15 2.0 0 10 20 30 40 500 10 20 30 40 50
internal noise 0:,] t t

Figure 11: Application of the FPOMP algorithm. (a) E[J], computed by averaging the quantity
from Eq. over 50k trials, as a function of ¢, with error bars (mean £ 1SEM from Monte Carlo
simulations, error bars not visible as too small) and for TOD, GD and FPOMP (at fixed filters given
by TOD solution). (b) Magnitude of the control gain vector as a function of time for TOD and
FPOMP (at fixed filters given by TOD). (¢) Same as (a), but comparing GD and FPOMP (now at
fixed filters given by GD). (d) First component of the vector L, for the solution given by GD and
FPOMP (now at fixed filters given by GD solution).
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We recall that, for readability, we derived solutions only for the optimal controller; the procedure
for the optimal estimator follows similarly but was not explicitly derived. Extensions to the optimal
estimator and the general case with multiplicative noise are left for future work, as discussed in
Appendix [A.6.2]

Optimizing the control gains L, using the FPOMP algorithm (with fixed filter gains K; from the TOD
solution) leads to improved performance (Fig. [[Th, orange dashed line) as internal noise increases.
However, this solution is not fully optimal, as the estimator is still optimized using the TOD algorithm.
When L, and K are both optimized with the GD method, a lower accumulated cost is achieved
(green dashed line). An interesting feature of our algorithm is that, being fully analytical, it can
enhance numerical solutions. Due to a potentially shallow parameter landscape (vanishing gradient)
or limited computation time, the GD optimization may stop near the global optimum without fully
reaching it. We find that re-optimizing the control gains L; using the FPOMP algorithm after the GD
solution for filter gains yields a small but significant performance boost (Fig. [[Tk), with minimal
changes in the final L, vector (Fig. [ITd). This also confirms that our algorithm finds the optimal
solutions. Extensions to estimator optimization and the multiplicative noise case are discussed in

Appendix

The qualitative trends observed in the sensorimotor task (Section 3.2} Fig. [3) are confirmed: control
magnitude decreases as internal noise increases (Fig. [[Ib). Additionally, while the TOD solution
does not modulate control with respect to internal noise when only additive noise is present, the
FPOMP algorithm introduces such modulation, leading to a lower accumulated cost (Figs. @,b),
consistent with our discussion in Appendix[A.5.2]
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* The claims made should match theoretical and experimental results, and reflect how
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* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
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All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.
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by formal proofs provided in appendix or supplemental material.
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4. Experimental Result Reproducibility
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of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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pseudo-codes and detailed equations for the implementation of the proposed algorithms.
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whether the code and data are provided or not.
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to make their results reproducible or verifiable.
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be necessary to either make it possible for others to replicate the model with the same
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instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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Justification: The codes to generate the data and the figures are provided in the supplemental
material.
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* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
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Answer: [Yes]
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* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
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of the mean.
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of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources
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the experiments?

Answer:

Justification: The derived algorithms can be efficiently performed on a standard commercial
CPU.
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» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We present a theoretical study aimed at improving current algorithms for
solving optimal control problems. Our research is entirely computational and does not
involve human or animal subjects, thus raising no ethical concerns.
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e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts
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Answer: [NA]
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» The answer NA means that there is no societal impact of the work performed.
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impact or why the paper does not address societal impact.
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(e.g., deployment of technologies that could make decisions that unfairly impact specific
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that a generic algorithm for optimizing neural networks could enable people to train
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being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
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Safeguards
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release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The theory presented in this paper carries no potential for misuse.
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* Released models that have a high risk for misuse or dual-use should be released with
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safety filters.
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* We recognize that providing effective safeguards is challenging, and many papers do
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Licenses for existing assets
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Justification: The paper relies solely on original codes and data, without utilizing any
existing assets.
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* The answer NA means that the paper does not use existing assets.
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* The authors should state which version of the asset is used and, if possible, include a
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* The answer NA means that the paper does not release new assets.
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tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
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Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
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