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ABSTRACT

Multimodal fusion learning (MFL) paradigm (a framework to jointly learn from
heterogeneous data sources) has shown great potential in various fields such as
Medicine, Science, Engineering, etc. It is extremely desirable in the medical
domain, where we are faced with disparate data modalities such as imaging, clin-
ical records, and omics. However, existing MFL strategies face several major
challenges. First, they struggle to capture complex cross-modal interactions ef-
fectively. Second, they are often specialized to specific modalities, i.e., either
imaging, omics, etc. hence hindering their adaptability and generalizability to other
modalities. Finally, they incur high computational costs, restricting their applica-
bility in resource-constrained healthcare AI. To address these challenges, we pro-
pose a novel MFL framework — Efficient Hybrid-fusion Physics-inspired Attention
Learning Network (EHPAL-Net) — a lightweight and scalable framework that inte-
grates various modalities through novel Efficient Hybrid Fusion (EHF) layers. Each
EHF layer captures rich modality-specific multi-scale spatial information, followed
by a Physics-inspired Cross-modal Fusion Attention module to model fine-grained,
structure-preserving cross-modal interactions, thereby learning robust complemen-
tary shared representations. Furthermore, EHF layers are sequentially learned for
each modality, making them adaptable and generalizable. Extensive evaluations on
15 public datasets show that EHPAL-Net outperforms leading multimodal fusion
methods, boosting performance by up to 3.97% and lowering computational costs
by up to 87.8%, ensuring more effective and reliable predictions. Our code is
available at: https://github.com/Submission-01/EHPAL.

1 INTRODUCTION

Multimodal fusion learning (MFL) remains a key challenge in machine learning. It is of great
importance in healthcare research as there is a strong need to integrate heterogeneous data of
disparate modalities, such as radiology, dermoscopy, multi-omics, and electronic health records
(EHRS). The goal in MFL is to capture shared representations for various modalities while preserving
modality-specific structural information Steyaert et al. (2023); Hemker et al. (2024). Although MFL
methods exist for modalities that share semantic spaces, such as audio-visual text tasks Goyal et al.
(2016), image captioning Yu et al. (2019), multimodal dialogue Liang et al. (2022), etc. — healthcare
data is far more diverse and complex Hemker et al. (2024). This is because cross-modal relationships
in medical contexts are often opaque, and modalities do not share semantics. As a result, learning
robust shared representations across such modalities remains an open research problem.

Hybrid of early ! and intermediate > fusion methods (Hybrid Early Fusion Layer in Fig. 1(B)) has
recently emerged as a promising new approach for MF L. However, broader adoption of hybrid multi-
modal methods in ATI-driven healthcare faces three main challenges — performance, generalization
and efficiency. The performance issue mainly stem from the fact that existing architectures of hybrid

'Early fusion methods combine raw inputs (e.g., via concatenation or Kronecker products) at the model’s
input, allowing end-to-end training but risking structural information loss and feature dimensionality explo-
sion Chen et al. (2020). Unlike, Late fusion methods preserve modality-specific structures by training separate
sub-models and aggregating their outputs, but this incurs high computational cost and lacks fine-grained
cross-modal interaction Liang et al. (2022).

*Intermediate fusion methods aim to learn shared representations at the feature level. They conflate modality-
specific and modality-shared semantics. This strategy is, however, computationally expensive Cui et al. (2023a).
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Figure 1: Comparative high-level overview of various MF' L methods — (A) Architecture of intermediate
or late fusion methods (DRIFA-Net, MuMu, MOTCAT, etc.) (B) Architecture of hybrid early and
intermediate fusion methods (HEALNet ). (C) Architecture of our proposed EHPAL-Net.

methods lack an effective fusion mechanism — e.g., they do not have capacity for representational
diversification to retain modality-specific context before fusion; they do not have specialized attention
modules to preserve modality-specific structural details and model complex cross-modal interactions;
and they cannot reintroduce high-level, modality-specific semantics after learning a shared repre-
sentation (Challenge 1). The efficiency issue stems from the fact that existing hybrid methods rely
on large, high-dimensional attention matrices during intermediate fusion. This imposes significant
computational overhead, limiting the applicability of hybrid methods in resource-constrained medi-
cal AT environments (Challenge 2). The generalizability concern stems from the fact that existing
hybrid models are often restricted in their ability to scale across diverse data sources as they are
mostly trained on limited data modalities (Challenge 3). Existing works do not have the capability to
leverage heterogeneous medical data during a single training time due to an increased computational
overhead. Ideally, one should adopt a strategy to leverage heterogeneous modalities data during a
single training cycle to reduce computational cost and to ensure better generalization. So, in a way,
the challenge of generalization is related to that of performance and efficiency.

To address these concerns, we propose Efficient Hybrid-fusion Physics-inspired Attention Learning
Network (EHPAL-Net) — a novel framework of multimodal fusion learning to enable efficient,
generalizable and scalable integration in resource-constrained AI-driven healthcare applications.
The main component of EHPAL-Net is Efficient Hybrid Fusion (EHF) layer that exploits hybrid
intermediate and late fusion strategies — effectively balancing optimal performance with minimal com-
putational cost. This design facilitates the learning of robust complementary shared representations
and ensures scalability across any number of heterogeneous modalities for improved generalization.
EHPAL-Net is a single-pass non-iterative multimodal fusion pipeline that processes modalities
sequentially and incrementally fuses them via successive EHF layers (Fig. 1 (C)). Unlike prior
methods Hemker et al. (2024); Dhar et al. (2025); Islam & Igbal (2020; 2022) requiring additional
encoders for iterative refinement, which result in high-cost architectures (as shown in Fig. 1 (A-B)),
our approach eliminates these computational bottlenecks. In our proposed model, two modalities are
first processed by an EHF' layer, which captures multi-scale spatial information to learn diversity in
representations. The representations are further refined in an EHF layer using a physics-inspired at-
tention mechanism, that models fine-grained cross-modal interactions while preserving the complex
structural properties of each modality. Finally, a late-fusion strategy is used that integrates the refined
outputs into a shared representation — thereby learning more expressive multimodal information.
This information (shared representation), along with the next input modality, is then fed into the
subsequent EHF layer. This process is repeated until all input modalities are processed. The main
contributions of our work are as follows:

* We introduce EHPAL-Net, a novel light-weight end-to-end MFL framework that addresses the
challenges of performance, generalizability, and efficiency in existing frameworks — making it well-
suited for ATI-driven healthcare applications with many modalities in low-resource environments.

* We have proposed a novel EHF layer that is based on a physics-inspired attention mechanism utiliz-
ing an intermediate fusion strategy by integrating hyperbolic and quantum-inspired embeddings.
As a result, it learn much better spatial and frequency-domain features, preserves modality-specific
structural details, and captures complementary cross-modal dependencies.

* We conduct extensive evaluations against state-of-the-art methods across fifteen heterogeneous
medical datasets, demonstrating significant performance improvements.
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Figure 2: Overview of EHPAL-Net comprising of MSIL and HMML phases. (A) Overview of MSTL
phase utilizing EHF layer. (B) Overview of HMML phase. (C) Layout of EHF layer.

2 RELATED WORKS

We focus on multimodal learning problems
in biomedical data, where the modalities are
structurally heterogeneous — i.e., using imaging
modalities (e.g., dermoscopy, Pap smear) along
with tabular data (e.g., multi-omics and clini-
cal records). This is in contrast with existing
works that are limited to homogeneous modal-

Table 1: Characteristics of existing MFL methods.

Shared Cost- General- Reli-
Representations Effective ization ability

Model

Perceiver Jaegle et al. (2021)
GLORIA Huang et al. (2021)
HAMLET Islam & Igbal (2020)
MuMu Islam & Igbal (2022)
MPAtt Liu et al. (2023)
MOTCAT Xu & Chen (2023)

A N NN

DRIFA-Net Dhar et al. (2025) v v
ities only. While multimodal fusion learning gi@;gfgie?gﬁst al. (2024) , , ,

strategies based on early, late, intermediate, and
hybrid methods have driven significant research for homogeneous modalities (e.g., natural vision
tasks Abdelhalim et al. (2021); Peng et al. (2022); Wang et al. (2020a;b); Joze et al. (2020); Ma et al.
(2021)) , their adoption for structurally heterogeneous modalities (e.g., biomedical data) remains
limited Cheng et al. (2022). As we discussed earlier, each strategy of multimodal learning has their
own strengths and weaknesses. E.g., early fusion methods, such as Perceiver Jaegle et al. (2021),
naively concatenate raw inputs and apply iterative self and cross-attention layers for end-to-end
learning. However, such naive fusion dilutes the modality-specific signals and increases feature
dimensionality Wang et al. (2020b). Late fusion methods (e.g., MTTU-Net Cheng et al. (2022),
GLORIA Huang et al. (2021), etc.) encode each modality independently — combining CNNs and
transformers for glioma segmentation or aligning images with radiology reports via global local
attention. Its variants like HAMLET Islam & Igbal (2020) and MuMu Islam & Igbal (2022) include
multi-head self-attention for richer context learning. Despite preserving modality-specific structure,
they fail to capture fine-grained cross-modal interactions, incur progressive information loss from cas-
caded attention layers, and remain computationally intensive due to heavy convolutional and attention
operations. Intermediate fusion methods (e.g., CAF He et al. (2023), DRIFA-Net Dhar et al. (2025),
MOTCAT Xu & Chen (2023), etc.), employ cross-modal, cascaded dual attention (or optimal transport
co-attention) to fuse modalities within their attention module. However, their reliance on modality
training constraints as well as high computational overhead, along with progressive information
loss, limits their ability to learn robust complementary representations. Finally, hybrid models such
as HEALNet Hemker et al. (2024) bridge early and intermediate fusion through a hybrid early
fusion layer (Fig. 1 (B)) to enrich shared representations. However, its reliance on high-dimensional
attention matrices incurs high computational costs, limiting its capacity in low-resource healthcare
AT. A summary of these techniques is presented in Table 1 (more details in A).

Our Approach: EHPAL-Net overcomes these limitations with the following key innovations. First,
it has a modular design that scales seamlessly to any number of modalities by adding a novel EHF
layer, which captures cross-modal interactions while preserving each modality’s structural details,
thereby learning robust complementary shared representations. Secondly, it has a novel module that
leverages hyperbolic and quantum attentions in parallel and fuses their outputs to prevent progressive
information loss and capture complex hierarchical relationships across modalities. EHPAL-Net
delivers improved generalizability across diverse medical modalities and more holistic explanations
than existing state-of-the-art (SOTA) fusion methods.

3
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Figure 3: (A) Illustration of the PCMFA module’s role in learning complementary shared representa-
tions. (B) Overview of the PCMFA module, which employs the HOMGA approach — comprising the
MHDGA and MQOIA mechanisms and a MAFG block that fuses the attention maps from MHDGA and
MQIA to learn shared attention maps A;.

3 PROPOSED METHOD

Problem Formulation: EHPAL-Net enhances MFL through cascaded spatial- and frequency-
domain information integration. Let X = {z;}7*, denote m heterogeneous input modalities, where
each z; € RH:XWixCi (yRD: represents either imaging data (with spatial dimensions height H;,
width W;, channels C;) or non-imaging data (e.g., multi-omics or EHR) as D;-dimensional vectors.
Let Y = {y;}%_, denote ¢ multi-task labels. Notably, non-imaging vectors are reshaped into pseudo-

Jj=1
image tensors in RH:XWiXCi (o enable uniform fusion. Our aim is to learn a function — F(-) to learn
robust complementary shared representations: 2 through the mapping F : X — ), optimizing
both performance as well as computational efficiency.

Method Overview: EHPAL-Net differs from conventional MF' L methods as it leverages a sequential
multimodal integration pipeline, where modality-specific inputs are processed sequentially and
incrementally fused through its novel Efficient Hybrid Fusion (EHF) layer. EHPAL—-Net comprises
two salient phases: (1) Multimodal Shared Information Learning (MSIL) — a sequential integration
of heterogeneous modalities to learn complementary shared representations, and (2) Heterogeneous
Modality-Specific Multitask Learning (HMML) — utilizes the shared representations for multiple
tasks, such as multi-disease classification and patient survival prediction. In the following, we will
delve into the details of these two phases. An overview of our proposed method is shown in Figure 2.
Detailed algorithm of EHPAL-Net is given in Algorithms 1-2 in D.

3.1 MULTIMODAL SHARED INFORMATION LEARNING PHASE (MSIL)

MSIL phase utilizes EHF layers to learn shared representations over m modalities. At EHF layer ¢,
the current and previous modality inputs (x; and x;_1) are processed together through three core
modules, namely a) Efficient Multimodal Residual Convolution (EMRC), b) Physics-inspired
Cross-modal Fusion Attention (PCMFA), and ¢) Shared Information Refinement (SIR) modules.
We will delve into the details of these three modules in the following. It is important to note that each
EHF layer uses two PCMFA modules to refine shared representations, then fuses their outputs through
a (learned) late fusion (LF) strategy, i.e., leveraging trainable weights to capture more expressive
multimodal information (Figure 2). This representation, along with the next modality’s input, is fed
to the subsequent EHF layer. It can be seen that MSTIL phase is a single-pass sequential pipeline that
processes modalities in order (unlike HEALNet’s Hemker et al. (2024) iterative loop-based strategy).
This design facilitates robust shared representation learning by effectively optimizing performance
and computational cost.

3.1.1 EFFICIENT MULTIMODAL RESIDUAL CONVOLUTION MODULE

Efficient Multimodal Residual Convolution (EMRC) module captures multi-scale spatial representation
for each modality «; while ensuring low computational cost. To achieve this, EMRC incorporates
Modality-specific Heterogeneous Convolutions Fusion (MHCF) blocks, which facilitate progressive
refinement of modality-specific inputs. The architectural and implementation details of the EMRC
module are provided in E.

3.1.2 PHYSICS-INSPIRED CROSS-MODAL FUSION ATTENTION MODULE

Recent advances in hyperbolic neural networks (HNNs) and quantum neural networks (QNNs) have
demonstrated their ability to learn richer representations than traditional Euclidean architectures (e.g.,
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CNNs, Transformers), especially on complex natural visual tasks Ganea et al. (2018); Peng et al.
(2021); Cong et al. (2018); Shi et al. (2024). HNNs leverage non-Euclidean geometries such as the
Poincaré ball Nickel & Kiela (2017b) and the Lorentz hyperboloid Chen et al. (2021), to preserve
hierarchical structural information efficiently, often in lower-dimensional spaces than their Euclidean
counterparts. Concurrently, QNNs employ quantum principles like superposition and entanglement
to operate in high-dimensional Hilbert spaces Cong et al. (2018), with recent variants (e.g., QSAN
Shi et al. (2024) and QSANN Li et al. (2022)) redefining neural layers (e.g., convolutions, attentions)
using parameterized quantum states, improving representational capacity while potentially reducing
computational cost.

Despite their respective complementary strengths — hierarchical structure preservation in HNNs
and expressive representational capacity in QNNs — these paradigms have not been unified effec-
tively within a single framework to benefit MF'L. To bridge this gap, we propose a unified attention
mechanism — Physics-inspired Cross-modal Fusion Attention (PCMF2) module, which is the key
component of our proposed EHPAL-Net framework. Like EMRC, PCMFA module (Figure 3) is also
designed to learn robust complementary representations (z; ), however, it does it by jointly optimizing
cross-modal interactions in hyperbolic and quantum spaces. This way, it captures rich structural
relationships by leveraging both non-Euclidean geometry and quantum states. It processes the refined
multimodal inputs e[1:m) (output of the EMRC module) and learns physics-inspired shared attention
maps (Aje[1:m)). PCMFA module consists of two core blocks: a) Hyperbolic Quantum Mutual
Guidance Attention (HQOMG2) block, that captures complex hierarchical structures across modalities
by employing mutually guided attention streams in hyperbolic and quantum spaces (Figures 3 (B) and
Figure 6), and b) Multimodal Attention Fusion Gating (MAFG) block that fuses information from
hyperbolic-quantum streams across modalities, facilitating the learning of refined complementary
shared representations. The working of these two blocks can be written in the following form:

A; = PCMFA(z}, xj, ) = MAFG (HOMGA (7,2} ,,)) . (1)
where:
The above equation captures cross-model interaction where «; represents modality-specific learnable

parameters and ® denotes the Hadamard product. Let us discuss HOMGA and MAFG blocks in the
following:

* HQMGA block is designed by integrating two main attention mechanisms (Figure 3 (B)) that we
described in the following:

1. Multimodal Hyperbolic Dual-Geometry Attention (MHDGA) mechanism (Figure 5 (A))
that exploits complementary properties of the Poincaré ball and Lorentz models to learn rich
hierarchical representations across modalities. MHDGA mechanism is implemented with two sub-
blocks — Poincare Information Learning (P IL(-)) and Lorentz Information Learning (LIL(-)).
These two sub-blocks respectively compute Poincaré attention weights (A’) and Lorentzian
attention weights (AF) 3. The resulting geometry-specific weights are fused via learnable
parameters L and P, followed by a sigmoid activation (o (-)) to learn dual-geometry attention

maps (for 2 and z¢") — in the following we will denote both 2} and z%" as z/:
AP = wHDGA(z)),

= o(LxAF+PxAl),

= o(L x LIL(¢;) + P x PIL(t;)), where ¢; = GAP(DCT(x})). (3)
Here t); = GAP(DCT(x})) € R represents the application of Global Average Pooling (GAP)
followed by a Discrete Cosine Transform (DCT) to capture frequency components.
Poincaré Information Learning sub-block (Figure 5 (B)) is designed based on the principles
of the Poincaré ball model Nickel & Kiela (2017b). Given multimodal frequency-domain inputs,
i.e., 1;, we define MPE®(-) as Multimodal Poincare Exponential map with learnable curvature ¢

and each 1); is projected onto the e-dimensional hyperbolic manifold with learnable curvature ¢
as follows:
Vi

il +&°

3These components aim to preserve complex hierarchical structural cues across modalities in non-Euclidean
spaces.

MPE® (1) = tanh (VZ [[94] ) “)
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Here || - || denotes the Euclidean norm and ¢ = 10~ ensures numerical stability. This ensures
IMPEC(¢);)|| < 1, exploiting hyperbolic volume growth to compactly encode hierarchical
relationships in low-dimensional manifolds. To enable adaptive curvature ¢, we modulate a
base curvature ¢ with fractal-scaling weights f € R*: ¢ = ¢ x 137°_, o(f;). The base

curvature is parameterized as: ¢ = clip (ek, 0.1, 10.0), with k£ € R. This bounded formulation
ensures that the geometry remains stable — avoiding degenerate flatness (¢ — 0) or excessive
sharpness (¢ — oo) — across both Poincaré and Lorentz models. The Poincaré attention weights
are computed via the Hadamard product between the hyperbolic projection and the original
frequency components:

AP =PIL(t;) = > (MPES(4y)) O . )
Lorentz Information Learning sub-block (Figure 6 (A)) is designed based on the Lorentzian
hyperboloid model Ganea et al. (2018). Given multimodal frequency-domain inputs, i.e., ;,

we define Multimodal Lorentz Embedding denoted as MLE(1); ), and split it into a temporal axis
(t;) and frequency components ( f;) as follows:

t;, fi = MLE(¢Y;)[: 1], MLE(%;)[1 :]; Vi € [1,m]. (6)

time axis frequency axes

Here we define MLE(1);) as:
T a2
MLE(t;) = 0 ((W) : m) : )

where 6 represents concatenation. Next, we obtain a channel-wise bias (§; € R¢) from the
Multimodal Quantum-Inspired Attention (MQIA) mechanism (discussed next). This bias is
injected into the Lorentz manifold through a Minkowski inner-product modulation (Figure 6
(A-B)), guiding the computation of Lorentzian attention weights:

AlL = LIL(ti,fi) = Oéi(— tf + Zﬁl (fi,l + 5i,l)2), ®)
=1

where «; and (3; are learnable scalars modulating the contributions of temporal and frequency
components.

2. Multimodal Quantum-Inspired Attention (MQIA) mechanism (Figure 6 (B)) embeds
modality-specific inputs into a complex Hilbert space via quantum-inspired mappings to capture
long-range dependencies. In parallel with MHDGA, the MQOIA stream is designed to infuse
quantum-inspired frequency priors to guide the Lorentz information learning block.  For
each modality ¢, we leverage modality-specific frequency components v; to compute complex
quantum states: ¢; = ; - (77rea1 +7 nimag), where 7real, Mimag are learnable parameters. By
applying the Born rule Hall (2013); Nielsen & Chuang (2010), we compute the element-wise
amplitudes of the quantum states: |g;|* = g¢; ¢, where ¢ denotes the complex conjugate of g;.
We then project the real component of ¢; into the Lorentz manifold using Eqgs. 6-7, allowing
quantum states to be interpreted in hyperbolic spaces via mutual guidance (Figure 6 (A-B)), thus
improving the learning of complex representational structural details. Let A; = ||[MLE(%;)1.|| be
the hyperbolic Lorentz-norm of MLE(-) — drawing on fractal-geometry principles, we define the
quantum attention weights, followed by attention maps as:

AP = MOIA(Y;) = Softmax(|g;|? || MLE((/Ji)Hh_Z). )

where h is a scalar hyperparameter controlling the strength of the quantum-inspired interaction.
The resulting MQIA(+) yields the bias d; used in LIL sub-block. Through mutual guidance
between LIL and MQIA, our PCMFA module captures richer, geometry-aware hierarchical
structural details across modalities.

* MAFG (Figure 3 (B)) block dynamically fuse geometry-aware attention maps from MHDGA mecha-
nism with quantum-guided maps from MQOIA mechanism. For each modality 7, we use modality-
specific learnable weights c;, by adaptively weighting each modality’s contribution to learn attention
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maps A;. The MFAG is formally defined as:
A; = MFAG(HQMGA(x))),
= (c; ®MHDGA (z}) ) + (¢; ©® MOIA (27) ),
= (i ®@o(L X LIL(¢;) + P x PIL(15))) + (c; © MOQIA(Y)). (10)

This adaptive fusion ensures robust integration of hyperbolic and quantum structural priors, enhanc-
ing cross-modal interactions and enabling the learning of complementary shared representations.

3.1.3 LEARNABLE LATE FUSION

Given shared representations {7} from the PCMFA module, where each z7 € RE*WXC 'we design
learnable Late-Fusion (LF) layer, which learns scalar, content-aware gates that (i) adapt to the current
sample, (ii) reduce exactly to zero whenever a modality is missing, and (iii) incur negligible overhead
(one global-pool and a tiny MLP per modality), thereby capturing a more expressive multimodal
representation (mfe[lzm]). See F for more details.

3.1.4 SHARED INFORMATION REFINEMENT MODULE

We design the Shared Information Refinement (SIR) module to further refine complementary shared
representations from PCMF A, thereby improving the representational diversity as: if . Details of this
module are given in G.

3.2 HETEROGENEOUS MODALITY-SPECIFIC MULTITASK LEARNING PHASE

The HMML phase is designed to leverage the robust complementary shared representations 2 from
the MSIL phase of EHPAL-Net for multiple tasks across m modalities. It maps input X to output
predictions ) using a loss function Ly, Where AJ" controls the weight of each task-modality-
specific loss £7*. The best model parameters 5* are found by minimizing Lyypy:

T M
Lown =Y Y AL (F(2%8),Y) and B* = arg min (Linas) (11)

t=1 m=1

where [ signifies the EHPAL-Net parameters. For formal details — including lemmas, theorems, and
proofs — of the efficient, robust shared-representation learning facilitated by the EHF layer, please
refer to B and C. To ensure reliability in EHPAL-Net framework, one can employ the Monte Carlo
dropout strategy Gal & Ghahramani (2016) to estimate uncertainty in the model’s predictions.

4 EXPERIMENTAL ANALYSIS AND RESULTS

Datasets. We evaluate EHPAL-Net on 15 heterogeneous medical datasets, grouped as follows: (1)
Imaging datasets (D1-D8): HAM1 0000 Tschandl et al. (2018), STPaKMeD Plissiti et al. (2018),
PathMNIST and OrganAMNIST (MedMNIST) Yang et al. (2023), BraTS-2021 Baid et al. (2021),
SARS-CoV-2 CT-Scan Angelov & Soares (2020), CNMC-2019 Mourya et al. (2019), Chest
X-ray Pneumonia Kermany (2018a). (2) Multi-omics datasets (D9-D12): TCGA’s BRCA,
UCEC, GBMLGG, KIRP. (3) Clinical EHR datasets (D13-D15): MIMIC-IITI Johnson etal. (2016),
MHEALTH Banos et al. (2014), UCI-HAR Anguita et al. (2013). Images were resized to 128 x 128 x 3,
split 80/10/10 into train/val/test sets, with standard augmentations applied. All experiments are run
with five random seeds, and we report the mean, the standard deviation, or both for each experiment.

Baselines. We compare EHPAL-Net against state-of-the-art (SOTA) single-modal learning and
multimodal fusion learning (MFL) methods. For D1-D15 datasets: (1) Single-modal learning
models (M1{M5): POTTER Zheng et al. (2023), NAT Hassani et al. (2023), DDA-Net Cui et al.
(2023b), MFMSA (from MADGNet Nam et al. (2024)), MSCAM (from EMCAD Rahman et al. (2024));
(2) Early fusion MFI model (M6): Perceiver; (3) Late fusion MFL models (M7{M11): Gloria,
HAMLET, MuMu, MTTU-Net Cheng et al. (2022), M3Att; (4) Intermediate fusion MFL mod-
els (M12{M13): MOTCAT, DRIFA-Net; (5) Hybrid early fusion MFL model (M14): HEALNet.
Our EHPAL-Net is instantiated with four backbones—ResNet 18, ResNet 50 He et al. (2016),
Inception-v3 Szegedy et al. (2016), and ShuffleNet Zhang et al. (2018) — yielding variants
EHPAL-Net-18, EHPAL-Net-50, EHPAL-Net—-1IN, and EHPAL-Net—-SN.

Evaluation Metrics. We report the following metrics: accuracy (ACC), AUC, concordance index
(C-Index), number of parameters (#P) in millions, and floating-point operations (#F) in GFLOPs.
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Table 2: Performance comparison of EHPAL-Net variants—EHPAL-Net-18, EHPAL-Net-50,
EHPAL-Net-1IN, and EHPAL-Net—-SN — against SOTA models on heterogeneous datasets. Bold
and underlined indicate the best and the second-best results, respectively.

Datasets — | HAM10000 | SIPaKMeD | BRCA MORT 1CD9 PATHMNIST | OrganAMNIST | UCEC Overall

Models | Base Network | ACC AUC [ ACC AUC |C-Index | ACC AUC [[ACC AUC |ACC AUC [ACC AUC |[C-Index[#P] #F]
POTTER ResNetl8 [91.35 91.72]92.40 92.66| 60.41 [85.18 86.55(/67.20 90.17|91.46 99.58 [96.06 99.85 | 6628 | 12 0.95
NAT Swin-T 93.11 93.25|91.87 91.62| 61.34 |86.25 88.29|68.40 92.18|91.76 99.87 |95.72 99.60 | 6837 | 20 1.1

DDA-Net ResNet18 |92.83 92.14|92.39 92.61| 63.46 |87.16 88.68( 66.85 91.22|92.24 99.65 |95.73 99.75 68.20 |12.1 1.12
MFMSA ResNet50 |97.90 97.90|94.76 95.38| 66.75 |89.50 92.90||69.63 94.32|92.57 99.70 {96.90 99.80 | 70.27 |269 1.4
MSCAM PVT2-B2 |97.55 97.71|94.25 95.05| 65.84 |90.78 93.90||70.10 94.84|93.18 99.75 |96.54 99.90 | 70.13 |269 1.3
Gloria ResNet50 [93.75 94.58[94.32 94.50| 64.63 [89.15 92.28]] 65.0 88.60[92.41 99.58 [95.85 99.75 | 68.31 [30.8 1.54

HAMLET ResNet50 |93.25 93.20/92.84 93.32| 63.22 |88.35 91.40(67.12 90.58|92.20 99.80 |95.64 99.72 | 68.70 |57.3 3.52
MTTU-Net ResNet50 [97.45 97.18|91.90 92.56| 62.23 [89.58 92.80| 68.5 92.81|92.48 99.50 |9545 99.60 | 69.18 |38.1 6.8
MuMu ResNet50 |92.80 93.12|92.15 92.78| 64.92 |88.74 91.85|66.88 90.90|91.87 99.45 |95.64 99.80 | 69.27 |56.6 2.97
M3 Att Swin-B 95.80 95.94192.32 92.88| 66.38 |90.75 94.05| 68.10 92.48|93.20 99.90 |95.51 99.65 | 70.25 | 183 12.14
Perceiver ResNet50 |92.42 92.57|91.55 91.70| 64.78 |87.20 88.81|71.30 96.52|93.45 99.80 [96.27 99.90 70.9 |31.0 117
MOTCAT ResNet50 |95.35 95.80(93.56 93.94| 65.35 |90.27 93.78|66.22 89.56(92.80 99.50 {95.10 99.58 | 68.80 | 3.9 148
HEALNet ResNet50 |98.24 98.17|94.75 94.80| 67.30 |91.24 94.30|/70.66 95.72|93.58 99.83 |96.12 99.90 | 70.25 |27.2 3.84
DRIFA-Net ResNetl8 |98.33 98.51|95.58 95.75| 66.47 [91.32 94.10]/70.28 95.10|93.45 99.75 |96.45 99.90 | 70.48 |53.8 4.83
EHPAL-Net-18 | ResNetl8 |99.75 99.99[95.97 99.67| 71.27 [92.34 95.55([73.64 98.24|94.25 99.95 |97.78 9998 | 71.74 |7.71 0.59
EHPAL-Net-50 | ResNet50  99.81 99.99(96.32 99.90 | 71.59 |92.52 96.10 || 76.53 99.30 |94.63 99.98 98.12 99.98 | 72.50 |14.4 1.83
EHPAL-Net-IN | Inception-v3 |98.62 98.81 96.62 99.90 71.85 |91.55 94.81| 74.20 98.85|94.40 99.96 |97.15 99.20 | 74.82 |13.7 2.82
EHPAL-Net-SN | ShuffleNet | 97.84 98.64|95.25 97.73| 68.22 |90.37 93.64(|71.41 97.10|92.87 99.55 |96.85  99.0 70.1 31 029

Training Details. All models are trained for 200 epochs on a single NVIDIA A100 40GB GPU
running on a Ubuntu machine. (1) Loss: Negative log-likelihood (NLL) for survival prediction
(multi-omics), and cross-entropy for all classification tasks (imaging, EHR). (2) Optimizer: Adam
with initial learning rate 1 x 1073, (3) Scheduler: ReduceLROnPlateau down to 1 x 10~5. Further
details on the datasets and implementations are provided in H, I, and J.

4.1 PERFORMANCE COMPARISONS

The multi-disease classification, survival, and mortality prediction, and human activity recognition
results are summarized in Tables 2 and 4-5 (see K). Our EHPAL-Net demonstrates exceptional
performance ranging from 68.22% to 100% across fifteen heterogeneous medical datasets (D1—
D15). EHPAL-Net consistently outperforms both single-modal and multimodal fusion baselines
by 0.05%-11.44% while reducing model parameters up to =~ 98.3% and FLOPs up to ~ 97.6%.
Qualitative results on D1-D2 datasets (ref. O) illustrate its ability to capture highly discriminative
contexts. These results highlight EHPAL-Net empowers resource-limited healthcare AT with strong
generalization to achieve optimal performance at minimal computational cost — surpassing leading
competitors (DRIFA-Net, HEALNet, MTTU-Net) — across diverse medical imaging modalities.

To tackle challenge 1 (effective learning of richer complementary shared representations), we
adopt an efficient hybrid fusion strategy. First, EMRC captures multi-scale spatial details across
modalities. Next, PCMFA focuses on learning cross-modal interactions through intermediate fusion,
followed by learned late fusion, which integrates complementary cues across each modality’s inputs
— preserving both shared cross-modal patterns to capture multimodal information. Finally, SIR
enhances representational diversity by refining these shared representations. This cascaded design
outperforms existing MFL approaches, which rely solely on early, intermediate, late, or hybrid
early fusion schemes, in capturing richer and more effective shared representations. 7o address
challenge 2 (efficient and effective design), EHPAL-Net integrates three efficient and effective
modules — EMRC, PCMFA, and SIR — that jointly optimize performance-computation trade-offs.
The synergistic design captures rich spatial-frequency cues to achieve optimal performance with
minimal computational overhead, addressing key limitations of medical AT in resource-limited
environments. To deal with challenge 3 (generalization), EHPAL-Net is evaluated on fifteen diverse
medical datasets, demonstrating its scalability across heterogeneous data sources and its adaptability
to complex multi-task learning. To demonstrate reliability, we present the comprehensive results
in K. Further analyses — including robustness to missing modality, input-order permutations, and
misaligned or asynchronous modalities — together with comparisons to recent baselines, are provided
in M.

Discussion. Our method learns richer shared representations across heterogeneous modalities by
preserving their structural properties and highlighting the benefit of effective and efficient cross-modal
learning, and analyzing the associated computational complexity. Details appear in N.

4.2 ABLATION STUDY

Fusion Strategy. We evaluate five fusion schemes — early, intermediate, late, hybrid early as inspired
from Perceiver, DRIFA-Net, HAMLET, and HEALNet, respectively, and our efficient hybrid
fusion — within EHPAL-Net on four heterogeneous medical datasets (HAM10000, SIPaKMeD,
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Table 3: (A) Fusion-scheme ablations: performance of alternative fusion strategies embedded in
EHPAL-Net across heterogeneous medical datasets. (B) Module-wise ablations: incremental impact
of each EHPAL-Net component on imaging-only and multi-omics benchmarks.

(A) Fusion Strategies (B) Integrated components of EHPAL-Net
HAMI10000|SIPaKMeD| BRCA | MORT [[100% Diverse Imaging Modalities 100% Multi-omics
Model ACC AUC |ACC AUC|C-Index | ACC AUC|[EMRC PCMFA SIR[Acc AUC |[EMRC PCMFA SIR|C-Index |#Params #FLOPs
Early 949 9541921 953| 642 |86.3 88.8 v X x [89.6 92.7 v X x | 672 5.53 0.38
Intermediate 984 983|949 979| 68.8 |89.7 923 v x v 1909 944 v x v | 705 6.82 0.47
Late 97.8 98.1 | 944 973| 674 |889 93.8 v v x (95.8 99.2 s v x | 772 7.53 0.55
Hybrid Early 98.6 98.7 1956 98.3| 70.5 |91.1 943 v v v 1969 99.9 v v V| 793 7.71 0.59
Efficient Hybrid Fusion| 99.8 99.9 |95.97 99.7| 71.3 |92.3 95.7 X v v 1963 994 X v v | 781 14.7 1.45

TCGA-BRCA, MIMIC-III) (Table 3 (A)). Our efficient hybrid fusion architecture — comprising
cascaded EMRC, PCMFA, and SIR modules — achieves performance improvement of 0.8%—7.1%
over all alternative fusion strategies. Existing schemes often suffer from limited capacity to learn
richer, complementary shared representations across modalities due to their inability to preserve
effective modality-specific structural properties. In contrast, our cascaded design preserves these
crucial structures and, through an intermediate-late fusion strategy, facilitates the learning of richer
and more synergistic representations — thereby effectively addressing challenge 1 Hemker et al.
(2024). This seamless integration of efficient modules underpins the observed improvements.

Component Integration. We next dissect the contributions of EHPAL-Net’s modules — EMRC,
PCMFA, and SIR —and PCMFA’s core components: MHDGA, MQIA, and MAF G, while also comparing
cascaded attention (CA) against parallel fusion attention (PFA). Experiments span four modality sets:
(1) Imaging: HAM10000, STPaKMeD, PathMNIST, and OrganAMNIST; (2) TCGA’s Multi-omics:
BRCA, UCEC, GBMLGG, and KIRP; (3) EHR: MIMIC-III, MHEALTH, and UCI-HAR; and (4)
Mixed: HAM10000, SIPaKMeD, UCI-HAR, and BRCA. As shown in Tables 3 (B), 7-8 (ref. L),
omitting any component incurs a 0.18%—10.1% performance drop. This highlights the effectiveness of
our fully integrated design for capturing complementary shared representations and achieving optimal
performance with minimal computational overhead — thereby tackling challenges 1-2 Rahman et al.
(2024).

In the cascaded- vs. parallel-fusion attention comparison (Table 8), our parallel fusion attention
strategy outperforms the cascaded-attention baselines by 0.19%-2.26%, demonstrating its superior
ability to capture complementary shared representations with minimal computational overhead. To
isolate the benefit of parallel fusion, we compare the configuration of MHDGA and MQIA streams in
parallel versus a cascaded setup (Table 8). The parallel fusion attention mechanism not only enhances
the learning of complementary shared representations but also mitigates the progressive information
loss observed in cascaded designs Lv et al. (2024); Shen et al. (2021); Fu et al. (2019). We attribute
these improvements to the direct inter-module interactions facilitated by the parallel architecture,
which preserve crucial cross-modal cues that may otherwise degrade when attention blocks are applied
sequentially. Comprehensive ablation studies — spanning diverse attentions, integrated components,
per-modality (unimodal) performance, modality imbalance in multimodal fusion, and strategies for
mitigating modality dominance — are summarized in L.

5 CONCLUSION

We present EHPAL-Net, a novel, efficient, and effective multimodal fusion framework designed
for analyzing heterogeneous medical data, making it ideal for resource-constrained, Al-driven
healthcare settings. Evaluated across fifteen diverse datasets, EHPAL-Net achieves strong cross-
modal generalization, outperforming leading state-of-the-art methods by up to 3.97% in performance,
with 85.7% fewer parameters and 87.8% lower FLOPs. Future work will focus on enhancing
adversarial robustness and addressing missing modality scenarios to further improve adaptability in
real-world medical applications.

REFERENCES

I. S. A. Abdelhalim, M. F. Mohamed, and Y. B. Mahdy. Data augmentation for skin lesion using
self-attention based progressive generative adversarial network. Expert Systems with Applications,
165:113922, 2021.

Yajun An, Jiale Chen, Huan Lin, Zhenbing Liu, Siyang Feng, Hualong Zhang, Rushi Lan, Zaiyi Liu,
and Xipeng Pan. Ca-mlif: Cross-attention and multimodal low-rank interaction fusion framework



Under review as a conference paper at ICLR 2026

for tumor prognostic prediction. In Proceedings of the AAAI Conference on Artificial Intelligence,
volume 39, pp. 1764—-1772, 2025.

Plamen Angelov and Eduardo Soares. Towards explainable deep neural networks (xdnn). Neural
Networks, 130:185-194, 2020.

D. Anguita, A. Ghio, L. Oneto, X. Parra, and J.L. Reyes-Ortiz. A public domain dataset for human
activity recognition using smartphones. In 21st European Symposium on Artificial Neural Networks,
Computational Intelligence and Machine Learning (ESANN), 2013.

Ujjwal Baid, Satyam Ghodasara, Suyash Mohan, Michel Bilello, Evan Calabrese, Errol Colak,
Keyvan Farahani, Jayashree Kalpathy-Cramer, Felipe C Kitamura, Sarthak Pati, et al. The rsna-
asnr-miccai brats 2021 benchmark on brain tumor segmentation and radiogenomic classification.
arXiv preprint arXiv:2107.02314, 2021.

Spyridon Bakas, Hamed Akbari, Aristeidis Sotiras, Michel Bilello, Martin Rozycki, Justin S Kirby,
John B Freymann, Keyvan Farahani, and Christos Davatzikos. Advancing the cancer genome atlas
glioma miri collections with expert segmentation labels and radiomic features. Scientific data, 4(1):
1-13, 2017.

Oresti Banos, Rafael Garcia, Juan A Holgado-Terriza, Miguel Damas, Hector Pomares, Ignacio Rojas,
Alejandro Saez, and Claudia Villalonga. mhealthdroid: a novel framework for agile development
of mobile health applications. In Ambient Assisted Living and Daily Activities: 6th International
Work-Conference, IWAAL 2014, Belfast, UK, December 2-5, 2014. Proceedings 6, pp. 91-98.
Springer, 2014.

Patrick Bilic, Patrick Christ, Hongwei Bran Li, Eugene Vorontsov, Avi Ben-Cohen, Georgios Kaissis,
Adi Szeskin, Colin Jacobs, Gabriel Efrain Humpire Mamani, Gabriel Chartrand, et al. The liver
tumor segmentation benchmark (lits). Medical Image Analysis, 84:102680, 2023.

Fu Chen, Qinglin Zhao, Li Feng, Chuangtao Chen, Yangbin Lin, and Jianhong Lin. Quantum
mixed-state self-attention network. arXiv preprint, arXiv:2403.02871, 2024. URL https:
//arxiv.org/abs/2403.02871.

Richard J Chen, Ming Y Lu, Jingwen Wang, Drew FK Williamson, Scott J Rodig, Neal I Lindeman,
and Faisal Mahmood. Pathomic fusion: an integrated framework for fusing histopathology and
genomic features for cancer diagnosis and prognosis. IEEE Transactions on Medical Imaging, 41
(4):757-1770, 2020.

Weize Chen, Xu Han, Yankai Lin, Hexu Zhao, Zhiyuan Liu, Peng Li, Maosong Sun, and Jie Zhou.
Fully hyperbolic neural networks, 2021. Submitted on 31 May 2021; last revised 16 Mar 2022
(this version, v3).

J. Cheng, J. Liu, H. Kuang, and J. Wang. A fully automated multimodal mri-based multi-task learning
for glioma segmentation and idh genotyping. IEEE Transactions on Medical Imaging, 41(6):
1520-1532, June 2022. doi: 10.1109/tmi.2022.3142321.

Elizabeth K. Cole, Joseph Y. Cheng, John M. Pauly, and Shreyas S. Vasanawala. Analysis of
deep complex-valued convolutional neural networks for mri reconstruction. arXiv preprint,
arXiv:2004.01738, 2020. URL https://arxiv.org/abs/2004.01738.

Elizabeth K. Cole, Joseph Y. Cheng, John M. Pauly, and Shreyas S. Vasanawala. Analysis of
deep complex-valued convolutional neural networks for mri reconstruction and phase-focused
applications. Magnetic Resonance in Medicine, 86(2):1093-1109, 2021. doi: 10.1002/mrm.28733.
URL https://pubmed.ncbi.nlm.nih.gov/33724507.

Iris Cong, Soonwon Choi, and Mikhail D. Lukin. Quantum convolutional neural networks, 2018.
Revised version posted May 2, 2019.

Can Cui, Haichun Yang, Yaohong Wang, Shilin Zhao, Zuhayr Asad, Lori A Coburn, Keith T Wilson,
Bennett A Landman, and Yuankai Huo. Deep multimodal fusion of image and non-image data
in disease diagnosis and prognosis: a review. Progress in Biomedical Engineering, 5(2):022001,
2023a.

10


https://arxiv.org/abs/2403.02871
https://arxiv.org/abs/2403.02871
https://arxiv.org/abs/2004.01738
https://pubmed.ncbi.nlm.nih.gov/33724507

Under review as a conference paper at ICLR 2026

Y. Cui, Y. Tao, W. Ren, and A. Knoll. Dual-domain attention for image deblurring. In Proceedings of
the AAAI Conference on Artificial Intelligence, volume 37, pp. 479-487, 2023b.

Joy Dhar, Nayyar Zaidi, Maryam Haghighat, Puneet Goyal, Sudipta Roy, Azadeh Alavi, and Vikas
Kumar. Multimodal fusion learning with dual attention for medical imaging. arXiv preprint
arXiv:2412.01248, 2024.

Joy Dhar, Nayyar Zaidi, Maryam Haghighat, Sudipta Roy, Puneet Goyal, Azadeh Alavi, and Vikas
Kumar. Multimodal fusion learning with dual attention for medical imaging. In 2025 IEEE/CVF
Winter Conference on Applications of Computer Vision (WACV), pp. 43624371, 2025. doi:
10.1109/WACV61041.2025.00428.

BJ Erickson, D Mutch, L Lippmann, and R Jarosz. Radiology data from the cancer genome atlas
uterine corpus endometrial carcinoma (tcga-ucec) collection. The Cancer Imaging Archive, 2016.

Jun Fu, Jing Liu, Haijie Tian, Yong Li, Yongjun Bao, Zhiwei Fang, and Hanqing Lu. Dual attention
network for scene segmentation. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 3146-3154, 2019.

Yarin Gal and Zoubin Ghahramani. Dropout as a bayesian approximation: Representing model
uncertainty in deep learning. In International Conference on Machine Learning, 2016.

Octavian Ganea, Gary Bécigneul, and Thomas Hofmann. Hyperbolic neural networks. Advances in
neural information processing systems, 31, 2018.

Yash Goyal, Akrit Mohapatra, Devi Parikh, and Dhruv Batra. Towards transparent ai systems:
Interpreting visual question answering models. arXiv preprint arXiv:1608.08974, 2016.

Brian C. Hall. Quantum Theory for Mathematicians, volume 267 of Graduate Texts in Math-
ematics. Springer New York, New York, NY, 2013. ISBN 978-1-4614-7115-8. doi:
10.1007/978-1-4614-7116-5.

Bo Han, Quanming Yao, Xingrui Yu, Gang Niu, Miao Xu, Weihua Hu, Ivor Tsang, and Masashi
Sugiyama. Co-teaching: Robust training of deep neural networks with extremely noisy labels.
Advances in neural information processing systems, 31, 2018.

Ali Hassani, Steven Walton, Jiachen Li, Shen Li, and Humphrey Shi. Neighborhood attention
transformer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, pp. 6185-6194, 2023.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image
recognition. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pp.- 770-778, 2016.

X. He, Y. Wang, S. Zhao, and X. Chen. Co-attention fusion network for multimodal skin cancer
diagnosis. Pattern Recognition, 133:108990, 2023.

Konstantin Hemker, Nikola Simidjievski, and Mateja Jamnik. Healnet: Multimodal fusion for
heterogeneous biomedical data. Advances in Neural Information Processing Systems, 37:64479—
64498, 2024.

Konstantin Hemker, Nikola Simidjievski, and Mateja Jamnik. Multimodal lego: Model merging
and fine-tuning across topologies and modalities in biomedicine, 2025. URL https://arxiv.
org/abs/2405.19950.

Akira Hirose. Complex-valued neural networks. Springer, 2000.

Akira Hirose. Complex-valued neural networks: Theories and applications. IEEE Trans. Neural
Networks and Learning Systems, 2018.

S. C. Huang, L. Shen, M. P. Lungren, and S. Yeung. Gloria: A multimodal global-local representation
learning framework for label-efficient medical image recognition. In Proceedings of the IEEE/CVF
International Conference on Computer Vision, pp. 3942-3951, 2021.

11


https://arxiv.org/abs/2405.19950
https://arxiv.org/abs/2405.19950

Under review as a conference paper at ICLR 2026

M. M. Islam and T. Igbal. Mumu: Cooperative multitask learning-based guided multimodal fusion.
In Proceedings of the AAAI Conference on Artificial Intelligence, volume 36, pp. 1043—-1051, June
2022.

Md Mofijul Islam and Tariq Igbal. Hamlet: A hierarchical multimodal attention-based human activity
recognition algorithm. In 2020 IEEE/RSJ International Conference on Intelligent Robots and
Systems (IROS), pp. 10285-10292. IEEE, 2020.

Andrew Jaegle, Felix Gimeno, Andy Brock, Oriol Vinyals, Andrew Zisserman, and Joao Carreira.
Perceiver: General perception with iterative attention. In International conference on machine
learning, pp. 4651-4664. PMLR, 2021.

Alistair EW Johnson, Tom J Pollard, Lu Shen, Li-wei H Lehman, Mengling Feng, Mohammad
Ghassemi, Benjamin Moody, Peter Szolovits, Leo Anthony Celi, and Roger G Mark. Mimic-iii, a
freely accessible critical care database. Scientific data, 3(1):1-9, 2016.

Hamid Reza Vaezi Joze, Amirreza Shaban, Michael L Iuzzolino, and Kazuhito Koishida. Mmtm:
Multimodal transfer module for cnn fusion. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition, pp. 13289—-13299, 2020.

Jakob Nikolas Kather, Niels Halama, and Alexander Marx. 100,000 histological images of human
colorectal cancer and healthy tissue. (No Title), 2018.

Jakob Nikolas Kather, Johannes Krisam, Pornpimol Charoentong, Tom Luedde, Esther Herpel, Cleo-
Aron Weis, Timo Gaiser, Alexander Marx, Nektarios A Valous, Dyke Ferber, et al. Predicting
survival from colorectal cancer histology slides using deep learning: A retrospective multicenter
study. PLoS medicine, 16(1):e1002730, 2019.

Daniel Kermany. Labeled optical coherence tomography (oct) and chest x-ray images for classification.
Mendeley data, 2018a.

Daniel Kermany. Labeled optical coherence tomography (oct) and chest x-ray images for classification.
Mendeley data, 2018b.

Guangxi Li, Xuangiang Zhao, and Xin Wang. Quantum self-attention neural networks for text
classification. arXiv preprint arXiv:2205.05625, 2022. doi: 10.48550/arXiv.2205.05625. URL
https://arxiv.org/abs/2205.05625.

Paul Pu Liang, Amir Zadeh, and Louis-Philippe Morency. Foundations and trends in multimodal
machine learning: Principles, challenges, and open questions. arXiv preprint arXiv:2209.03430,
2022.

M Linehan, R Gautam, S Kirk, Y Lee, C Roche, E Bonaccio, and R Jarosz. Radiology data from
the cancer genome atlas cervical kidney renal papillary cell carcinoma [kirp] collection. Cancer
Imaging Arch, 10:K9, 2016.

W Lingle, BJ Erickson, ML Zuley, R Jarosz, E Bonaccio, J Filippini, and N Gruszauskas. Radiology
data from the cancer genome atlas breast invasive carcinoma [tcga-brca] collection. The Cancer
Imaging Archive, 10(K9):5, 2016.

Chang Liu, Henghui Ding, Yulun Zhang, and Xudong Jiang. Multi-modal mutual attention and
iterative interaction for referring image segmentation. IEEE Transactions on Image Processing,
32:3054-3065, 2023.

Cheng Lv, Enxu Zhang, Guowei Qi, Fei Li, and Jiaofei Huo. A lightweight parallel attention residual
network for tile defect recognition. Scientific Reports, 14(1):21872, 2024.

Mengmeng Ma, Jian Ren, Long Zhao, Sergey Tulyakov, Cathy Wu, and Xi Peng. Smil: Multimodal
learning with severely missing modality. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 35, pp. 2302-2310, 2021.

George B. Moody and Roger G. Mark. An annotated ECG database for evaluating arrhythmia
detectors. IEEE Transactions on Biomedical Engineering, 29(8):600-604, 1982.

12


https://arxiv.org/abs/2205.05625

Under review as a conference paper at ICLR 2026

George B. Moody and Roger G. Mark. The MIT-BIH arrhythmia database on cd-rom and software
for use with it. In Computers in Cardiology, pp. 185-188, 1990.

S Mourya, S Kant, P Kumar, A Gupta, and R Gupta. All challenge dataset of isbi. 2019. The Cancer
Imaging Archive, 2019.

Ju-Hyeon Nam, Nur Suriza Syazwany, Su Jung Kim, and Sang-Chul Lee. Modality-agnostic
domain generalizable medical image segmentation by multi-frequency in multi-scale attention.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pp.
11480-11491, 2024.

Maximilian Nickel and Douwe Kiela. Poincaré embeddings for learning hierarchical representations.
In NeurIPS, 2017a.

Maximillian Nickel and Douwe Kiela. Poincaré embeddings for learning hierarchical representations.
In Advances in Neural Information Processing Systems 30, pp. 6341-6350, 2017b. doi: 10.5555/
3295222.3295381.

Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information. Cam-
bridge University Press, Cambridge, UK, 10th anniversary edition edition, 2010. ISBN 978-1-107-
00217-3.

Wei Peng, Tuomas Varanka, Abdelrahman Mostafa, Henglin Shi, and Guoying Zhao. Hyperbolic
deep neural networks: A survey. IEEE Transactions on pattern analysis and machine intelligence,
44(12):10023-10044, 2021.

Xiaokang Peng, Yake Wei, Andong Deng, Dong Wang, and Di Hu. Balanced multimodal learning via
on-the-fly gradient modulation. In Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition, pp. 8238-8247, 2022.

Maria E Plissiti, Panagiotis Dimitrakopoulos, Giorgos Sfikas, Christophoros Nikou, Orestis Krikoni,
and Avraam Charchanti. Sipakmed: A new dataset for feature and image based classification of
normal and pathological cervical cells in pap smear images. In 2018 25th IEEE International
Conference on Image Processing (ICIP), pp. 3144-3148. IEEE, October 2018.

Konstantin Pogorelov, Kristin Ranheim Randel, Carsten Griwodz, Sigrun Losada Eskeland, Thomas
de Lange, Dag Johansen, Concetto Spampinato, Duc-Tien Dang-Nguyen, Mathias Lux, Peter The-
lin Schmidt, Michael Riegler, and Pal Halvorsen. KVASIR: A multi-class image dataset for
computer aided gastrointestinal disease detection. In Proceedings of MMSys '17, pp. 1-6, 2017.
doi: 10.1145/3083187.3083212.

Md Mostafijur Rahman, Mustafa Munir, and Radu Marculescu. Emcad: Efficient multi-scale
convolutional attention decoding for medical image segmentation. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 11769-11779, 2024.

Yunhang Shen, Liujuan Cao, Zhiwei Chen, Baochang Zhang, Chi Su, Yongjian Wu, Feiyue Huang,
and Rongrong Ji. Parallel detection-and-segmentation learning for weakly supervised instance
segmentation. In Proceedings of the IEEE/CVF International Conference on Computer Vision, pp.
8198-8208, 2021.

Jinjing Shi, Ren-Xin Zhao, Wenxuan Wang, Shichao Zhang, and Xuelong Li. Qsan: A near-term
achievable quantum self-attention network. IEEE Transactions on Neural Networks and Learning
Systems, 2024.

Eduardo Soares, Plamen Angelov, Sarah Biaso, Michele Higa Froes, and Daniel Kanda Abe. Sars-cov-
2 ct-scan dataset: A large dataset of real patients ct scans for sars-cov-2 identification. MedRxiv,
pp- 2020-04, 2020.

Sandra Steyaert, Marija Pizurica, Divya Nagaraj, Priya Khandelwal, Tina Hernandez-Boussard,

Andrew J Gentles, and Olivier Gevaert. Multimodal data fusion for cancer biomarker discovery
with deep learning. Nature machine intelligence, 5(4):351-362, 2023.

13



Under review as a conference paper at ICLR 2026

Christian Szegedy, Vincent Vanhoucke, Sergey loffe, Jon Shlens, and Zbigniew Wojna. Rethinking
the inception architecture for computer vision. In Proceedings of the IEEE conference on computer
vision and pattern recognition, pp. 2818-2826, 2016.

Philipp Tschandl, Cliff Rosendahl, and Harald Kittler. The ham10000 dataset, a large collection of
multi-source dermatoscopic images of common pigmented skin lesions. Scientific data, 5(1):1-9,
2018.

Yikai Wang, Wenbing Huang, Fuchun Sun, Tingyang Xu, Yu Rong, and Junzhou Huang. Deep
multimodal fusion by channel exchanging. Advances in neural information processing systems, 33:
48354845, 2020a.

Yikai Wang, Fuchun Sun, Ming Lu, and Anbang Yao. Learning deep multimodal feature representa-
tion with asymmetric multi-layer fusion. In Proceedings of the 28th ACM International Conference
on Multimedia, pp. 3902-3910, 2020b.

Yingxue Xu and Hao Chen. Multimodal optimal transport-based co-attention transformer with
global structure consistency for survival prediction. In Proceedings of the IEEE/CVF international
conference on computer vision, pp. 21241-21251, 2023.

Jiancheng Yang, Rui Shi, Donglai Wei, Zequan Liu, Lin Zhao, Bilian Ke, Hanspeter Pfister, and
Bingbing Ni. Medmnist v2-a large-scale lightweight benchmark for 2d and 3d biomedical image
classification. Scientific Data, 10(1):41, 2023.

Jun Yu, Jing Li, Zhou Yu, and Qingming Huang. Multimodal transformer with multi-view visual rep-
resentation for image captioning. IEEFE transactions on circuits and systems for video technology,
30(12):4467-4480, 2019.

Xiangyu Zhang, Xinyu Zhou, Mengxiao Lin, and Jian Sun. Shufflenet: An extremely efficient
convolutional neural network for mobile devices. In Proceedings of the IEEE conference on
computer vision and pattern recognition, pp. 6848—-6856, 2018.

Ce Zheng, Xianpeng Liu, Guo-Jun Qi, and Chen Chen. Potter: Pooling attention transformer for
efficient human mesh recovery. In Proceedings of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 1611-1620, 2023.

14



Under review as a conference paper at ICLR 2026

A APPENDIX — ADDITIONAL CONTEXT AROUND OUR PROPOSED METHOD

Quantum probability represents a physical state as a unit vector in a complex Hilbert space and con-
verts measurement amplitudes into probabilities through the Born rule Nielsen & Chuang (2010); Hall
(2013). Quantum-inspired attention (QI2) transports this formalism to deep learning by encoding fea-
tures as complex amplitudes and deriving normalized, amplitude-based similarities. Recent “quantum
self-attention” architectures demonstrate that such amplitude-driven scoring remains fully classical
yet competitive with real-valued baselines Shi et al. (2024); Li et al. (2022). Concurrently, hyperbolic
learning exploits the constant negative curvature of the Poincaré ball and Lorentz (hyperboloid)
models to embed a hierarchical structure with low distortion, implementing gyrovector/Mobius
operations in deep networks Nickel & Kiela (2017b); Ganea et al. (2018); Chen et al. (2021). Finally,
complex-valued neural networks naturally handle magnitude and phase information — an advantage
for frequency-domain inputs such as MRI data Hirose (2006).

Hyperbolic and quantum-inspired modeling for medical multimodal learning: Hyperbolic
methods have progressed from Poincaré embeddings Nickel & Kiela (2017b) to full neural architec-
tures for natural-vision tasks Ganea et al. (2018), yet their uptake in medical AT remains limited.
None of the existing approaches provides a unified attention mechanism that learns robust shared
representations for fusing heterogeneous medical modalities.

In parallel, QIA — originally developed for natural-image understanding — formulates attention in a
Hilbert-space probabilistic framework, deriving weights from state amplitudes or density matrices
Shi et al. (2024); Li et al. (2022); Chen et al. (2024). Complex-valued networks have already proven
effective for phase-sensitive tasks such as MRI reconstruction, demonstrating that amplitude-based
modeling need not rely on quantum hardware Cole et al. (2021; 2020). Despite these advances, both
hyperbolic and QIA research have yet to yield a computationally efficient multimodal fusion
framework capable of handling diverse medical data at scale. To our knowledge, no prior work
combines QIA with dual hyperbolic geometry to create a single, cost-effective representation
space that improves multimodal fusion performance in real-world medical AI applications.

Our key contribution — the PCMFA module: The PCMFA module fills this gap. A dual-geometry
hyperbolic stream (Poincaré + Lorentz) runs alongside a quantum-inspired amplitude stream; the
two exchange guidance information before fusion via the MAFG. Instantiated twice per EHF layer,
this design learns complementary shared representations at low cost. Because the streams operate in
parallel — not cascaded —PCMF A remains both geometry-aware and computationally efficient, a novel
combination in medical multimodal fusion that directly tackles diverse scales and structures.

B APPENDIX — EFFICIENT ROBUST SHARED-REPRESENTATION LEARNING

We summarize basic guarantees that connect the design of PCMFA (Equations 3-10) and the EHF
pipeline (Algorithms 1-2) to our stated objective: learning robust complementary shared representa-
tions at low cost.

Lemma 1 (Manifold boundedness and normalized attention) Ler ¢); = GAP(DCT(x})) € R® be
the frequency summary used in PCMFA. [Eq. 3] Then: (i) the Poincaré projection MPEz(1;) satisfies
[MPEz(¢i)ll2 < 1[Eq. 4]; (ii) the quantum-inspired attention AI»Q is simplex-normalized (non-
negative, sums to 1) because it is computed via Softmax on modulus-squared amplitudes (Born
rule) [Eq. 9]; (iii) the dual-geometry attention AP produced by MHDGA is componentwise in (0, 1)
because it passes through a sigmoid [Eq. 3]. Consequently, all channel-wise weights that feed MAFG
are bounded and well-posed. [Fig. 3-6]

Assumption 1 (Bounded effective gate) Let MAFG output attention for modality i be A; = ¢; ©®
AP t+¢; 0 A? [Eq. (10)], and define the effective gate a; := A;. We assume ||a;||o < 1. This is
satisfied, for example, if ||¢;||oc < % (since AP, AZ-Q € [0,1]¢ by Lemma 1); alternatively one may

implement a convex gate A; = ¢; ® AP + (1 —¢;) © AZQ, which also guarantees ||a;| oo < 1.
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Theorem 1 (Non-expansive PCMFA gating = stable shared features) Under Assumption I, for
any feature tensor z € R**W>¢ and any p € [1, 00),

lz@aill, < =l

Hence, PCMFA + MAFG update xf = x} © A; is a non-expansive mapping in {p, acting as a
contraction-like regularizer that prevents channel blow-up and encourages stable, complementary
shared representations across modalities. [Eqs. 1-3,9-10]

Proposition 1 (Per-layer linear cost and overall O(m) fusion) Let m be the number of modalities
processed by the MSTL phase and let n denote the per-sample spatial size (n = H xW xe). One
EHF layer applies EMRC — PCMFA (MHDGA || MQIA, no token—token all-pairs) — SIR to two
streams once (and PCMFA a second time as in Alg. 2), so the work per layer is O(n) up to constants
fixed by the backbone. Because MSIIL composes m — 1 such layers sequentially (Algorithms 1-2),
the total fusion cost is O(mn), in contrast to pairwise/co-attention designs that realize O(m?n)
interactions. [Alg. 1-2]

Lemma 1 formalizes that hyperbolic and quantum-inspired streams deliver bounded, normalized
attention signals (by construction of Eqs. 3—4,9), which MAFG then fuses [Fig. 3-6].

Theorem 1 shows the gate cannot increase feature norms, stabilizing optimization and mitigating
over-amplification of any single modality while promoting robust shared signals.

Proposition 1 explains the empirical efficiency of our sequential EHF pipeline relative to all-pairs
fusion (validated by the ablations in Table 3). See Table 3 and §4.2 for empirical corroboration.

C APPENDIX — PROOFS

Proof 1 (Proof of Lemma 1) By Eq. (4), MPEz(¢)) = tanh(v/@ ||¢)]|2) M)Hﬁ

(0,1) and ||¥||2/(|[¢]]2 + €) < 1, we have |MPE&(1)||2 < 1. For A%, Eq. (9) computes element-
wise |q;|? from complex amplitudes (Born rule), then applies SOFTMAX; by definition this yields
nonnegative entries summing to 1. For AP, Eq. (3) applies a sigmoid to an affine combination of
LIL(v;) and PIL(y;), hence AP € (0,1)°.

Because tanh(-) €

Proof 2 (Proof of Theorem 1) Let a; satisfy ||a;||oc < 1 (Assumption 1). For any index (u,v,w),

1(2© @) uwwl = |Zuwwl @iw| < 200wl Thus [|2© ailleo < |2l Forp € [1,00), ZQang =
P wow FupwlPlaiwl? <320, 0 [2uwwl? = 2] so [z © aillp < [[z]lp. The sum of two non-

expansive maps remains non-expansive when the weights are in [0, 1), asin ¢ ® AP and c ® AZQ.

Proof 3 (Proof of Proposition 1) From Algorithm 2, each EHF layer processes two streams once
(lines 5-9), applying EMRC and SIR each in O(n) (pointwise/group/dilated depthwise ops) and
DPCMFA twice. PCMFA’s MHDGA computes per-channel weights from 1; = GAP(DCT(+)) and closed-
form projections (Egs. 3-8); MOIA forms q; and a single SOFTMAX over e channels (Eq. 9). All steps
are linear in n = H x W X e with no token—token quadratic interactions. MSIL composes m — 1
layers sequentially (Alg. 1), hence O(mn) total cost; While existing pairwise attention/no-attention
based multimodal fusion pipelines across all modality pairs often need O(m?) interactions, each
O(n), i.e., O(m?n).
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D APPENDIX — EHPAL-NET ALGORITHM

Algorithm 1 EHPAL-Net (x;)

1: Input: Modalities, z; = [z, T2, .. ., Tp], where x; € RE:XWixCi yRD:
2: Output: Shared representation ¢ and downstream multitask outputs
3: Procedure:

4: if phase == MSIL then

5:  /* MSIL phase for learning robust representations */

6: for each z;, where 1 = 1 to m do

7: if i == 2 then

8: (f‘ls, fﬂf’) — EHF(Zi_l, xi)

9: else

10: (&5, 25") « BHF (Y, 1)
11: end if
12: if i == d € m then

13: 2C — 0(z5, 0(z)) // Robust Representations Eq. 16
14: end if

15:  end for

16: else

17:  /* HMML phase for multitask learning */
18:  for each task ¢ go o
19: Lz, < Zt:l Zmzl /\1{,\/[ : ET(}-($C§B)a y)

20: B* « argming (L) /l'as per Eq. 11
21:  end for
22: end if

Algorithm 2 EHF (2,1, z;)

1: Input: Heterogeneous modality inputs z;_1, x;

2: Output: Shared representations 7, x5

3: Procedure:

4: /* Efficient Hybrid Fusion (EHF) layer for multimodal input integration pipeline */

50 ah_y, xb < EMRC(24—1, %) // Multi-scale spatial information learning Eq. 12.

6: o7 ,, ¥ < PCMFA(z)_,, ) // Complementary shared representation learning Eqs. 1-10.
7. x|, x7 < PCMFA(x? |, z¥) // Further enriches information.

8 ¥ «— LF@? |, zP) // Handles missing modalities Egs. 13-15.

9: &7 «+ Call STR(x?) // Enhances representational diversity Eq. 16.

10: Return: &7, x5’

30 Ve

E APPENDIX — EFFICIENT MULTIMODAL RESIDUAL CONVOLUTION MODULE

We design the Efficient Multimodal Residual Convolution (EMRC) module (ref. Fig. 4 (A)) to capture
multi-scale spatial representations while ensuring low computational cost. The EMRC incorporates
Modality-specific Heterogeneous Convolutions Fusion (MHCF') blocks (Fig. 4 (B)), along with Batch-
Norm (B(+)) ReLU (R(+)), and pointwise convolution (PC(-)) to facilitate progressive refinement.
Unlike the uniform depth-wise convolutions employed in EMCAD’s MSDC Rahman et al. (2024),
MHCF uses diverse branch-wise convolutions — Group-Pointwise (GPC), Dilated Depth-wise (DDC),
and Depth-wise (DWC) — at varying scales (1x1, 3x3, 5x5), capturing heterogeneous spatial contexts
and promoting branch-wise heterogeneity. The resulting contexts are fused and refined using a
channel shuffle (CS(-)) to facilitate inter-channel communication, thereby enhancing representational
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Figure 4: Architecture of the Efficient Multimodal Residual Convolution (EMRC) and Shared In-
formation Refinement (SIR) modules. (A) The EMRC module integrates the Modality-specific
Heterogeneous Convolutions Fusion (MHCF) block (shown in B) to progressively refine multimodal
representations z;, where i € [1 : m]. (C) The SIR module takes the shared representations z
produced by the PCMFA module and refines them into if within each EHF layer, further enhancing
representational diversity.

(A) Multimodal Hyperbolic Dual-Geometry Attention (MHDGA) (B) Poincare Information Learning (PIL) GAP Global Average Pooling

DCT Discrete Cosine Transform

Pomcau:e ‘ , % Reduce Attention MPE Multimodal Poincare
Information . X; > GAP > DCT —MPE Mo Exponential Maj
, Learning Siomoid—> Attention Sum weights P H
x; igmoi Maps T Learnable Parameters
Lorentz
¥

Information Learnable . "
Learning Curvature @  Fusion (Addition)

&  Hadamard Product

Figure 5: (A) Overview of MHDGA module. (B) Overview of the Poincaré Information Learning
(PIL) sub-block.

diversity, denoted as z, = EMRC(+):

EMRC(z;) = z;+B (PC(MHFC(R(B(MHFC(@)))))), MHFC(z;) = CS (G(VSCE{L&‘L—)}HCSC(M ))

Branch-wise Heterogeneity

(12)
where the skip connection ensures stable gradient flow and regularization, HC,. € {GPC,DDC, DWC},
and @ denotes concatenation (fusion).

F APPENDIX — LEARNABLE LATE FUSION

Progressive Refinement

Given the shared representations {2} from the PCMFA module, the overall LF workflow is presented
in the following steps:

Step 1 — Channel context learning. For each modality ¢, we capture channel information, z;,
by applying global average pooling (GAP) and feeding the resulting vector, p;, into a two-layer
perceptron h; with a ReLU activation:

pi = GAP(z]) € RY, 2z =hi(p;) € R. (13)

Step 2 — Mask-aware Gating. Let mask € {0, 1}" be a binary mask indicating which modalities
are present in the current sample. We suppress missing modalities by multiplying them by a constant
o and then apply softmax to compute the attention weights, a;:

exp(Z;)

S LT 14
ST exp() (19

Z; =z + (1 —mask;) o, «; =
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Figure 6: Schematics of the two key blocks: (A) Lorentz Information Learning (L. IL) sub-block and
(B) MOIA module, which interact through bidirectional mutual guidance.

By construction, «; = 0 if mask; = 0 and jo—1 Qi = L.

mas
Step 3 — Gated concatenation. The resulting weights are used to fuse with the shared features
{x?}™, corresponding to each modality i and to capture richer, more expressive shared representa-
tions xf/ G €1:m]):

xf/ = LF({zF'}, mask;) = O(az a7, ..., amz5,) € REXWx(mC) (15)

where 6(-) denotes concatenation-based fusion.

Relative to static element-wise modulation, the our LF layer is:

* Content-aware: gates depend on each modality’s own features.
* Missing-modality robust: the masked softmax sets the contribution of any absent modality exactly
to zero.

* Efficient: one GAP and a lightweight MLP per modality add negligible computational cost.

At inference, at least one modality must be present.

G APPENDIX — SIR MODULE

SIR (Figure 4 (C)) extends our MHCF block by incorporating an additional DWC with 3 x 3 scale,
resulting in heterogeneous convolutions at scales—1 x 1, 3 x 3, 5 x 5, and 3 x 3—where the DDC uses
a dilation rate (r = 2) to capture broader contexts. The outputs are fused to maximize representational
diversity while maintaining computational efficiency. Subsequently, a channel shuffle (CS(-)) and
GPC are employed to facilitate cross-scale interactions across m modalities while a skip connection
fuses the refined output with =, followed by GELU activation (G(-)) to preserve salient information.
Finally, STR’s cascaded structure increases the channel dimensions to align with each PCMFA output,
thereby learning enriched representations (#7 = SIR(x?)). The resulting representations across
ith EHF layer are then fused (ref. Fig. 2 (A)) to boost representational diversity, thereby learning
robust complementary shared representations (), as mentioned in Eq. 16, thereby improving
EHPAL-Net’s effectiveness.

SIR(z?) = G(Vi (2 +6Pc(Cs(0(Vse,r DCSC,T(ﬂcf)))))> and 2¢ = 9<x;§£7 (ViG(SIR(xf)))
(16)

where Dcsc,r € {GPCle, DWC3x3,DWCs«s5, DDC3><372}.

H APPENDIX — DATASET DESCRIPTIONS AND PREPROCESSING

In this work, we integrate fifteen distinct biomedical datasets spanning dermoscopy, cytology,
histopathology, radiology, and multi-omics. All imaging data were uniformly resized to 128 x 128 x 3
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pixels, intensity-normalized to [0, 1], and split patient- or sample-wise into 80% train, 10% valida-
tion, and 10% test sets. Multi-omics features were harmonized across patients, logs-transformed
or 3-normalized as appropriate, z-score standardized, and similarly partitioned. Below, we provide
detailed descriptions of each dataset.

HAM10000 Dataset. The HAM10000 dataset * (“Human Against Machine with 10, 000 training
images”) (D1) Tschandl et al. (2018) repository aggregates 10,015 dermoscopic images collected
from multiple clinical centers worldwide to represent seven common pigmented skin lesion categories:

* Melanocytic nevi (NV) — 6, 705 images

* Melanoma (MEL) — 1,113 images

* Benign keratosis-like lesions (BKL) — 1,099 images (solar lentigines, seborrheic keratoses,
lichen-planus-like keratoses)

Basal cell carcinoma (BCC) — 514 images

* Actinic keratoses/intraepithelial carcinoma (AKIEC) — 327 images

Vascular lesions (VASC) — 142 images (angiomas, angiokeratomas, pyogenic granulomas, hemor-
rhages)

* Dermatofibroma (DF) — 115 images

Original images vary in resolution and source; we resized each to 128 x 128 x 3.

SIPaKMeD Dataset. For single-cell cytology classification, we used the publicly available
SIPaKMeD dataset® (D2) Plissiti et al. (2018), which comprises 4,049 Pap-smear images cropped
from 966 whole-slide scans. These images are distributed across five cytological categories:

* Superficial-Intermediate cells (SIC) — 831 images (normal)
* Parabasal cells (PC) — 787 images (normal)

* Koilocytotic cells (KC) — 825 images (abnormal)

* Dyskeratotic cells (DC) — 793 images (abnormal)

* Metaplastic cells (MC) — 813 images (benign)

Each cell was segmented and center-cropped to 450x450 pixels, then resized to 128 x 128 x 3 using
standard resizing. All pixel values were normalized to [0, 1]. Finally, the dataset was partitioned into
80% training, 10% validation, and 10% test splits, preserving class proportions in each subset.

PathMNIST Dataset. Derived from the NCT-CRC—-HE-100K Kather et al. (2019; 2018) (100,000
H&E-stained patches) and CRC-VAL-HE-7K Kather et al. (2019; 2018) (7,180 patches) datasets,
PathMNIST® (D3) Yang et al. (2023) contains non-overlapping histology patches labeled into nine
tissue types critical for colorectal cancer diagnosis: adipose (ADI), background (BACK), debris
(DEB), lymphocytes (LYM), mucus (MUC), smooth muscle (MUS), normal mucosa (NORM),
cancer-associated stroma (STR), and tumor epithelium (TUM). We resized each patch to 128 x
128 x 3 and normalized all pixel values to the range [0, 1].

OrganAMNIST Dataset OrganAMNIST dataset’ (D4) Yang et al. (2023) comprises 58,830 axial
CT slices drawn from the Li TS liver segmentation benchmark Bilic et al. (2023), covering 11 organs:
bladder; left/right femur; heart; left/right kidney; liver; left/right lung; pancreas; spleen. We converted
each original 128 x 128 grayscale slice into a 128 x 128 x 3 tensor using a trainable 1x1 convolution
to produce three feature maps, then normalized all pixel values to [0,1].

BraTsS 2021 Dataset. We tackled glioma grading using the 1,251-case BraTS 2021 training
set (D5) Bakas et al. (2017). Each patient contributes four co-registered, skull-stripped MRT
volumes—T1, Tlce, T2, FLAIR—resampled to 1 mm? isotropic and pre-cropped to 240x240x155.
Our pipeline:

1. Identify the axial slice with maximal tumor extent via FLAIR segmentation labels.

*https://www.kaggle.com/datasets/kmader/skin-cancer-mnist-ham10000
Shttps://www.cs.uoi.gr/ marina/sipakmed.html

Shttps://medmnist.com/

"https://medmnist.com/
8https://www.cancerimagingarchive.net/analysis-result/rsna-asnr-miccai-brats-2021/
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2. Resize each modality’s 2D slice to 128 x 128 (bilinear).

3. Intensity-normalize by dividing by per-volume maximum.

4. Fuse the four modalities into a single three-channel image using a learned 1x1 convolutional
fusion layer, yielding 128 x 128 x 3.

After modality fusion, we balanced classes by undersampling HGG to match LGG counts, then split
into 80% train, 10% validation, and 10% test sets.

SARS-CoV-2 CT-Scan Dataset. The SARS-CoV-2 CT-Scan dataset’ (D6) Soares et al. (2020)
contains 2,482 lung CT slices (1,252 COVID-19 positive; 1,230 negative) acquired under varied
scanning protocols. Each axial slice was resized to 128 x 128 x 3, normalized globally across the
dataset, and organized so that no patient’s scans spanned multiple splits, resulting in an 80/10/10
train/val/test split.

C-NMC 2019 Dataset. For lymphocyte classification, we used the C-NMC 2019 challenge dataset'’
(D7) Mourya et al. (2019), which provides 15,114 RGB cell images (450x450) from 118 subjects,
with expert labels for malignant (7,272) and healthy (3,389) cells. After Jenner—Giemsa stain
normalization and segmentation from 2,560 x 1,920 smear scans, each cell was centered in a
450 x 450 frame and resized to 128 x 128 x 3. All pixel values were normalized to [0, 1]. We
randomly partitioned malignant and healthy subsets independently into 80% train, 10% validation,
and 10% test.

Chest X-ray Pneumonia Dataset. Chest X-ray Pneumonia dataset!' (D8) Kermany (2018b) was
Collected at Guangzhou Women’s and Children’s Medical Center, this pediatric dataset comprises
5,863 anterior—posterior chest radiographs labeled “Pneumonia” or “Normal.” Images passed dual-
physician quality control and diagnosis adjudication. Each was cropped to remove borders, resized to
128 x 128, and intensity-normalized before an 80/10/10 split.

TCGA Multi-Omics Datasets We assembled four TCGA datasets: BRCA (D9) Lingle et al.
(2016), UCEC (D10) Erickson et al. (2016), BRCA (D11) Bakas etal. (2017), and KIRP (D12)
Linehan et al. (2016) by harmonizing patient barcodes and merging clinical, genomic, and epigenomic
layers:

* BRCA'? (N=1222): Clinical outcomes, 249 somatic-mutation features (MAF), 860 CNV segments,
604 RNA-Seq counts (loga(x + 1)), and 223 RPPA protein levels.

« UCEC" (N=559): Survival outcomes, methylation S-values, and transcript counts.

+ GBMLGG'* (N=1,153): Combined glioblastoma and lower-grade glioma cases with clinical
labels, methylation, and expression data.

+ KIRP'> (N=291): Survival times, genome-wide CNV (3,812 segments), 450 K methylation
[-values, and logo-normalized transcript counts.

All cohorts were first randomly split into 80% training, 10% validation, and 10% test sets. To
harmonize sample sizes across other modality datasets, we applied random upsampling on each
training set to match the largest dataset’s training size. Continuous features in all splits were
standardized to zero mean and unit variance using statistics computed on the training data. Each
feature vector was reshaped into a single-channel image of size 128 x 128 via bicubic interpolation
and converted to three-channel RGB (128 x 128 x 3). Survival-prediction performance was evaluated
on the test sets using the concordance index.

MIMIC-III Dataset Johnson et al. (2016). The MIMIC-IIT v1.4 database'® comprises 46 520
unique patients and 58 976 ICU admissions recorded between 2001 and 2012 at Beth Israel Deaconess

“https://www.kaggle.com/datasets/plameneduardo/sarscov2-ctscan-dataset
https://www.cancerimagingarchive.net/collection/c-nmc-2019/
https://www.kaggle.com/datasets/paultimothymooney/chest-xray-pneumonia
Phttps://www.cancerimagingarchive.net/collection/tcga-brca/
Bhttps://www.cancerimagingarchive.net/collection/tcga-ucec/
Yhttps://www.cancerimagingarchive.net/collection/tcga-gbm/
Bhttps://www.cancerimagingarchive.net/collection/tcga-kirp/
1https://physionet.org/content/mimiciii/1.4/
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Medical Center. Data include anonymized demographics, vital signs, laboratory results and ICD-9
diagnosis codes. We restrict to adult ICU stays (age > 16 years), yielding 38 597 unique adult
stays. We formulate two prediction tasks: in-hospital mortality (“MORT,” binary classification) and
primary ICD-9 code (“ICD-9,” multi-class classification). The data were first randomly split into
80% training, 10% validation, and 10% test sets. To harmonize sample sizes across all modalities,
we then applied random upsampling on each training set. Continuous features in each split were
standardized to a zero mean and unit variance using statistics computed on the training data. Each
feature vector was reshaped into a 128 x 128 single-channel image via bicubic interpolation and
converted to three-channel (128 x 128 x 3).

MHEALTH Dataset Banos et al. (2014). The MHealth dataset!” comprises inertial and physio-
logical signals from ten volunteers performing 12 activities: standing, sitting, lying, walking, stair
climbing, waist bending, arm elevation, knee bending, cycling, jogging, running, and jumping. Data
were collected at 50 Hz using three IMU sensors on the left ankle, right wrist, and chest, capturing
acceleration, orientation and angular velocity. We applied a sliding window of length 50 samples
(1 s) with no overlap, generating 6 863 examples across all activities. The examples were first split
80%/10%/10% into training, validation and test sets. We then applied random upsampling on each
training set to match the largest modality’s sample size. Continuous features were standardized to
zero mean and unit variance (training-set statistics), reshaped into (128 x 128) single-channel images
via bicubic interpolation, and converted to (128 x 128 x 3).

UCI-HAR Dataset Anguita et al. (2013). The UCI-HAR dataset'® contains 10299 recordings of
six activities (walking, upstairs, downstairs, sitting, standing, laying) from 30 volunteers wearing
a waist-mounted Samsung Galaxy S II. Accelerometer and gyroscope sensors recorded triaxial
acceleration and angular velocity at 50 Hz. Raw signals were noise-filtered and segmented using a
fixed 128-sample sliding window. We randomly split the 10299 samples into 80% training, 10%
validation and 10% test sets, then applied random upsampling on the training split to harmonize with
other modalities. Continuous features were standardized (zero mean, unit variance) using training
statistics, reshaped via bicubic interpolation into (128 x 128) grayscale images, and converted to
three-channel (128 x 128 x 3).

I APPENDIX — DATA AUGMENTATION

To improve effectiveness, we apply three image-level augmentation techniques to each training
sample, generating three additional variants per image. After augmentation, the expanded set of
original and transformed images is shuffled to ensure a diverse training distribution.

* Rotation: We rotate each image by a fixed angle of 20° using affine transform. Purpose: Encour-
ages the model to learn orientation-invariant features, reducing sensitivity to slight rotations in
medical images.

» Translation: We shift each image horizontally and vertically by 5 pixels via an affine translation.
Purpose: Promotes spatial invariance, so the network can recognize structures regardless of their
exact location within the frame.

* Gaussian Blur: We apply a 3 x 3 Gaussian filter to slightly smooth each image. Purpose: Simulates
imaging noise and low-pass filtering, helping the model focus on larger anatomical patterns rather
than pixel-level artifacts.

Implementation details:

1. For each original image « with label y, compute rotated, translated, and smooth images and assign
each the same label 3.

2. Concatenate the augmented images with the original training set, resulting in a 4x increase in
sample count.

3. Apply a random permutation to the combined dataset to mix original and augmented samples
before training.

https://archive.ics.uci.edu/dataset/3 19/mhealth+dataset
Bhttps://archive.ics.uci.edu/dataset/240/human-+activity+recognition+using+smartphones/
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These augmentations collectively improve model performance by enhancing invariance to rotation,
translation, and noise—key factors in real-world medical imaging variability.

J APPENDIX — IMPLEMENTATION DETAILS

We ensure a fair comparison by implementing EHPAL-Net on four backbone architec-
tures—ResNet 18, ResNet 50, Inception-v3, and ShuffleNet—and by evaluating each
baseline with its original backbone: ResNet18 and ResNet50 for CNN-based methods, and
PVTv2-B2, Swin-Tiny, and Swin-B for transformer-based methods. Specifically, we benchmark
five single-modal models—POTTER Zheng et al. (2023), NAT Hassani et al. (2023), DDA-Net Cui
et al. (2023b), MEMSA Nam et al. (2024), and MSCAM Rahman et al. (2024)—and nine multimodal
fusion methods—Gloria Huang et al. (2021), MTTU-Net Cheng et al. (2022), HAMLET Islam
& Igbal (2020), M3Att Liu et al. (2023), MuMu Islam & Igbal (2022), Perceiver Jaegle et al.
(2021), MOTCAT Xu & Chen (2023), HEALNet Hemker et al. (2024), and DRIFA-Net Dhar et al.
(2025). Among these, two baselines employ transformer backbones, while the remaining methods
are CNN-based.

In our experiments, every model—whether originally designed for segmentation or for a different
vision task—is adapted to the same three objectives: multi-disease classification, patient survival
estimation, and mortality prediction. To do this, we strip away segmentation decoders and task-
specific heads from all encoder—decoder architectures, retaining only the encoder stacks. Those
models that provide standalone attention modules (such as MFMSA and MSCAM) have had their
attention blocks grafted into a standard backbone (ResNet -50 for MFMSA, PVTv2-B2 for MSCAM),
again discarding any original decoder or segmentation loss. Each resulting encoder produces a feature
vector that is fed into shared, task-appropriate heads: global average pooling followed by fully
connected layers for classification and a linear output for survival regression. We evaluate every
trained network on accuracy and AUC for the classification tasks, and Harrell’s C-index for survival
prediction, ensuring a fair apples-to-apples comparison across all baselines and our own method.

EHPAL-Net (Our Method). EHPAL-Net fuses all modalities in one unified pipeline while
keeping minimal computation cost. We introduce exactly one Efficient Hybrid Fusion (EHF) layer
per modality input as follows:

1. The first EHF layer jointly processes Modality 1 (e.g., MRI) and Modality 2 (e.g., CT-scan).

2. Each subsequent EHF layer takes the new modality’s inputs (e.g., genomics or clinical) along with
the shared representations from the previous stage—so there is never more than one active EHF
layer per modality.

3. This cascade of four EHF layers (one per modality) captures every cross-modal interaction without
the naive 16-pair fusion.

4. Because our imaging modality is used to initialize the parallel and then revisited in its own fusion
stage, we apply the PCMFA block twice to further enrich the shared features.

5. Dropout (p = 0.25) follows each fusion for regularization.

It is important to note that in this study, we leverage four diverse modality basis groups for training.
For instance:

* Group 1 includes:
— Imaging modalities: HAM10000 (modality 1) and STPAKMed (modality 2)
— Multi-omics: TCGA-BRCA (modality 3)
— Clinical (EHR): MIMIC-I1I1I for mortality prediction (modality 4)
* Group 2 includes:
— Imaging modalities: PATHMNIST (modality 1) and OrganAMNIST (modality 2)
— Multi-omics: TCGA-UCEC (modality 3)
— Clinical (EHR): MIMIC-ITIT for multi-disease (ICD) prediction (modality 4)

This strategy enables effective training using one group at a time. Nevertheless, our architecture is

fully capable of processing and integrating all modalities simultaneously, as outlined in the proposed
design.
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This four-stage design captures every cross-modal relationship with only four EHF layers—far
fewer than the multiple blocks of simple pairwise fusion or the sixteen of a full “all-pairs”
scheme—dramatically cutting FLOPs and memory without sacrificing performance.

Single-modal Baselines. We treat each modality independently as follows:

POTTER. Pooling Attention Transformer replaces standard self-attention with a lightweight
Pooling Attention Transformer (PAT) block for human mesh recovery. We feed each modality
independently to POTTER to benchmark its classification and survival performance. The raw source
code is available at https://github.com/zczcwh/POTTER.

NAT. Neighborhood Attention Transformer localizes self-attention to each pixel’s nearest neigh-
bors, reducing complexity from quadratic to linear. We apply NAT per modality as a strong
attention-only baseline. The raw code is available at https://github.com/SHI-Labs/
Neighborhood-Attention-Transformer.

DDA-Net. Dual-Domain Attention Network cascades spatial- and frequency-domain attention for
robust image deblurring. We repurpose its attention module on each modality to compare against our
fusion approach. The raw code is available at https://github.com/c-yn/DDANet.

MFMSA. From MADGNet’ s Multi-Frequency Multi-Scale Attention block, we integrate MFMSA
into ResNet-50—dropping the segmentation decoder—to assess its efficacy on classification and
survival tasks. The raw code is available at https://github.com/Inha-CVAI/MADGNet.

MSCAM. We extract the Multi-Scale Convolutional Attention Module from an efficient segmenta-
tion decoder and graft it onto PVTv2-b2’ s encoder for single-modal comparison. The raw code is
available at https://github.com/SLDGroup/EMCAD.

Multimodal-Fusion Baselines. All baselines are re-implemented as dual- or tri-stream net-
works—one stream per modality—and their feature streams are merged according to each method’s
originally published fusion strategy, as detailed below:

Table 4: Performance comparison of EHPAL-Net integrated with the ResNet18 base network (re-
ferred to as EHPAL-Net —18) against state-of-the-art (SOTA) methods on heterogeneous medical
datasets: BraTS—-2021, SARS-CoV-2 CT-Scan, TCGA-GBMLGG, and MHEALTH, across mul-
tiple tasks. Bold indicates the best results.

Datasets — BraTS-2021 SARS-CoV-2 CT-Scan | TCGA-GBMLGG MHEALTH
Models | ACC AUC ACC AUC C-Index ACC AUC
MFMSA 99.45+0.21 99.30+0.56 | 98.82+0.81 99.0+0.73 85.70+2.69 99.2440.31 99.10+0.45
MSCAM 98.95+0.71 98.90+0.64 | 98.50+0.36 98.50+0.95 81.69+6.27 98.7340.39 98.85+0.52
Perceiver 98.60+1.01 98.80+0.89 | 98.36+1.24 98.40+1.15 82.85+6.27 97.90+1.39 98.25+1.23
MuMu 99.0+0.74  99.0+0.86 | 98.724+0.90 98.54+1.02 82.63+5.87 98.56+1.14 98.5+1.25
M3 Att 99.33+0.24 99.3040.37|99.15+0.54 99.0+0.37 84.24+4.08 98.10+1.13 98.25+1.38
HEALNet 99.5440.08 99.60+0.1 |98.90+0.93 99.0+0.42 86.75+2.27 98.63+1.07 98.80+0.90
DRIFA-Net |99.80+0.15 99.80+0.1 | 99.23+0.42 99.10+0.30 85.52+2.38 99.33+0.48 99.0+0.48

EHPAL-Net-18| 100+0.0 100+0.0 |99.70+0.15 99.85+0.10 89.34+0.53 99.60+0.37 99.60+0.25

Gloria. Gloria (Global-Local Representations for Images using Attention) contrasts image
sub-regions with words in paired reports to learn context-aware local and global medical image
representations. Rather than relying on pretrained object detectors, it learns attention weights that
highlight relevant image regions for each word, enabling joint multimodal embedding through
contrastive learning. The framework demonstrates label efficiency by excelling at image-text retrieval,
classification (fine-tuned and zero-shot), and segmentation under limited annotation. We adapt
Gloria’s attention mechanism into our multimodal fusion paradigm by employing a late-fusion
scheme: two ResNet-18 branches process distinct modalities concurrently, and their outputs are fused
post-attention to serve as a comparative baseline against EHPAL-Net. The raw code is available at
https://github.com/marshuang80/gloria.
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Table 5: Performance comparison of EHPAL-Net integrated with the ResNetl18 base network
(referred to as EHPAL-Net-18) against SOTA methods on heterogeneous medical datasets:
CNMC-2019, Pneumonia CXR, UCI-HAR, and TCGA-KIRP, across multiple tasks. Bold in-
dicates the best results.

Datasets — CNMC-2019 Pneumonia UCI-HAR KIRP
Models | ACC AUC ACC AUC ACC AUC C-Index
MFMSA 96.70+1.19 96.70+1.22|98.61+0.609 98.48+0.384 | 96.30+0.93 96.20+0.81 | 82.05+2.62
MSCAM 96.21+1.32 96.30+2.45| 98.44+1.1 98.27+0.95 | 96.18+0.88 96.20+0.55 | 81.67+3.70
Perceiver 93.50+3.65 93.81+2.08| 97.56+£1.12  98.0+0.90 |95.0+3.771 94.90+1.98 | 78.35+5.74
MuMu 95.30+1.85 95.30+2.15| 98.10+0.65 98.10+0.91 |95.42+1.62 95.60+1.98 | 80.20+4.97
M3 Att 95.52+2.40 95.90+2.07| 98.44+1.05 98.50+0.97 {95.37+1.41 95.40+1.37 | 81.37+4.92
HEALNet 96.12+1.05 96.45+1.27| 98.0+0.95 98.0+1.34 [95.52+1.84 95.27+1.53 | 82.85+2.56
DRIFA-Net [96.85+1.12 97.10+1.17| 98.76+0.59 98.44+0.61 |96.30+0.85 96.0+1.15 | 80.92+3.43

EHPAL-Net-18 | 97.54+0.51 97.83+0.73| 99.12+0.31 99.0+0.202 | 96.95+0.64 97.10+0.42 | 85.05+1.03

MuMu. MuMu Islam & Igbal (2022) is a cooperative multitask learning—based guided multimodal
fusion method designed to learn robust representations for human activity recognition. It first employs
auxiliary tasks to extract features tailored to each activity-group—sets of activities with shared
characteristics—and then uses these group-specific features to steer its Guided Multimodal Fusion
(GM-Fusion) module, which produces complementary multimodal embeddings for the primary
recognition task. In our work, we adapt MuMu to heterogeneous medical data by integrating three
distinct modalities into its architecture and leveraging all of its core functionalities as a comparative
baseline against our proposed EHPAL-Net.

HAMLET. HAMLET (Hierarchical Multimodal Self-Attention for HAR) Islam & Igbal (2020)
first extracts spatio-temporal salient features from each unimodal input stream. It then applies its
Multimodal Attention-based Feature Fusion (MAT) module to disentangle and fuse these unimodal
representations into a unified embedding, which drives improved recognition performance. In
our implementation, we adapt HAMLET to heterogeneous medical data by providing three distinct
modality streams and retaining all original model components, using it as a comparative baseline
against EHPAL-Net.

Perceiver. The Perceiver extends the Transformer paradigm to handle very large, high-dimensional
inputs by leveraging an asymmetric cross-attention mechanism that iteratively distills inputs into a
fixed-size latent bottleneck. It makes minimal architectural assumptions about input structure while
scaling to hundreds of thousands of tokens. In our implementation, we integrate the Perceiver’ s
latent-array attention modules into a ResNet—50 backbone to process three heterogeneous medical
modalities via an early fusion strategy (see Appendix B for its associated drawbacks). The raw code
is available at https://github.com/lucidrains/perceiver—pytorch.

MTTU-Net. MTTU-Net is a multi-task architecture that jointly performs glioma segmentation and
IDH genotyping end-to-end from multimodal MRI scans. It employs a hybrid CNN-Transformer
encoder—combining convolutional layers for local spatial feature extraction with a Transformer for
global context modeling—to learn shared representations. A segmentation decoder and a multi-scale
classification head then leverage these features for tumor delineation and IDH status prediction,
respectively. In our work, we retain MTTU-Net’ s full encoder design and extend it with an
additional branch to process two medical modalities, using it as a comparative baseline against
EHPAL-Net. The raw code is available at ht tps://github.com/miacsu/MTTU-Net.

M3Att. Multi-Modal Mutual Attention (M3At t ) employs cross-modal mutual attention modules
to fuse heterogeneous feature maps for improved segmentation performance. In our adaptation,
we embed the M3 Att attention blocks within a Swin-B transformer backbone and extend the
network to a dual-branch architecture—each branch processing one modality of heterogeneous
medical data—while preserving all original module functionalities. This implementation serves as a
comparative baseline against our EHPAL-Net.
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MOTCAT. MOTCAT (Multimodal Optimal Transport—based Co-Attention Transformer) employs a
dual-branch architecture with an intermediate fusion strategy: one branch processes imaging data
while the other processes genomic data. Optimal transport—based co-attention layers align and fuse
these modality-specific embeddings at intermediate depths, enabling joint representation learning
across heterogeneous medical data. In our implementation, we use two modality streams—retaining
its original dual-branch design—and preserve all core components as a comparative baseline against
EHPAL-Net. The raw code is available at https://github.com/Innse/MOTCat.

HEALNet. HEALNet (Hybrid Early-fusion Attention Learning Network) is a flexible multimodal
fusion architecture that combines early and intermediate fusion to process multiple input streams
in parallel. It employs modality-specific encoders for specialized feature extraction before fusion,
enabling nuanced handling of diverse data types. However, this two-stage fusion strategy results in
high computational complexity when applied to heterogeneous medical datasets. The implementation
is available at https://github.com/konst—int—-i/healnet.

DRIFA-Net. DRIFA-Net (Dual Robust Information Fusion Attention Network) employs a dual-
branch architecture with an intermediate fusion strategy: each branch processes a distinct imaging
modality, and attention-based fusion modules align and merge the modality-specific features to en-
hance multimodal representation learning. In our implementation, we retain the original dual-branch
design—using two imaging modalities—and preserve all core components as a comparative base-
line against EHPAL-Net. The raw code is available at https://github.com/misti1203/
DRIFA—-Net.

Table 6: Performance comparison for evaluating model reliability through uncertainty quantifica-
tion. We compare the proposed EHPAL-Net against top competitive baselines—DRIFA-Net and
HEALNet—on four benchmark datasets: HAM1 0000, SIPAKMeD, TCGA-BRCA, and MIMIC-III
(used only for mortality prediction). Bold indicates the best results.

Datasets -+ | HAM10000 | SIPAKMeD | TCGA-BRCA | MIMIC III (MORT)
Models | AUC AUC C-Index AUC
DRIFA-Net 97.65 94.81 63.54 91.20
HEALNet 97.80 94.07 66.30 92.42
EHPAL-Net-18 99.40 99.15 70.94 95.02

K APPENDIX — ADDITIONAL PERFORMANCE COMPARISON

Extensive performance comparison. The unimodal baselines (MFMSA and MSCAM), as reported
in Tables 2 and 4-5, represent the best-performing models among all unimodal settings we evaluated.
Compared to the stronger of these two, EHPAL—-Net achieves up to an approximate 5% improvement
across heterogeneous modality datasets. We term this gain as the multimodal uplift, quantitatively
depicted in Figure 7, which shows the percentage improvement of various multimodal fusion models
over their corresponding best unimodal baselines.

As shown in the Figure 7, EHPAL—-Net variants (EHPAL-Net-18, EHPAL-Net-50, EHPAL-Net-IN,
EHPAL-Net-SN) consistently yield positive uplift across all four datasets—HAM1 0000, STPaKMeD,
TCGA-BRCA, and MIMIC-III (MORT)—outperforming traditional early, intermediate, late, and
hybrid fusion approaches such as Perceiver, MuMu, M3Att, and HEALNet. The consistent
magnitude of improvement across datasets highlights the strength of EHPAL-Net’ s efficient hybrid
fusion strategy and its superior capability in leveraging heterogeneous modalities.

In contrast, models like MOTCAT and MTTU-Net show only limited or dataset-specific uplift,
indicating less reliable performance across diverse tasks. This contrast further underscores the strong
generalizability and robustness of EHPAL-Net.

Uncertainty quantification and reliability assessment. To make EHPAL-Net dependable in
real-world deployment, we integrate Monte Carlo Dropout (MCD) into every EHF layer (dropout rate
$p=0.25%). At inference, these layers stay active and we perform $T=30$ stochastic forward passes
per sample, producing $T$ logits that are then averaged to yield the final prediction. This procedure
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Figure 7: Mean percentage uplift of multimodal fusion models over the best unimodal baselines across
four heterogeneous medical datasets. EHPAL-Net’s efficient hybrid fusion variants consistently
outperform early, intermediate, late, and hybrid early fusion methods.

supplies an empirical distribution whose spread serves as our uncertainty estimate, while the mean
prediction is used to compute evaluation metrics (AUC or C-Index).

Why it works. EHPAL-Net couples hyperbolic dual-geometry attention, which preserves hierarchical
and complex structural information Nickel & Kiela (2017a), with guantum-inspired attention, which
excels at modeling long-range dependencies Hirose (2018). These complementary mechanisms help
the network localize stochastic variations introduced by dropout and maintain stable representations.

Empirical results. As summarized in Table 6, EHPAL-Net experiences only a ~ 0.59% performance
decline under stochastic inference. Competing models—DRIFA-Net and HEALNet—use heavier
Euclidean fusion schemes and exhibit drops of up to &~ 3.10%, highlighting their weaker ability to
handle predictive uncertainty. Thus, EHPAL—-Net not only offers state-of-the-art accuracy but also
delivers robust and reliable predictions when its uncertainty is explicitly quantified.

L  APPENDIX — ADDITIONAL ABLATION STUDY

Table 7: Ablation of different integrated components—EMRC, PCMFA, and SIR—within the EHF
layer of EHPAL-Net, highlighting their individual contributions. Results are reported under two eval-
uation regimes: (i) EHR-only and (ii) a mixed setting with 50% medical-imaging data (HAM10000,
SIPaKMeD) and 50% EHR data (UCI-HAR, MIMIC-III for the MORT task). See Section 4.2 for
details.

Integrated components of EHPAL-Net

100% EHR 50% Medical Imaging + 50% EHR

EMRC PCMFA SIR|ACC AUC|EMRC PCMFA SIR|ACC AUC
v X x |81.0 86.8| Vv X x | 87.6 882
v X v 822 879 V X v 190.1 90.8
v v x |88.5 93.7| Vv v x |94.1 959

X v v 1893 948| x v v 1950 96.1

v v v 1902 969 | V v v 196.5 98.3

Ablations on Diverse Attentions. Table 9 compares our PCMFA attention module against
two prior fusion mechanisms—self-attention as used in HEALNet and the DRIFA block from
DRIFA-Net—across seven heterogeneous medical datasets, organized into two-modality groups.
The first group comprises two imaging datasets (HAM 10000, STIPaKMeD), one multi-omics dataset
(TCGA-BRCA), and one EHR dataset (MIMIC-III for mortality prediction). The second group com-
prises two imaging datasets (PathMNIST, OrganAMNIST), one multi-omics dataset (TCGA-UCEC),
and one EHR dataset (MIMIC-III for ICD-9 prediction). For a fair comparison, all variants—including
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Table 8: Ablation of PCMFA components—MHDGA, MQIA, and MAFG—inside the EHF layer. Each
experiment removes one or more of these components while keeping all other modules (e.g., EMRC)
fixed. We compare two attention strategies—cascaded attention (C2) and parallel fusion attention
(PFA)—on a heterogeneous cohort composed of 50% medical-imaging data, 25% multi-omics data,
and 25% EHR data (see Section 4.2).

Integrated components of PCMFA and CA vs. PFA
50% Imaging + 25% Multi-omics + 25% EHR 50% Imaging + 25% Multi-omics + 25% EHR
MHDGA MQIA MAFG|CF PFA| ACC AUC C-Index|MHDGA MQIA MAFG|CF PFA|ACC AUC C-Index|#Par #FLOP
X X x [ x x |91.34 93.83 64.50 X X x [ x x [82.2098.03 6535 |5.02 0.33
v v X |V x |94.37 9628 70.11 v v X |V x |86.07 9920 69.48 |7.63 0.57
v v v | x Vv ]96.02 9840 71.27 v v v | x v |88549939 7174 |7.71 0.59

the self-attention and DRIFA baselines—are augmented with our EMRC and SIR modules, so that
only the fusion mechanism differs.

Across both groups, PCMFA consistently outperforms the self-attention and DRIFA baselines by
0.29-3.54%, demonstrating its superior capacity to learn complementary shared representations with
minimal computational cost.

Table 9: Ablation of EHPAL-Net (backbone: ResNet18) with three attention variants—self-
attention (SA, as in HEALNet ), DRIFA (from DRIFA-Net), and the proposed PCMFA. Performance
is measured on a heterogeneous cohort comprising 50 % medical-imaging data, 25 % multi-omics
data, and 25 % EHR data.

Diverse Attentions
50% Imaging + 25% Multi-omics + 25% EHR [[50% Imaging + 25% Multi-omics + 25% EHR

SA DRIFA PCMFA|ACC AUC C-Index [|SA DRIFA PCMFA|ACC AUC C-Index |#Parameters #FLOPs
v X X 193.80 96.12 69.47 X v x |85.73 98.9 68.20 9.62 0.65
X v X 195.15 96.43 67.85 X X x 186.90 99.10  70.48 31.25 2.35
X X v [96.02 98.40 71.27 X X v’ |88.5499.39 71.74 7.71 0.59

Ablations on Integrated Components. We ablated each attention component within PCMFA—PIL,
LIL, their composite MHDGA, MQIA, and LF—to isolate its standalone impact in EHPAL-Net. Ex-
periments on four benchmarks (HAM10000, SIPaKMeD, TCGA-BRCA, and MIMIC-II I/mortality)
show that the full PCMFA configuration attains the best performance on every dataset, surpassing
any single-component variant by 3.07%-11.02% (Table 10). These gains stem from PCMFA’s co-
operative design: the sub-modules guide one another to capture richer, cross-modal representations,
whereas isolated mechanisms (PIL, LIL, MHDGA, MQIA, LF) operate in silos and thus fail to exploit
complementary cues.

Table 10: Ablation study of EHPAL-Net (ResNet 18 backbone). Each experiment disables exactly
one component—PIL, LIL, MHDGA, MQIA, LF, or PCMFA—while keeping all other modules
unchanged. Results are reported on four benchmarks: HAM10000, STPAKMeD, TCGA-BRCA, and
MIMIC-IITI (mortality). Bold marks the best score in each column.

Datasets — | HAM10000 | SIPAKMeD | TCGA-BRCA | MIMIC III (MORT)
Approaches | AUC AUC C-Index AUC
PIL 90.81 92.72 60.25 87.94
LIL 92.37 94.85 62.60 89.10
MHDGA 95.52 96.60 67.08 92.46
MQIA 94.78 96.12 64.30 91.44
LF 90.54 87.90 60.23 85.71
PCMFA 99.99 99.67 71.27 95.55

To further conduct an ablation study, we replaced the PCMFA block with a vanilla cross-attention
(CRA) layer—keeping the rest of the EHF architecture unchanged—and evaluated the result (Table
11). This swap reduced performance by up to ~ 4.9%, underscoring PCMFA’s advantage over CRA.

Ablations on Per-modality (Unimodal) Analysis. To conduct experiments on each modality in
multimodal learning, we trained single-modality variants of EHPAL-Net and compared them with
unimodal versions of HEALNet and DRIFA-Net on identical data splits. As shown in Table 12, the
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Table 11: Ablation study comparing PCMF A with vanilla cross-attention (CRA). Metrics: Accuracy
and C-Index.

Approach BRCA MORT HAMI0000 SIPAKMed #Parameters #FLOPs

CRA 66.30  89.72 96.93 93.58 6.15 0.47
PCMFA 71.14  93.45 99.60 96.10 7.71 0.59

image-only EHPAL-Net achieves 92.56% accuracy on HAM1 0000, outperforming HEALNet by
+3.33% and DRIFA-Net by +1.65%, respectively. On SIPAKMED, it achieves 88.31% accuracy
and exceeding the baselines by +1.44% and +0.86%). For the omics-only task on TCGA-BRCA,
EHPAL-Net reaches a C-index of 65.74 and surpassing HEALNet by (+3.62% and DRIFA-Net by
+5.11%). Its EHR-only counterpart yields 88.20% accuracy on MORT and outperforming HEALNet
by (+1.76% and DRIFA-Net by +2.09%). These findings underscore the strong standalone predic-
tive power of each modality when modeled with EHPAL-Net.

Table 12: Per-modality (unimodal) performance (accuracy or C-index).

Modality Dataset EHPAL-Net HEALNet DRIFA-Net
Image only HAM10000 92.56 89.23 90.91
Image only SIPAKMED 88.31 86.87 87.45
Multi-omics only TCGA-BRCA 65.74 62.12 60.63
EHR only MORT 88.20 86.44 86.11

Ablations on Modality-imbalance in Multimodal Fusion. Because the three input modali-
ties—images, electronic health records (EHR), and multi-omics—differ markedly in standalone
accuracy, the fused model inherits modality imbalance: image features dominate, whereas EHR
and multi-omics provide weaker yet complementary signals. Table 13 makes this explicit. For
each dataset we first identify the strongest single-modality score from Table 12 (“Best unimodal”).
We then compare it with a series of two- and three-modality fusions and report the absolute gain
(A = Fusion — Best Unimodal). Specifically, fusion is consistently beneficial, improving over
the best unimodal baseline by +7.19% on HAM10000, +7.66% on SIPAKMED, +5.53% in C-index
on TCGA-BRCA, and +4.14% on MORT. Two observations follow:

1. Strength of images. The largest gains occur whenever imaging is present, confirming that the
image stream carries the most discriminative information (images >> EHR > multi-omics).

2. Complementarity of weak modalities. Although individually weaker, EHR and multi-omics still
add complementary information: the full three-modality configuration is best on every dataset,
underscoring that balanced integration—not mere reliance on the dominant modality—yields the
highest performance.

We further quantify this imbalance through a A-gap analysis and systematic drop-one ablations
(—Image, —EHR, —Multi-omics), which isolate each modality’s contribution and demonstrate how
our fusion module reweights them to mitigate performance skew.

Ablations on Handling Modality Dominance. We explicitly guard against modality dominance
at the architecture level, and the empirical results confirm that no modality is hurt when others are
added.

1. Architectural level:

(a) Modality-specific gating in the MAFG block — Each modality has a learnable gate that
scales its hyperbolic- and quantum-attention maps before fusion, allowing the network to
down-weight an over-confident modality and up-weight a weaker one.

(b) Residual cross-modal update with per-modality scale — Leverages two learnable gates: that
rescales each modality’s features before they interact, thereby the shared representation at
layer is updated as 27 = 2} ® A;_1 © «, so a high-performing modality cannot swamp a
weaker one.
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Table 13: Fusion results and modality-imbalance analysis. “Best unimodal” is the top single-modality
score from Table 12. “Fusion” lists the score for each modality combination; A is the absolute gain
over the best unimodal. Accuracy is reported for HAM1 0000, STPAKMED, and MORT; C-index for
TCGA-BRCA. Higher is better.

Dataset Best unimodal Fusion setting Fusion score A
Image + Multi-omics 95.84 +3.28
HAM10000 92.56 Image + EHR 97.27 +4.71
Image + Multi-omics + EHR 99.75 +7.19
Image + Multi-omics 91.30 +2.99
SIPAKMED 88.31 Image + EHR 94.41 +6.10
Image + Multi-omics + EHR 95.97 +7.66
Image + Multi-omics 69.23 +3.49
TCGA-BRCA 65.74 Multi-omics + EHR 68.18 +2.44
Image + Multi-omics + EHR 71.27 +5.53
Image + EHR 91.03 +2.83
MORT 88.20 Multi-omics + EHR 90.16 +1.96
Image + Multi-omics + EHR 92.34 +4.14

(c) Sequential EHF layers — Process modalities one-by-one (image — omics — EHR — sensor).
Each new stream meets the shared representation from the previous stage instead of all
modalities merging at once, which limits gradient competition and lets the weaker modality
refine the shared representations later in the pipeline.

(d) Residual EMRC + SIR blocks — Preserve modality-specific paths alongside the shared path,
so original modality information is never overwritten.

(e) Learned late-fusion weights inside every EHF layer — After the two PCMFA streams, we
apply a trainable late-fusion so that the contribution of each modality to the final shared
feature is learned, not fixed.

Together, these mechanisms give weaker modalities a dedicated, tunable influence rather than
letting them be drowned out by a stronger counterpart.

2. Empirical evidence that no modality is harmed:

Across 15 heterogeneous datasets, every EHPAL-Net variant shows a positive uplift over the
best single-modal baseline (ref. Fig. 7); we never observe a performance drop when additional
modalities are fused (see Tables 2-6).

To isolate the effect of the gating mechanism, we compared fusion with versus without gates on
four representative datasets (ref. Table 14).

Table 14: Impact of modality-specific gating on fusion performance. Accuracy (%) is reported for
HAM10000, SIPaKMeD, and MORT; C-index for BRCA. A denotes the absolute gain achieved by
enabling gating.

Setting HAM10000 (Acc 1) SIPaKMeD (Acc 1) BRCA (C-Index 1) MORT (Acc 1)
Fusion + gating 99.75 95.97 71.27 92.34
Fusion w/o gating 95.81 91.43 64.95 87.62

A (gain) +3.94 % +4.54 % +6.32 % +4.72 %

Disabling ¢; and «; consistently reduces performance, confirming that the gates prevent any strong
modality from degrading a weaker one.

Mixed-modality runs (Imaging + Omics + EHR) and single-domain tests likewise show only
positive gains, demonstrating that weaker modality benefits from multimodal fusion.

In summary, the performance gains of our components stem from the following key innovations: (1)

EMRC enhances multi-scale spatial details at low computational cost. (2) PCMFA employs MHDGA
and MQIA within a Hyperbolic-Quantum Mutual Guidance block, leveraging mutual guidance to
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learn richer shared representations. (3) MHDGA computes Poincaré and Lorentz attention weights
in parallel, capturing hierarchical non-Euclidean structures. (4) Parallel Fusion of MHDGA and
MQIA balances hyperbolic and quantum-inspired cues and avoids information loss inherent to
cascaded design. (5) SIR increases representational diversity, further boosting complementary
shared information.

M APPENDIX — EXTENSIVE EXPERIMENTS AND RESULTS

Extensive EHPAL-Net Evaluation. We further evaluate the performance of our proposed
EHPAL-Net against top competitive baselines—MSCAM, HEALNet, and DRIFA-Net—on two
additional datasets of different modalities: the endoscopy-based KVASIR dataset Pogorelov et al.
(2017) and the ECG-based MIT-BIH Arrhythmia dataset Moody & Mark (1982; 1990), using an input
image size of 224 x 224 x 3. Our results demonstrate that EHPAL-Net consistently outperforms
existing methods, achieving improvements of up to 5.22% (ref. Table 15).

It is important to note that, in this experiment, we leverage only two modalities to demonstrate
that our proposed EHPAL—-Net remains effective under limited modality support—similar to most
existing works—and still achieves superior performance.

Extensive Reliability Assessment (Label noise adaptation). We further evaluate the reliabil-
ity of our proposed EHPAL-Net on the HAM10000, SIPAKMeD, and MIT-BIH datasets un-
der varying levels of symmetric label noise Han et al. (2018), with noise rates set at 10%, 20%,
30%, and 40%. This setup simulates annotation inaccuracies by uniformly corrupting class labels
across all categories. By systematically increasing the noise rate, we assess the robustness of our
framework to label noise, observing a performance degradation of up to 42% at the highest noise
level. Nevertheless, EHPAL-Net consistently outperforms competitive baselines—DRIFA-Net
and HEALNet—achieving improvements of up to 4.7% (see Table 16), thereby highlighting its
resilience and robust decision-making capabilities under noisy conditions.

Table 15: Performance comparison of EHPAL-Net integrated with the ResNet18 base network
(referred to as EHPAL-Net—-18) against SOTA methods on two medical datasets: KVASIR and
MIT-BIH, across multiple tasks. Bold indicates the best results.

Datasets — KVASIR MIT-BIH
Models | ACC F1 AUC ACC F1 AUC
MSCAM 89.52+3.58 89.30+2.72 89.61+5.0899.27+0.25 99.18+0.18 99.50+0.05
HEALNet 89.70+5.18 89.45+4.71 90.0+6.90 | 99.10+0.34 99.10+0.25 99.20+0.53
DRIFA-Net [91.47+4.12 91.10+3.17 91.60+4.59 | 99.60+0.15 99.50+0.20 99.60+0.15
EHPAL-Net-18 | 94.74+1.51 94.30+1.31 94.52+1.25| 100+0.0 100+0.0 100+0.0

Table 16: Performance comparison in terms of accuracy for evaluating model reliability under
different levels of label noise. The proposed EHPAL-Net is compared against top competitive
baselines—DRIFA-Net and HEALNet—on three benchmark datasets: HAM10000, SIPAKMeD,
and MIT-BIH. Bold indicates the best results.

Datasets — HAM10000 SIPAKMeD MIT-BIH
Label Noise Rate || DRIFA-Net HEALNet EHPAL-Net| DRIFA-Net HEALNet EHPAL-Net| DRIFA-Net HEALNet EHPAL-Net
0.1 84.1 83.7 85.4 81.5 82.8 86.2 87.7 87.1 89.9
0.2 73.7 73.2 75.9 71.3 71.8 76.1 78.6 79.4 80.0
0.3 63.5 63.5 66.8 62.9 61.5 67.4 68.7 68.4 70.0
0.4 51.3 53.0 58.2 50.7 52.5 57.8 58.4 579 60.9

Handling Missing Modalities. EHPAL-Net is jointly trained on four modalities
(HAM10000 (dermoscopy), SIPAKMED (cytology), BRCA (multi-omics), and MORT (electronic
health records))—and assesses robustness when modalities are absent at inference. We consider two
complementary test settings:

1. Non-imaging-only (imaging omitted): HAM10000 and SIPAKMED held out; the model sees
BRCA and MORT.

2. Imaging-only (non-imaging omitted): BRCA and MORT held out; the model sees HAM1 0000 and
SIPAKMED.
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We evaluate MOTCAT, DRIFA-Net, HEALNet, and our EHPAL-Net under both settings (Table 17),
and also when all four modalities are available (e.g., Table 2). Across the two missing-modality
scenarios, EHPAL-Net consistently achieves the best performance among the fusion methods, with
at most an /2 13.64% drop relative to the all-modalities condition, whereas the strongest baseline
(HEALNet) drops considerably more. These results confirm that EHPAL-Net delivers superior
robustness to missing inputs.

This robustness arises from the interplay of the PCMFA and LF modules. The PCMFA module
(i) adaptively reweights the observed modalities, (ii) suppresses incoherent information, and (iii)
preserves fine-grained structure, yielding graceful degradation when inputs are missing. The LF
layer (§3.1.3) further strengthens robustness through a mask-aware attention mechanism that nullifies
missing-modality contributions during both training and inference. Together, these mechanisms allow
EHPAL-Net to sustain state-of-the-art accuracy even when half of the input modalities are withheld.

Table 17: Robustness to missing modalities. Comparison of MOTCAT, DRIFA-Net, and
EHPAL-Net—each pretrained on four modalities (HAM10000 dermoscopy, SIPAKMED cytol-
ogy, BRCA multi-omics, MORT EHR)—under two inference settings: imaging-only (BRCA +MORT
held out) and non-imaging-only (HAM10000 + SIPAKMED held out). Metrics are accuracy (%) for
HAM10000, STPAKMED, and MORT, and C-Index (%) for BRCA.

Missing Modalities | Test Modality | MOTCAT | DRIFA-Net | HEALNet | EHPAL-Net
BRCA 5188|5223 5780 | 60.74

HAM10000 + SIPAKMED ‘ MORT ‘ 76.46 ‘ 77.15 ‘ 82.62 ‘ 85.54
HAMI0000 |S1.12 | 82.70 86.58 | 8941

BRCA + MORT ‘ SIPAKMED ‘ 7237 ‘ 7342 ‘ 80.81 ‘ 82.33

Table 18: Performance when swapping the modality order (higher is better). Best per column in bold.

Models BRCA MORT HAMI10000 SIPAKMED
MOTCAT 65.05  90.38 95.87 93.24
DRIFA-Net  66.63  91.20 98.41 95.58
EHPAL-Net 71.14 9345 99.60 96.35

Input Order-Robustness in Fusion. EHPAL-Net is permutation-invariant: re-ordering the input
modalities—medical images (e.g., dermoscopy (HAM10000), cytology (SIPAKMED), multi-omics
(e.g., BRCA), and clinical (EHR)—does not affect its predictions. Although the data stream sequen-
tially passes through cascaded EHF layers, each layer’s PCMFA and LF-gating blocks dynamically
re-weight cross-modal dependencies, keeping both intermediate representations and final outputs
stable. Table 18 empirically confirms this invariance.

The first EHF layer fuses modalities m; and ms—for example, dermoscopy (HAM10000) and

cytology (SIPAKMED), producing a joint representation {x$ }7,. The next layer fuses {z§ },
with mg (multi-omics; BRC2), and the process continues until all m modalities are integrated.
Swapping the order (e.g., feeding omics before imaging) only adjusts internal attention paths; PCMFA
and LF-gating promptly reweight these paths, preserving the robust shared representation. Table 18
empirically confirms EHPAL-Net’ s performance invariance across all permutations.

Handling Misaligned or Asynchronous Modalities In clinical practice, multimodal data are rarely
synchronized. EHPAL-Net employs a sequential, pair-wise fusion strategy in its MSIL phase: This
design allows heterogeneous inputs—imaging, multi-omics, and clinical—to be processed in any
order (ref. Table 18), without requiring modality synchronization or explicit alignment. Concretely,
given n heterogeneous mods, the MSIL phase processes inputs sequentially as follows:

1. The first EHF layer jointly integrates modality 1 and modality 2—for example, dermoscopy
(HAM10000) and cytology (SIPAKMED)—to capture shared representations xf/ , where 7 = 1.

2. Forstep i (3 < i < m), the (¢ — 1)-th EHF layer fuses {azf/ ™, with the next ¢-th modality (e.g.,
multi-omics; BRCAR), yielding updated richer shared representations a:f, .
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3. This process repeats until all ¢ = [1 : m] modalities have been incorporated, with no need for
explicit alignment.

Within each EHF layer (Fig. 2 and Algo. 2), we perform the below steps:

1. EMRC captures multi-scale spatial cues.

2. PCMFA learns shared representations in hyperbolic-quantum space without external alignment
and sample-adaptively attenuates missing inputs.

3. LF gating adaptively modulates the shared features, further mitigating modality missing.
4. SIR promotes diverse robust shared representations.

Notably, Each modality is first reshaped and augmented to a common spatial size before being fed
into EHF. Hence, EHPAL-Net is capable of processing any modalities, in any order, and without
requiring spatial or structural alignment. This makes it highly suitable for real-world clinical settings,
where imaging, omics, and EHR data are often collected independently and may not be perfectly
matched (Tab. 18).

Comparison with Recent Baselines. We also compare our EHPAL-Net against more recent
multimodal fusion baselines, such as LegoFuse Hemker et al. (2025) and CA-MLIF An et al.
(2025), where we have seen our EHPAL—-Net still outperformed the existing more recent multi-
modal fusion baselines to achieve optimal performance improvements by up to ~ 3.11% while
maintaining minimal computational cost in terms of parameters by up to ~ 72.1% and FLOPs up to
~ 85.18% than these existing multimodal fusion baselines (ref. Table 19). Specifically, compared
with LegoFuse Hemker et al. (2025) (27.6 M params, 2.74 GFLOPs) and CA-MLIF An et al.
(2025) (4.1M params, 3.98 GFLOPs), our EHPAL-Net (7.71M params, 0.59 GFLOPs) achieves
richer cross—modal interactions via the proposed PCMFA at low cost. Within PCMFA, two mutu-
ally guided streams— (hyperbolic dual-geometry attention) and MQIA (quantum-inspired atten-
tion)—capture hierarchical structural details and long-range dependencies, respectively. A learnable
gating module then adaptively fuses these priors, preserving structure and suppressing noise.

Our baseline multimodal fusion model (backbone: ResNet-18 without EMRC/PCMFA/SIR) attains
~ T77.9% mean performance with 12.1 M parameters and 0.65 GFLOP s. Introducing EMRC reduces
parameters by ~ 54% (to 5.53 M) and FLOP s by ~ 42% (to 0.38 GFLOPs), while providing a modest
performance lift by capturing multi-scale spatial information. Adding PCMFA introduces only ~ 2 M
parameters and 0.17 GFLOPs, yet boosts performance by up to ~ 10% through complementary
shared-representation learning. Finally, STR adds merely ~ (.18 M parameters and 0.04 GFLOPs,
yielding a further ~ 2.1% performance gain by refining the shared representation.

These design choices enable EHPAL-Net to exceed recent baselines by up to =~ 3.11% while
using ~ 72.1% fewer parameters than LegoFuse and up to &~ 85.2% fewer FLOPs than both
competitors—demonstrating state-of-the-art performance with exceptional computational efficiency.

Table 19: Performance comparison with recent multimodal fusion baselines.

Datasets — | HAM10000 | SIPAKMeD | TCGA-BRCA | MIMIC III (MORT)

Models | Acc | AUC | Acc | AUC C-Index Acc AUC #Parameters | #FLOPs

LegoFuse 98.73198.8495.60 | 96.25 69.12 91.51 94.70 27.6 2.74

CA-MLIF |96.64]96.90 | 94.23 |94.20 66.38 90.77 94.15 4.1 3.98
EHPAL-Net-18{99.75(99.99 | 95.57 | 99.67 71.27 92.34 95.55 7.71 0.59

N APPENDIX — DISCUSSION

Effective Structure-preservation with efficient multimodal fusion. Effective multimodal fusion
requires balancing two crucial objectives: (1) preserving modality-specific structural properties to
facilitate enhanced complementary representation learning and (2) maintaining low computational
cost. Existing fusion paradigms in multimodal fusion learning methods highlight this trade-off:

* Early fusion: Directly concatenates low-level features, which can overwhelm downstream lay-
ers with noisy or misaligned low-level signals, resulting in overparameterization and attenuated
modality-specific cues.
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* Intermediate fusion: Projects all modalities into a shared latent space but often fails to separate
shared semantics from modality-specific information.

* Late fusion: Preserves discriminative features but forfeits opportunities for cross-modal interaction
during representation learning.

HEALNet Hemker et al. (2024) employs a hybrid early—intermediate fusion approach, utilizing
iterative cross-attention, and attempts to mitigate these issues by preserving low-level modality
structures and facilitating cross-modal interactions. However, its reliance on large, high-dimensional
attention matrices early-to-intermediate fusion incurs substantial computational and memory over-
head—particularly limiting its applicability in resource-constrained medical-Al settings. Furthermore,
its architecture lacks a dedicated late fusion mechanism to explicitly reintegrate high-level, modality-
specific semantic cues after iterative intermediate fusion. This may limit the model’s ability to fully
exploit complementary modality-specific discriminative information.

EHPAL-Net addresses these limitations through a hybrid intermediate-late fusion strategy, offering
a more effective and scalable alternative. By independently learning multi-scale spatial details for
each modality via the EMRC module, EHPAL-Net preserves high-level semantic structures. The
PCMFA module captures fine-grained cross-modal dependencies in the frequency domain through
intermediate information fusion, facilitating the learning of enhanced complementary shared rep-
resentations for each modality input. Subsequent late fusion integrates these complementary cues,
ensuring the retention of both shared cross-modal patterns and thereby capturing more expressive
multimodal representations, without the reliance on early fusion or the intensive iterative process
used in HEALNet Hemker et al. (2024). This modular fusion design enhances flexibility, reduces
computational costs, and improves the model’s ability to capture complementary shared patterns,
which is particularly crucial for effective understanding of heterogeneous medical data.

Additionally, leveraging the SIR module further enriches representations by capturing multi-scale
spatial patterns after each PCMF A module for each modality input. This process enhances the diversity
of representational learning in the dual domain while maintaining minimal computational costs.
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Figure 8: Average performance comparison among single-modality learning models (e.g., MEMSA),
computationally intensive multimodal fusion learning (MFL) methods (e.g., DRIFA-Net Dhar
et al. (2024), MuMu Islam & Igbal (2022)), HEALNet Hemker et al. (2024), and our efficient and
effective EHPAL-Net across eight benchmark datasets: HAM10000, SIPaKMeD, TCGA-BRCA,
MIMIC-III (MORT and ICD9 tasks), PATHMNIST, OrganAMNIST, and TCGA-UCEC.

Empirical results (Table 2 and Fig. 8) demonstrate that EHPAL-Net consistently outperforms
existing Multimodal Fusion Learning (MFL) baselines—including HEALNet—across all employed

34



Under review as a conference paper at ICLR 2026

heterogeneous medical datasets, achieving performance improvements of up to 3.97% while signifi-
cantly reducing model parameters by up to 85.7% and FLOP s by up to 87.8% compared to leading
competitors. These findings confirm that fusing at multiple semantic levels results in more effective
and efficient multimodal integration, making EHPAL-Net especially suitable for real-world medical
Al applications where effectiveness, efficiency, and generalizability are essential.

Effective and Efficient Cross-Modal Learning. Effective cross-modal learning must reconcile
two objectives: preserving modality-specific semantics and capturing rich inter-modal interactions
without incurring prohibitive computational cost. Late-fusion strategies—where each modality is
processed independently and only combined at the end—fail to expose the model to rich cross-modal
relationships during representation learning, as evidenced by the relatively modest uplift of late-fusion
baselines in Fig. 7. Intermediate-fusion methods (for example, DRIFA’ s dual-stage attention or
HEALNet’ s multimodal self-attention) do unlock richer interactions, but they do so at the expense
of drastically increased parameter counts andF LOP s—and still achieve only modest improvements
in complementary shared representations, as reflected again by the moderate uplift seen in Fig. 7.

To bridge these gaps, we introduce a Physics-inspired attention paradigm within our PCMFA module,
which jointly learns two specialized attention blocks in parallel with mutually guiding each other:

Multimodal Hyperbolic Dual-Geometry Attention (MHDGA): Hyperbolic neural networks (HNNs)
leverage the constant negative curvature of hyperbolic spaces—most commonly instantiated as the
Poincaré ball or Lorentz hyperboloid models—to embed hierarchical (e.g., tree-like) structures in
low-dimensional manifolds more compactly than Euclidean approaches, often outperforming high-
dimensional CNNs and Transformers on complex tasks. These deep learning models embed features
in Euclidean space, which distorts many real-world modalities—such as anatomical structures in
medical imaging—that exhibit intrinsically non-Euclidean geometries. Recent work introduces
gyrovector operations and Mobius transformations to enable principled learning in constant-curvature
spaces, improving stability and expressivity. Building on these advances, our hyperbolic attention
stream projects each modality’s multi-scale spatial details into both the Poincaré ball and the Lorentz
hyperboloid in parallel, generating dual attention weights that faithfully capture complex hierarchical
relationships across modalities.

Multimodal Quantum-Inspired Attention (MQIA): The recent surge in quantum-inspired self-attention
highlights the benefits of simulating quantum mechanics concepts—such as superposition and
entanglement—to enhance representational expressivity with fewer parameters. Classical self-
attention computes full pairwise correlations, which is costly; by contrast, quantum self-attention
frameworks map features into a simulated Hilbert space and use the Born rule to derive compact,
amplitude-based affinities. Inspired by the Quantum Complex-Valued Self-Attention Model of
Chen et al., MOIA encodes each modality’s spectral components as complex quantum states and
applies the Born rule to compute amplitude bias vectors. These channel-wise biases are then injected
into a learnable-curvature Lorentz manifold via Minkowski inner-product modulation, guiding the
hyperbolic attention stream to fuse non-local spectral cues with hierarchical context.

This dual-stream fusion eschews the need for heavy convolutional blocks and large dense attention
matrices. Instead, it relies on compact hyperbolic mappings and amplitude computations, thus
drastically reducing parameter counts and FLOP s compared to existing intermediate-fusion based
attentions (e.g., DRIFA in DRIFA-Net Dhar et al. (2025) or self-attention in HEAL-Net Hemker
et al. (2024)).

When integrated into EHPAL-Net’ s PCMFA module, the synergistic fusion of MOIA and MHDGA
enables learning of richer and more discriminative shared representations by capturing com-
plex frequency-domain hierarchical structures. This results in significant performance improve-
ments across heterogeneous medical imaging benchmarks, demonstrating the promise of quantum-
hyperbolic fusion for scalable and effective cross-modal learning in real-world applications.

Computational Complexity. A key advantage of EHPAL-Net’ s sequential fusion—akin to
HEALNet’ s Hemker et al. (2024)—is its linear scaling in both the number of modalities m (here
m = 4) and the number of samples n. We replace each of HEALNet ’ s per-modality hybrid early-
fusion layers with one efficient hybrid fusion (EHF) module per modality (so for both HEALNet and
EHPAL-Net, e = m).
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Table 20: Module-level complexity.

Module Per-layer Cost
EMRC or PIL or LIL or MQIA or SIR or LF gating O(n)

Total per EHF layer 6 x O(n) = O(n)
Entire MSIL phase (m layers) m x O(n) = O(mn)

In HEALNet, there are e hybrid early-fusion layers—one per modality—so e = m. Each layer
performs m cross-attention operations and m self-normalising updates—each costing O(n) per
modality—giving

mO(n)+mO(n) =O(mn)

per layer, and across e layers
O(emn).

In EHPAL-Net, each EHF module (one per modality) executes:

* One EMRC-PCMFA-=SIR sequence: O(n),

* Two PCMFA streams (dual hyperbolic + quantum): 3 O(n),
* One LF module: O(n),

* One SIR module: O(n).

Thus, each module costs
1-0On)+3-0(n)+1-0(n)+1-0(n) =60(n) =0(n).
With e = m modules in total, the overall complexity is
m x O(n) = O(mn),

dropping constant factors. Under m = 4, this is O(24n), i.e. still O(n) for fixed m. By compari-
son, cascaded-attention based MFL baselines (e.g., DRIFA-Net) and Kronecker-fusion based MF L
methods (e.g., MOTCAT) scale as O(m? n).

Variable definitions:

¢ m: number of modalities, here m = 4.
* n: number of training samples.
* e: number of fusion layers (for both HEALNet and EHPAL-Net), here e = m.

To show computational complexity analysis based on each module-level breakdown, explicitly
detailing each component’s computational cost. Each core module processes every sample exactly
once per EHF layer; therefore, the added functionality is linear-time, i.e., O(n) cost. Thus, an EHF
layer—comprising EMRC, the three PCMFA streams (PIL, LIL, MQIA), SIR, & LF—runs in
O(n); with m mods, the full pipeline is O(mn) (ref. Table 20). Empirically, adding EHF layers
reduces EN’s footprint from 12.1 M—7.71 M params & from 0.65—0.59 GFLOP s, confirming that
the added functionality comes at minimal computational cost—all linear in n.

O APPENDIX — QUALITATIVE ANALYSIS

In the Grad—CAM visualizations shown in Fig. 9, POTTER lights up broad, unfocused areas—much
of which is irrelevant background noise—while MuMu reduces this noise but still highlights non-
informative regions. Both MFMSA and HEALNet predominantly focus on the target structure, though
they still produce occasional spurious highlights in surrounding regions. DRIFA-Net achieves
sharper boundary localization; however, subtle background artifacts may still persist around object
edges. In contrast, EHPAL—-Net demonstrates superior focus by effectively suppressing irrelevant
cues and precisely attending to the underlying anatomical or structural regions—achieving the cleanest
and most distinct separation between relevant and irrelevant features.
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Figure 9: Visual comparison of discriminative regions highlighted by our proposed EHPAL-Net
variants (e.g., EHPAL-Net-18) and seven top-performing state-of-the-art methods using the
Grad-CAM technique on two benchmark datasets: HAM10000 (top row) and SIPaKMeD (bot-
tom row).

Grad-CAM Comparison of Attention Mechanisms. Figure 10 presents a qualitative analysis
using Grad-CAM visualizations, highlighting the lesion-focused areas that most influence the model’s
classification decisions. In the case of the HAM 10000 dataset, these correspond to visible skin lesions,
while in STPaKMeD, they reflect abnormal cervical cell regions. The visualizations demonstrate how
each attention mechanism—PA, LA, MHDGA, and MQIA—focuses on relevant feature regions,
in comparison to the sharply concentrated and noise-suppressive focus achieved by our proposed
Physics-inspire Cross-modal Fusion Attention (PCMFA) module within EHPAL-Net.

Poincaré Attention (PA) exhibits broadly dispersed visualizations, frequently highlighting broad and
non-discriminative image regions. This widespread focus introduces substantial visual noise and
reduces interpretability by masking the class-informative features necessary for robust classification.

Lorentz Attention (LA) demonstrates improved localization, concentrating attention more effectively
around targeted structures. However, it still highlights peripheral areas that are less informative,
indicating limited suppression of irrelevant cues.

MHDGA offers a clearer and more structured focus on significant regions compared to PA and LA.
It refines boundaries around lesion areas more effectively. Nevertheless, minor residual highlights
remain at the lesion periphery, suggesting incomplete filtering of irrelevant information.

MOQIA shows greater refinement and specificity, significantly minimizing irrelevant heatmap noise
compared to hyperbolic-only methods. Despite this improvement, MQIA occasionally retains faint,
non-diagnostic highlights, particularly visible as mild peripheral artifacts.

In contrast, the proposed PCMFA module generates the most refined and interpretable heatmaps,
distinctly highlighting crucial areas with exceptional clarity. It effectively suppresses nearly all
irrelevant visual noise and peripheral distractions, thereby facilitating a clearer understanding of the
model’s decision-making behavior.

t-SNE Plot Comparison of Attention Mechanisms. In this study, Figure 11 presents t-SNE
visualizations of feature embeddings produced by each attention mechanism, when individually
integrated into our EHPAL—-Net, as follows:

PA: + Observation: Clusters are poorly formed and heavily overlapping. There is poor separation
between different classes.

* Justification: This indicates that the learned feature representations under Poincaré
Attention lack discriminative power, likely due to broad and diffuse attention focus, as
seen in qualitative visualizations. It struggles to isolate class-specific structures in latent
space.

LA: « Observation: Slightly tighter clusters than Poincaré, but still considerable overlap.
* Justification: Lorentzian geometry provides better local structure preservation, aiding in
marginally better inter-class separation. However, irrelevant cues are still not fully filtered,
limiting cluster compactness.
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Figure 10: Grad-CAM-based visual comparison of discriminative regions highlighted by our proposed
PCMFA module and its constituent attention components—PA, LA, MHDGA, and MQIA—on two
benchmark datasets: HAM10000 (top row) and SIPaKMeD (bottom row). The visualizations
demonstrate the enhanced focus and noise suppression achieved by PCMFA relative to its individual
attention mechanisms.

Poincare Lorentzian MHDGA MQIA PCMFA
attention attention

Pomcare Lorentzian
attention attention

Poincare Lorentzian MHDGA

PCMFA
attention attention MQiA

Figure 11: t-SNE visualization of feature embeddings produced by Poincaré Attention (PA),
Lorentzian Attention (LA), MHDGA, MQIA, and our proposed PCMFA within EHPAL-Net. Rows
correspond to benchmark datasets: HAM10000 (top), SIPaKMeD (middle), and MIMIC ITIT (bot-
tom). Columns, from left to right, depict embeddings from PA, LA, MHDGA, MQIA, and PCMFA-
enabled EHPAL-Net. The PCMFA-based EHPAL-Net embeddings form the most compact and
well-separated clusters, demonstrating superior feature discriminability and modality alignment.

MHDGA: * Observation: More distinct and tighter clusters than both PA and LA. There is better
inter-cluster margin and reduced overlap.
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* Justification: MHDGA combines Lorentz and Poincaré representations, enabling com-
plementary hierarchical encoding. This fusion improves the ability to learn non-Euclidean
structures relevant to class distinctions.

MQIA: * Observation: Clusters are more compact than those from PA and LA but remain less
distinct and more overlapping than MHDGA.
* Justification: Quantum-inspired embeddings enrich feature expressiveness and reduce
some noise, but they do not achieve the same inter-cluster margins as MHDGA, resulting
in only moderate class separability.

PCMFA: ¢ Observation: This module shows the most distinct, compact, and well-separated
clusters. Minimal overlap is observed.

* Justification: Integrating MHDGA and MQIA within a mutual-guidance framework under

physics-based constraints yields highly discriminative, modality-aligned representations.

SUMMARY OF VISUALIZATION

Table 21: Comparison of cluster compactness, class separation, and interpretability across attention
mechanisms.

Module Compactness Separation Interpretability Reasons

Poincaré Poor Low Low Broad, noisy embeddings

Lorentzian Fair Moderate Fair Better than Poincaré but still cap-
tures irrelevant cues

MHDGA Good Good High Dual-geometry fusion enhances
structure

MQIA Moderate Moderate High Quantum cues help, but less separa-
ble than MHDGA

PCMFA Excellent Excellent Excellent Physics-inspire  mutual guidance

maximizes clarity

Note: Notably, MHDGA outperforms MQIA on most metrics—yielding tighter clusters, clearer class
boundaries, and higher overall interpretability—while PCMFA achieves the best overall separability.

P APPENDIX — FUTURE SCOPE

Although EHPAL-Net achieves robust performance across heterogeneous modalities, future work
will focus on the following enhancements:

* Integrating domain generalization techniques, such as adversarial domain alignment, meta-learning,
and self-supervised adaptation, to improve cross-domain robustness.

* Incorporating adversarial defenses, including randomized smoothing, certified perturbation bounds,

and noise-injected attention mechanisms, to strengthen resilience against both single-modal and
cross-modal adversarial attacks.

Q APPENDIX — BROADER IMPACTS

EHPAL-Net is a novel, effective, and efficient multimodal fusion framework that not only pushes the
frontiers of heterogeneous data integration but also carries important broader impacts:

* Advancing multimodal biomedical AI. EHPAL-Net introduces a single-pass, non-iterative
fusion pipeline enriched with hyperbolic dual-geometry and quantum-inspired attention, enabling
seamless integration of imaging, multi-omics, and clinical data. It outperforms state-of-the-art
methods for diverse tasks—including multi-disease classification, cancer prognosis, mortality
prediction, and human activity recognition—while keeping computational costs low.
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* Resource-efficient design. With its lightweight hybrid fusion layer and the novel PCMFA module,
EHPAL-Net preserves hierarchical structural details to learn robust complementary representa-
tions, striking a balance between optimal performance and minimal computational cost.

* Reliable, uncertainty-aware predictions. We employ Monte Carlo Dropout to quantify predic-
tive uncertainty and evaluate reliability under symmetric label noise. Even in these challenging
conditions, EHPAL-Net consistently outperforms competitive baselines.

Although validated in a research environment, real-world deployment—especially in clinical prac-
tice—requires rigorous privacy safeguards, bias mitigation, and extensive validation (e.g., clinical
trials, regulatory approval, adversarial testing) to ensure safety and trustworthiness in resource-
constrained healthcare settings.

R APPENDIX — ETHICS STATEMENT

This work develops and evaluates a multimodal fusion framework (EHPAL-Net) for integrating
heterogeneous biomedical data. All experiments were conducted exclusively on publicly available, de-
identified datasets (e.g., HAM10000, SIPaKMeD, TCGA, MIMIC-IITI),ensuring no private
or personally identifiable patient information was used. Our research aims to improve the efficiency
and generalizability of Al systems for healthcare applications, particularly in resource-constrained
settings. We recognize that algorithmic decisions in medical contexts carry ethical implications,
including potential biases due to dataset imbalance, overfitting to specific populations, or limitations in
clinical generalizability. To mitigate these risks, we emphasize transparent reporting, reproducibility,
and the need for further clinical validation before deployment in real-world healthcare practice.
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