EVALUATING PROMPT TUNING FOR CONDITIONAL PROTEIN SEQUENCE GENERATION
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ABSTRACT

Text generation models originally developed for natural language processing have proven to be successful in generating protein sequences. These models are often finetuned for improved performance on more specific tasks, such as generation of proteins from families unseen in training. Considering the high computational cost of finetuning separate models for each downstream task, prompt tuning has been proposed as an alternative. However, no openly available implementation of this approach compatible with protein language models has been previously published. Thus, we adapt an open-source codebase designed for NLP models to build a pipeline for prompt tuning on protein sequence data, supporting the protein language models ProtGPT2 and RITA. We evaluate our implementation by learning prompts for conditional sampling of sequences belonging to a specific protein family. This results in improved performance compared to the base model. However, in the presented use case, we observe discrepancies between text-based evaluation and predicted biological properties of the generated sequences, identifying open problems for principled assessment of protein sequence generation quality.

1 INTRODUCTION

Protein design has been an important topic in biological research, motivated by high potential benefits from use cases as diverse as cancer immunotherapy (Silva et al., 2019), more effective antibodies against SARS-CoV-2 (Shan et al., 2022), and enzymatic degradation of plastic waste (Lu et al., 2022). Inspired by advances in natural language processing (NLP) methods, researchers have successfully developed large language models for protein sequence generation, such as ProtGPT2 (Ferruz et al., 2022) based on GPT-2 (Radford et al., 2019), RITA (Hesslow et al., 2022), ProGen (Madani et al., 2023), ProGen2 (Nijkamp et al., 2022), and ZymCTRL (Munsamy et al., 2022) for enzyme generation.

Training these models from the ground up requires large datasets and vast computational resources, but pretrained models can be finetuned on specific protein families or properties. Dhodapkar (2023) introduced SpikeGPT2, a finetuned ProtGPT2 model that generates SARS-CoV-2 spike protein sequences to predict potential future mutations. Madani et al. (2023) have also finetuned ProGen on protein families unseen during training. In those cases, one model is trained and stored per task. For large language models with sizes up to billions of parameters, this requires a large amount of
storage. However, NLP models like GPT-3 (Brown et al., 2020) can perform well on specific tasks without model finetuning if given a task-specific prompt in addition to the input. Prompt engineering is a method to manually tune the (natural language) prompt in order to further improve the model’s performance on the task (Brown et al., 2020). Recent work in NLP enhanced this approach by introducing P-tuning (Liu et al., 2021), a method for automatically tuning the embeddings for a given prompt. P-tuning preserves the structure of a human-designed prompt with regard to the positions of trainable, continuous tokens. To create prompts that are more agnostic to the natural language structure of the task description, Lester et al. (2021) proposed learning soft prompts as a set of extra embeddings that are prepended to the embedded input of the model. While still including task-specific tuning, prompt tuning reduces the storage requirements per task from a billion-parameter model to a prompt of ten thousand up to a few million parameters. Lester et al. (2022) have further worked on transferring tuned prompts across models.

Although prompt tuning is a promising direction in NLP, only a few approaches have been proposed to make it available for protein language models and evaluate its potential for improving protein sequence generation. ProGen and ZymCTRL allow specifying control tags for conditional generation (Madani et al., 2023, Munsamy et al., 2022), but the model has to be pretrained or finetuned to understand a defined set of control tags. In contrast, prompt tuning is a method to tune new task specifications without having to finetune the model. Hesslow et al. (2022) report having tested prompt tuning for RITA, but the authors have not made their code available yet, and provide only a brief description that does not allow complete reproducibility. Wang et al. (2023) proposed a prompt-aware transformer for different tasks such as function prediction and masked language modeling. However, they incorporate prompts in pretraining, so the method cannot be applied to existing unconditional protein language models. Lester et al. (2021) have released an implementation of their NLP prompt tuning approach, but it is not immediately applicable to protein language models like ProtGPT2 or RITA.

In our work, we adapt an open-source implementation of prompt tuning for natural language to learn prompts for conditional protein sequence generation. Our pipeline is compatible with ProtGPT2 and the RITA models. In order to reproduce the experiments conducted by Hesslow et al. (2022), we tune prompts for the RITA models on a held-out protein family and evaluate the performance in comparison to the base model. The results show an improvement in perplexity similar to the effect reported in Hesslow et al. (2022). However, we observe that the computationally predicted protein family membership matches the target family for only a few sequences. This discrepancy shows the necessity of more extensive evaluations, as well as the need for further research on representative metrics measuring protein sequence generation quality. Considering the benefits of low-cost, task-specific tuning, we see our work as a promising starting point for an openly available prompt tuning pipeline for pretrained protein language models, facilitating future studies in this direction. The source code, preprocessing scripts, model checkpoints and data splits used are available at https://gitlab.com/dacs-hpi/protein-prompt-tuning

2 Methods

2.1 Prompt Tuning for Sequence Generation

Prompt tuning, as introduced by Lester et al. (2021), is an automated approach for tuning task-specific soft prompts that are prepended to a model’s input at the embedding level. A soft prompt is a continuous matrix $P \in \mathbb{R}^{m \times e}$, with $m$ being the number of tokens of the soft prompt and $e$ the dimension of the model’s embeddings.

In a typical sequence generation step $i$, the model computes the probability for the next token $x_i$ conditioned on the previous tokens $\{x_1, x_2, \ldots, x_{i-1}\}$. When applying a prompt $\{p_1, \ldots, p_m\}$, the probability for token $x_i$ is calculated from $\{p_1, \ldots, p_m, x_1, \ldots, x_{i-1}\}$. At the embedding level, the soft prompt $P$ is prepended to the matrix $X \in \mathbb{R}^{(i-1) \times e}$ consisting of the embedded previous tokens for step $i$. This results in an input matrix $X_P \in \mathbb{R}^{(m+i-1) \times e}$ ($X_P = [P; X]$) that is fed into the model. Soft prompts can be initialized in various ways, such as a concatenation of randomly sampled elements of the model’s vocabulary or as a matrix filled with random numbers. During training, $P$ receives gradient updates while $X$ and the model’s weights remain unchanged. The specific training objective and loss function is determined by the model implementation.
2.2 Implementation

Lester et al. (2021) published an implementation of prompt tuning dependent on Jax, Flax, Flaxformer and T5X. However, we employ a codebase relying on Huggingface and PyTorch, as we deem it to be more easily accessible for the wider protein design community. We adapt the independently developed prompt tuning implementation mkultra built for the NLP language models GPT-2 and GPT-Neo, to build a training pipeline for protein sequences supporting ProtGPT2. Additionally, we add support for the RITA language models to enable a direct comparison with Hesslow et al. (2022). Adaptation to more protein language models like ProGen (Madani et al., 2023) and ProGen2 (Ni-jkamp et al., 2022) is a subject of future improvement. The pipeline is implemented in Python 3.10 using PyTorch 1.13.1 and Huggingface transformers 4.20.1.

2.3 Dataset

Following Hesslow et al. (2022), we conduct our experiments on protein sequences of the Pfam family PF03272 that was not included in the pretraining of the RITA models. As the specific dataset used in the experiments of Hesslow et al. (2022) is not available, we construct an analogous dataset consisting of the proteins associated with this family in InterPro (Paysan-Lafosse et al., 2022). As in Hesslow et al. (2022), we preprocess our data by leaving out sequences containing X (uncharacterized amino acids), and replace the ambiguous characters B, J and Z with a random choice between D and N, I and L, and E and Q, respectively. We create training, validation and test splits at the ratio of 80 : 10 : 10.

To avoid duplicate sequences between the splits, we cluster the dataset beforehand with MMseqs2 (Steinegger & Soding, 2017; 2018). For each cluster, we select the representative member determined by MMseqs2. Our main dataset is clustered at a 100% sequence similarity threshold to resemble the UniRef100 conditions. It contains 1536 sequences for training, 193 for validation and 193 for testing. We create further datasets by clustering at lower sequence identity thresholds: 95%, (611, 77, and 77 sequences for training, validation and test, respectively), 65% (283 / 36 / 36), and 35% (191 / 24 / 24). This allows us to evaluate the model’s performance in generating novel protein sequences that are less similar to the sequences seen in training. On the other hand, the datasets become smaller for lower thresholds, which is likely to influence the results as well. More details about the clustering decisions are described in Appendix A.1.

2.4 Experimental Setup

We evaluate our prompt tuning pipeline applied on the RITA models (Hesslow et al., 2022). RITA is an autoregressive decoder-only transformer, trained with the objective of minimizing the cross-entropy loss in next-token prediction. Hesslow et al. (2022) provide four models of different sizes: RITA-S (85M parameters, embedding size 768), RITA-M (300M / 1024), RITA-L (680M / 1536), and RITA-XL (1.2B / 2048). We choose RITA-S as the default model size. Similar to the experiments of Hesslow et al. (2022), we run further studies with RITA-M and RITA-L to examine the effect of prompt tuning in relation to model size. At the moment, we exclude RITA-XL due to its higher computational cost. While in this work we focus on the RITA model family, we also perform a proof-of-principle experiment using ProtGPT2 (see Appendix A.2).

Initializing the prompt weights from the model’s vocabulary embeddings was shown to be superior to random uniform initialization from range $[-0.5, 0.5]$ for NLP models (Lester et al., 2021). We confirm this in a small ablation study (see Appendix A.3 and Table A1) and conduct our experiments with prompts sampled from the vocabulary. We set the prompt length to 10 tokens, as suggested by
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We train the prompts using the Adam optimizer (Kingma & Ba, 2014) with a learning rate of 0.001. Due to limitations in GPU memory, we choose a batch size of 2 in order to maintain the same configuration for all model sizes. The GPU setup is described in Appendix A.4. Each training runs for a maximum of 300 epochs with early stopping after 20 epochs of no decrease in validation loss. We run each training three times with a different random seed for prompt initialization. The context size is 1024 (as in RITA pretraining (Hesslow et al., 2022)), split into 10 tokens for the prompt and 1014 tokens for the protein sequence. When evaluating the performance of the pretrained model without a prompt, we set the same maximum amount of sequence tokens per context, leading to a context size of 1014 in that case.

To compare sequence generation performance, we measure model perplexity, a common metric for language models equal to the exponential of the model’s cross-entropy loss. Therefore, we expect perplexity to drop for models achieving a better fit to the target task. Hesslow et al. (2022) report perplexity per amino acid to enable comparison between models with different vocabularies. For RITA models, this is equivalent to perplexity per token, as RITA’s vocabulary consists of one token per amino acid.

Perplexity provides a metric of text generation performance related to the probability of a given sequence, as estimated by the model. However, another level of validation from the biological perspective is needed. To test whether the produced sequences indeed exhibit the desired biological properties, we predict their family membership with ProtCNN (Bileschi et al., 2022) and measure the percentage of sequences classified as members of the desired family. We set the maximum number of generated amino acids to 1014, which is the model’s context size excluding the prompt tokens. Note that ProtCNN was trained on Pfam seed sequences rather than whole proteins, so a sliding window approach must be used to call individual domains in the inputs used here (Bileschi et al., 2022). The length of the PF03272 seed sequences, as available in InterPro, ranges from 112 to 121 amino acids. Therefore, we set a fixed window size of 120, with a stride of 10. Since Pfam family membership is dependent on the presence of specific domains, we count the whole protein sequence as belonging to the target family if ProtCNN predicts the family PF03272 for at least one window within a sequence.

### 3 Results

First, we aim to reproduce the results reported by Hesslow et al. (2022) by tuning prompts for RITA-S, RITA-M and RITA-L and comparing the perplexity of each prompt-tuned model to its untuned counterpart on the main test set (clustered at the sequence identity threshold of 100%). Similarly to the values presented in Table 4 of Hesslow et al. (2022), prompt tuning leads to a decrease in perplexity (Table 1). This also holds for a smaller experiment using ProtGPT2 (see Appendix A.2). Overall, larger models perform better, and the large prompt-tuned model has the lowest perplexity among all tested models.

Next, we tune prompts for datasets clustered with different sequence identity thresholds (Appendix A.1) to evaluate the performance of RITA-S for larger differences between training and test data (Table 2). As expected, the perplexity of the base model does not fluctuate much between the test sets. The slight differences can be explained by the fact that the clustered datasets contain different samples from the original dataset. The prompt-tuned models show consistent improvement over the base models, although the performance gain decreases noticeably for lower clustering thresholds. This could indicate that learning a prompt successfully generalizing to novel data becomes more challenging with decreased similarity to the training set. However, as the perplexity on the training set follows a similar trend (Table A2), smaller training set sizes for lower thresholds could have influenced the overall fit of the models as well.

ProtCNN (Bileschi et al., 2022) correctly identifies 80.8% of the sequences in the main test set as belonging to the protein family PF03272. This estimation of ProtCNN performance on natural sequences enables further comparisons with the sequences generated by both prompt-tuned and untuned models. For each RITA model size, we generate 193 sequences with a prompt tuned on the main dataset, and further 193 without a prompt. Strikingly, among all prompt-tuned models, only 1%-3% of the generated sequences are classified as members of the PF03272 family (Table 3).
Table 1: Perplexity comparison between prompt-tuned model and base model (Hesslow et al., 2022) for different model sizes (small, medium and large), measured on the main test set (clustered at the sequence identity threshold of 100%). For each prompt-tuned model, we report the mean and standard deviation over the three training runs.

<table>
<thead>
<tr>
<th>RITA Small</th>
<th>RITA Medium</th>
<th>RITA Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt-tuned model (ours)</td>
<td>8.61 ± 0.09</td>
<td>7.28 ± 0.05</td>
</tr>
<tr>
<td>Base model</td>
<td>14.01</td>
<td>12.38</td>
</tr>
</tbody>
</table>

Table 2: Perplexity comparison between prompt-tuned model and base model for RITA-S on datasets clustered with different sequence identity thresholds (100%, 95%, 65% and 35%), measured on the respective test set. For each prompt-tuned model, we report mean and standard deviation over the three training runs.

<table>
<thead>
<tr>
<th>100</th>
<th>95</th>
<th>65</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt-tuned model (ours)</td>
<td>8.61 ± 0.09</td>
<td>9.78 ± 0.05</td>
<td>12.71 ± 0.06</td>
</tr>
<tr>
<td>Base model</td>
<td>14.01</td>
<td>13.04</td>
<td>13.9</td>
</tr>
</tbody>
</table>

Table 3: Percentage of generated sequences classified as belonging to PF03272, compared between the prompt-tuned model and the base model (Hesslow et al., 2022) for different model sizes (small, medium and large). For each prompt-tuned model, we report mean and standard deviation over the three training runs.

<table>
<thead>
<tr>
<th>RITA Small</th>
<th>RITA Medium</th>
<th>RITA Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt-tuned model (ours)</td>
<td>2.9 ± 0.9</td>
<td>2.6 ± 0.7</td>
</tr>
<tr>
<td>Base model</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 4: Percentage of generated sequences classified as belonging to PF03272, compared for tuning a prompt on datasets clustered with different sequence identity thresholds (100%, 95%, 65% and 35%). We report the mean and standard deviation each over the three training runs. Base model performance (see RITA-S base model in Table 3) is not influenced by the datasets and therefore not shown.

<table>
<thead>
<tr>
<th>100</th>
<th>95</th>
<th>65</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prompt-tuned model (ours)</td>
<td>2.9 ± 0.9</td>
<td>2.8 ± 1.3</td>
<td>2.2 ± 1.1</td>
</tr>
</tbody>
</table>

We observe a decrease in perplexity for the prompt-tuned models. While reproducing the exact setup used by Hesslow et al. (2022) is not possible as the specific design choices, code, and data have not been made publicly available at the time of writing, our results show improvements consistent with
those reported. Hence, we have shown that prompt tuning can be used to tune RITA to improve perplexity for a given protein family. We share the pipeline with the wider research community for easy reproducibility and reuse in other protein generation tasks. Further, we plan to extend our approach to be compatible with other protein language models, such as ProGen (Madani et al., 2023) and Pro-Gen2 (Nijkamp et al., 2022). Future work could also include optimization of continuous, rather than categorical properties, recycling prompts between different protein language models (Lester et al., 2022), or combining prompts learned for multiple optimization goals.

We also show that while untuned RITA-S and RITA-M models generate no sequences recognized as members of the target family, prompt tuning enables the design of at least some potential candidates. However, only a small fraction of the sequences contains the desired domains, and the effect is not noticeable for the largest of the evaluated architectures. This shows that the effects of prompt tuning on the predicted biological properties of designed proteins are more complex than suggested by the perplexity analysis alone. The gap between the text-based metrics and the biologically-informed evaluation highlights the need for more research on assessing the quality of conditional sampling from protein language models. Low numbers of promising candidates could indicate problems with the prompt tuning procedure or the RITA models themselves for this use case. However, it is also possible that the observed effect is an artifact of the domain-calling procedure used – low recall could be caused by unsuccessful generalization of ProtCNN to synthetic sequences, the choice of the sliding window width, or lower performance on this particular family. Therefore, biological properties of the generated sequences should be evaluated more comprehensively in future work, including extended benchmarking on more target families and functions. A comparison to analogous finetuned models would allow estimating the effects of a particular tuning procedure on both text-based and biology-informed metrics.

5 CONCLUSION

We present a prompt tuning pipeline for the protein generation models ProtGPT2 (Ferruz et al., 2022) and RITA (Hesslow et al., 2022), adapted from a prompt tuning codebase for NLP. Our results show that learning a prompt on a specific protein family improves perplexity, which is consistent with the results reported by Hesslow et al. (2022). Although this approach can also improve the rates of predicted target family membership for the designed proteins, desired domains can be recognized in only a small fraction of the generated sequences. For this use case, higher performance in terms of perplexity alone reported by Hesslow et al. (2022) does not necessarily translate to the desired gain of biological properties. The full scope and consequences of the observed discrepancy should be investigated further to better characterize the generative capabilities of large protein language models.
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### Appendix

#### A.1 Clustering the Dataset

The PF03272 dataset consists of all protein sequences assigned to this family deposited in InterPro. Here, we address the possibility of duplicate sequences in the data, as well as investigate the effects of similarities between the sequences within a single family. We employ MMSeqs2 [Steinegger & Söding 2017, 2018] to cluster the raw dataset by sequence identity, setting the thresholds between 0% and 100% with a step size of 1%. The number of clusters and the size of the largest cluster for different thresholds are plotted in Figure A1. As expected, the number of clusters drops for a lower threshold, which is particularly visible between thresholds 100% and 90%. Thus, to avoid a radical reduction in dataset size, we employ a threshold of 100% for the data used in the main experiments to remove duplicates while retaining a substantial amount of sequences. We additionally create datasets with thresholds of 35%, 65% and 95% to assess the influence of sequence similarity on the model’s performance. Due to high discrepancies between the cluster sizes, we select the representative member determined by MMseqs2 to form new, balanced datasets. As figure A1 shows, at the thresholds of 35%, the size of the largest cluster drops from 489 to 329, while the number of clusters barely increases. A similar drop happens at 95%, although to a smaller extent. Threshold 65% corresponds to the mean of 35% and 95%.

#### A.2 Prompt Tuning for ProtGPT2

To showcase the compatibility of our pipeline with ProtGPT2, we conduct a small-scale prompt tuning experiment on the main dataset (clustered at the sequence identity threshold of 100%). Note that the sequences of this dataset might not have been withheld from ProtGPT2 pretraining. However, we deem this setup sufficient for a proof-of-principle. As described in Ferruz et al. (2022), we set a context size of 512 (10 prompt tokens, 502 protein sequence tokens). We use the Adam (Kingma & Ba 2014) optimizer with a learning rate of 0.0001. The batch size is set to 2, and the prompt size to 10 tokens. The prompt is initialized from the model’s vocabulary embeddings. We run training for a single random seed for 100 epochs with the patience of 20 epochs for early stopping.
Figure A1: Number of clusters and size of the largest cluster for different sequence similarity thresholds.

Table A1: Perplexity comparison between soft prompts with random uniform initialization and soft prompts sampled from the model’s vocabulary for different model sizes (small and medium), measured on the main test set.

<table>
<thead>
<tr>
<th></th>
<th>RITA Small</th>
<th>RITA Medium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sampled Vocab</td>
<td>8.11 ± 0.08</td>
<td>6.81 ± 0.03</td>
</tr>
<tr>
<td>Random Uniform</td>
<td>8.53 ± 0.6</td>
<td>7.07 ± 0.57</td>
</tr>
</tbody>
</table>

Results of this training run show a decrease in perplexity to 1529.71, compared to 2999.05 for the base model. Note that these numbers are not comparable to those reported for the RITA models due to differences in perplexity computation. ProtGPT2 uses a different vocabulary where most tokens consist of more than one amino acid, whereas in RITA, each token corresponds to exactly one amino acid.

A.3 ABLATION STUDY RESULTS

To examine whether the findings of [Lester et al., 2021] regarding soft prompt initialization hold true for protein language models, we evaluate the performance of soft prompts with random uniform initialization compared to soft prompts sampled from the model’s vocabulary in a small ablation study. We report the perplexity on the main test set for RITA-S and RITA-M with the different initialization methods in Table A1. The results back the discovery that sampled embeddings form better starting points for soft prompts than randomly generated vectors.

A.4 GPU SETUP

Each training and evaluation run was conducted on one GPU at a time. We used a set of NVIDIA A100 GPUs with 40 and 80GB memory for training, which took about 10h, 30h and 40h per run for RITA-S, RITA-M and RITA-L, respectively. Perplexity was evaluated on the same set of GPUs, with an exception of some model S runs, where we used an NVIDIA Tesla T4 with 16 GB memory.
Table A2: Perplexity comparison for the prompt-tuned RITA-S model on datasets clustered with different sequence identity thresholds (100%, 95%, 65% and 35%), measured on the respective training, validation and test sets. For each prompt-tuned model, we report mean and standard deviation over the three training runs.

<table>
<thead>
<tr>
<th></th>
<th>100</th>
<th>95</th>
<th>65</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>8.17 ± 0.1</td>
<td>10.27 ± 0.05</td>
<td>11.76 ± 0.08</td>
<td>11.59 ± 0.03</td>
</tr>
<tr>
<td>Validation</td>
<td>8.11 ± 0.08</td>
<td>9.79 ± 0.06</td>
<td>13.15 ± 0.14</td>
<td>12.12 ± 0.02</td>
</tr>
<tr>
<td>Test</td>
<td>8.61 ± 0.09</td>
<td>9.78 ± 0.05</td>
<td>12.71 ± 0.06</td>
<td>13.39 ± 0.02</td>
</tr>
</tbody>
</table>

ProtCNN inference and generation of sequences evaluated with ProtCNN were run on NVIDIA Tesla V100 GPUs with 16GB memory. Prompt tuning for ProtGPT2 was conducted and evaluated on the NVIDIA Tesla V100 GPUs.