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Abstract
Incorporating permutation equivariance into neu-
ral networks has proven to be useful in ensur-
ing that models respect symmetries that exist in
data. Symmetric tensors, which naturally appear
in statistics, machine learning, and graph theory,
are essential for many applications in physics,
chemistry, and materials science, amongst oth-
ers. However, existing research on permutation
equivariant models has not explored symmetric
tensors as inputs, and most prior work on learning
from these tensors has focused on equivariance
to Euclidean groups. In this paper, we present
two different characterisations of all linear permu-
tation equivariant functions between symmetric
power spaces of Rn. We show on two tasks that
these functions are highly data efficient compared
to standard MLPs and have potential to generalise
well to symmetric tensors of different sizes.

1. Introduction
Equivariance has proven to be an effective approach for en-
coding known structure about a problem directly into a neu-
ral network’s architecture, making learning more efficient
and interpretable (Cohen & Welling, 2016; 2017; Qi et al.,
2017; Ravanbakhsh et al., 2017; Zaheer et al., 2017; Cohen
et al., 2018; Esteves et al., 2018; Kondor & Trivedi, 2018;
Kondor et al., 2018; Thomas et al., 2018; Weiler et al., 2018;
Maron et al., 2019a; Finzi et al., 2021; Satorras et al., 2021;
Villar et al., 2021; Yarotsky, 2022; Pearce-Crump, 2023).
Equivariant neural networks have been applied successfully
in a wide range of problems, including, but not restricted to,
particle physics (Bogatskiy et al., 2020; Villar et al., 2021;
Gong et al., 2022), biological and medical imaging (Bekkers
et al., 2018; Lafarge et al., 2021; Suk et al., 2024), molecular
and quantum chemistry (Thomas et al., 2018; Finzi et al.,
2020; Fuchs et al., 2020; Miller et al., 2020; Schütt et al.,
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2021; Batatia et al., 2022; Batzner et al., 2022; Hoogeboom
et al., 2022; Liao & Smidt, 2023), reinforcement learning
(van der Pol et al., 2020; Wang et al., 2022a;b;c), computer
vision (Marcos et al., 2017; Worrall et al., 2017; Esteves
et al., 2019; Deng et al., 2021; Chatzipantazis et al., 2023;
Kaba et al., 2023), and modelling compositional structures
in natural language (Gordon et al., 2020; Petrache & Trivedi,
2024).

In this paper, we consider linear permutation (Sn) equiv-
ariant functions f on symmetric tensors T ∈ (Rn)⊗k. In
particular, these functions must satisfy

f(ei1⊗ei2⊗· · ·⊗eik) = f(eiπ(1)
⊗eiπ(2)

⊗· · ·⊗eiπ(k)
) (1)

for all π ∈ Sk, where eij are standard basis vectors in Rn,
since the coefficients of T , when expressed in this basis,
satisfy Ti1,i2,...,ik = Tiπ(1),iπ(2),...,iπ(k)

for all π ∈ Sk.

Symmetric tensors and linear permutation equivariant func-
tions on them play a fundamental role in many scientific
domains owing to their ability to capture invariant and equiv-
ariant relationships in high-dimensional data. In statistics,
these functions preserve the defining properties of covari-
ance matrices, which are symmetric and equivariant under
permutations of their coordinates (McCullagh, 2018). These
functions and tensors are also important in machine learn-
ing, where they enable robust parameter estimation in la-
tent variable models (Anandkumar et al., 2014; Jaffe et al.,
2018; Goulart et al., 2022). They also appear in clustering
algorithms, which must treat all data points equivalently
(Khouja, 2022). However, the most notable example is
in graph theory, where symmetric adjacency matrices are
formed from undirected graphs (Maron et al., 2019a) and
high-order adjacency tensors are used to identify affinity
relations in hypergraphs (Shashua et al., 2005; Georgii et al.,
2011; Ghoshdastidar & Dukkipati, 2017). This framework
is essential for many real-world applications: for example,
in fluid dynamics simulations, particle interactions must
be invariant under exchange (Gao et al., 2022); in materi-
als science, stress-strain relationships must maintain their
physical meaning under permutation symmetry (Garanger
et al., 2024; Wen et al., 2024); and in neuroscience, brain
connectome mapping requires consistent representation of
neural pathways (Guha & Guhaniyogi, 2020).

The range and nature of these applications highlight the
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importance of achieving a complete and exact characterisa-
tion of permutation equivariant linear functions applied to
symmetric tensors. However, most studies in the existing
machine learning literature on symmetric tensors focus only
on equivariance to Euclidean groups, and no prior work on
permutation equivariant neural networks has considered the
situation where the only inputs are symmetric tensors.

To address this gap, we make the following contributions.
We obtain a complete and exact characterisation of all per-
mutation equivariant linear functions between any two sym-
metric powers of Rn, deriving this result using two different
bases. In particular, we show that, by embedding symmetric
powers of Rn into tensor power space, our characterisation
includes all linear scalar-valued and vector-valued permu-
tation equivariant functions that are defined on symmetric
tensors. As a corollary, we also recover the Deep Sets char-
acterisation (Zaheer et al., 2017). Crucially, we address the
implementation challenges that are associated with storing
large weight matrices in memory by introducing what we
call map label notation. This notation makes it possible
for us to express the transformation of an input symmetric
tensor by a permutation equivariant weight matrix as a se-
ries of equations in the input tensor, eliminating the need to
store the weight matrices explicitly in memory. In particular,
we can then use the same set of equations to compute the
transformation between symmetric tensors of fixed orders k
and l for any dimension n, eliminating the need to generate
separate weight matrices for each choice of n. We validate
our approach on two toy problems and show that these func-
tions exhibit high data efficiency and strong potential for
generalising well to symmetric tensors of different sizes.

2. Related Work
We describe two important classes of related works.

Equivariant Machine Learning on Symmetric Tensors.
Most prior research on learning from symmetric tensors
has only considered equivariance to Euclidean groups.
Gao et al. (2022) applied tensor contractions to achieve
SO(n)-equivariance on high-order symmetric tensors, us-
ing their network to simulate fluid systems. Lou & Ganose
(2024) and Wen et al. (2024) each introduced SO(3)-
equivariant graph neural networks to respectively discover
highly anisotropic dielectric crystals and to learn from elas-
ticity tensors, which are fourth-order symmetric tensors that
fully characterise a material’s elastic behavior. Heilman
et al. (2024) designed an SE(3)-equivariant graph neural
network architecture to predict material property tensors
directly from crystalline structures. Garanger et al. (2024)
constructed a neural network that is equivariant to subgroups
of the orthogonal group O(n) in order to learn from sym-
metric n × n matrices, and applied it to the constitutive
modelling of materials with symmetries.

A few prior works have characterised equivariant functions
on symmetric tensors, but none have provided an exact
characterisation of permutation equivariant weight matrices
for these tensors. Kunisky et al. (2024) used graph moments
to characterise O(n)-invariant polynomials on symmetric
tensors, while Blum-Smith et al. (2024) introduced a set
of

(
n+1
2

)
+ 1 functions that can universally approximate

Sn-invariant functions on almost all real symmetric n× n
matrices.

Permutation Equivariant Neural Networks. These neural
networks have been constructed for a number of different
types of data. They include permutation equivariant neural
networks to learn from set-structured data (Qi et al., 2017;
Zaheer et al., 2017; Sverdlov et al., 2024); to learn mappings
between different sized sets (Ravanbakhsh et al., 2017); to
learn the interaction between sets (Hartford et al., 2018);
to learn from graphs and hypergraphs (Maron et al., 2019a;
Thiede et al., 2020; Finzi et al., 2021; Morris et al., 2022;
Godfrey et al., 2023; Puny et al., 2023; Pearce-Crump, 2024;
Pearce-Crump & Knottenbelt, 2024); and to learn from
sets of symmetric elements (Maron et al., 2020). Pan &
Kondor (2022) studied how to organise the computations
that are involved in high-order tensor power networks. Other
works have studied the expressive power of permutation
equivariant neural networks (Keriven & Peyré, 2019; Maron
et al., 2019b; Segol & Lipman, 2020; Yarotsky, 2022).

3. Symmetric Powers of Rn

We present the key definitions and concepts that are needed
to study linear permutation equivariant functions on sym-
metric tensors. We first introduce an action of Sn on a set
of k-length indices S[n]k which will then index a basis of
a real vector space, Sk(Rn), known as the kth symmetric
power of Rn. We let [n] := {1, . . . , n} throughout.

Define the set S[n]k to consist of all tuples of the form

I = (i1, . . . , i1︸ ︷︷ ︸
m1

, i2, . . . , i2︸ ︷︷ ︸
m2

, . . . , ip, . . . , ip︸ ︷︷ ︸
mp

) (2)

such that p ∈ [n], 1 ≤ i1 < i2 < . . . < ip ≤ n, and∑
mi = k. By a “stars and bars” argument, we see that the

cardinality of S[n]k is
(
k+n−1

k

)
.

We obtain an action of the symmetric group Sn on S[n]k

by applying the permutation to each element in the tuple
and then reordering the result (via a permutation in Sk) to
restore ascending numerical order.
Example 3.1. Choosing the element (1, 1, 1, 2, 3, 3) of S[3]6

and applying the permutation (132) in S3 to it, we first
obtain (3, 3, 3, 1, 2, 2) and then reorder it to (1, 2, 2, 3, 3, 3)
to give another element of S[3]6.

Consequently, we define the kth symmetric power of Rn,
Sk(Rn), to be the vector space that has a standard basis
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{eI} indexed by the elements I of S[n]k. Moreover, we can
raise the action of Sn on the set S[n]k to a representation of
Sn on Sk(Rn) in the usual way: we call the representation
itself ρSk .

We wish to characterise in full the linear permutation equiv-
ariant functions between any two symmetric power spaces
of Rn. They are defined as follows.
Definition 3.2. A linear map f : Sk(Rn) → Sl(Rn) is
said to be permutation equivariant if, for all σ ∈ Sn and
v ∈ Sk(Rn)

f(ρSk (σ)[v]) = ρSl (σ)[f(v)] (3)

We denote the vector space of all such maps by
HomSn

(Sk(Rn), Sl(Rn)).

Since our goal is to calculate all of the permutation equiv-
ariant weight matrices that can appear between any two
symmetric power spaces of Rn, it is enough to construct a
basis of matrices for HomSn(S

k(Rn), Sl(Rn)), by viewing
it as a subspace of Hom(Sk(Rn), Sl(Rn)) and choosing the
standard basis for each symmetric power space, since any
weight matrix will be a weighted linear combination of these
basis matrices. This characterisation includes the following
functions:
Proposition 3.3. Linear permutation equivariant scalar-
valued and vector-valued functions on symmetric tensors
in (Rn)⊗k are elements of HomSn

(Sk(Rn), S0(Rn)) and
HomSn

(Sk(Rn), S1(Rn)), respectively.

4. Orbit Basis of HomSn(S
k(Rn), Sl(Rn))

We construct our first basis of HomSn
(Sk(Rn), Sl(Rn)) by

associating the basis with the orbits of an action of Sn on
the Cartesian product set S[n]l × S[n]k and understanding
each orbit as a diagram. We begin with the following result.
Proposition 4.1. There is a basis of
HomSn

(Sk(Rn), Sl(Rn)) that corresponds bijectively
with the orbits coming from the action of Sn on the set
S[n]l × S[n]k.

Proof. We see that the vector space Hom(Sk(Rn), Sl(Rn))
has a standard basis of matrix units

{EI,J}I∈S[n]l,J∈S[n]k (4)

where EI,J has a 1 in the (I, J) position and is 0 elsewhere.

Hence, for any standard basis element eP ∈ Sk(Rn), we
have that

EI,JeP = δJ,P eI (5)

and so, for any linear map f : Sk(Rn)→ Sl(Rn), express-
ing f in the basis of matrix units as

f =
∑

I∈S[n]l

∑
J∈S[n]k

fI,JEI,J (6)

we get that
f(eP ) =

∑
I∈S[n]l

fI,P eI (7)

Given that HomSn(S
k(Rn), Sl(Rn)) is a subspace of

Hom(Sk(Rn), Sl(Rn)), we have that f is an Sn-
equivariant linear map if and only if, for all σ ∈ Sn and
standard basis elements eJ ∈ Sk(Rn),

f(ρSk (σ)[eJ ]) = ρSl (σ)[f(eJ)] (8)

(8) holds if and only if∑
I∈S[n]l

fI,σ(J)πσ(J),k
eI =

∑
I∈S[n]l

fI,Jeσ(I)πσ(I),l
(9)

for some πσ(J),k ∈ Sk and πσ(I),l ∈ Sl that restores as-
cending numerical order in σ(J) and σ(I) respectively.

(9) now holds if and only if

fσ(I)πσ(I),l,σ(J)πσ(J),k
= fI,J (10)

for all σ ∈ Sn, I ∈ S[n]l and J ∈ S[n]k.

Therefore, taking the Cartesian product set S[n]l × S[n]k

and writing its elements as
(
I
J

)
, we define an action of Sn

on S[n]l × S[n]k by

σ

(
I

J

)
:=

(
σ(I)πσ(I),l

σ(J)πσ(J),k

)
(11)

Consequently, (10) tells us that the basis elements of
HomSn

(Sk(Rn), Sl(Rn)) correspond bijectively with the
orbits coming from the action of Sn on S[n]l × S[n]k.

Now, consider an orbit coming from the action of Sn on
S[n]l × S[n]k. Suppose that

(
I
J

)
is a class representative.

We form a diagram in the following way:

We place the values of I in one row and the values
of J in a second row directly below it. For each
value x ∈ [n], if x appears in either I or J , then we
insert a central green node between the two rows
and connect it to every occurrence of x: drawing
edges downward from entries in I and upward from
entries in J . If x does not appear in either row, then
no central green node is added.

Example 4.2. Suppose that l = 6, k = 4, and n = 3.
Consider the S3 orbit of S[3]6 × S[3]4 that contains the
element

(
111233
1123

)
.

Then, by the construction given above, we obtain
1 1 1

1 1 2

2 3 3

3

(12)
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6 2 3 1 4 62 31 4
reorder

and propagate

1 1 1 2 2 3 6

1 6 6 64332 2

Figure 1. For the (9, 7)–bipartition {[3, 1], [2, 2], [2, 1], [1, 3], [1, 0]}, we show how to obtain the element in the corresponding S6 orbit
of S[6]7 × S[6]9 that comes from labelling its blocks with the 5-length tuple {6, 2, 3, 1, 4}. By reordering the labelled green nodes of the
(9, 7)–orbit bipartition diagram and propagating these values to the ends of the wires, we see that this element is

(
1112236

122334666

)
.

Removing the labels gives the diagram that corresponds to
the orbit.

This diagram is, in fact, a diagrammatic representation of
a (k, l)–bipartition having at most n blocks that for now
we call a (k, l)–orbit bipartition diagram. We define
bipartitions below.
Definition 4.3. A (k, l)–bipartition π having some t blocks
is the set

{[x1, y1], [x2, y2], . . . , [xt, yt]} (13)

of t pairs [xi, yi] such that xi, yi ≥ 0 for all i, not both
zero, such that

∑t
i=1 xi = k and

∑t
i=1 yi = l. These were

first introduced and studied by Major Percy A. MacMahon
(1893; 1896; 1899; 1900; 1906; 1908; 1912; 1918). For
(k, l)–orbit bipartition diagrams, we call the blocks spiders
and the black edges wires, referring to them as input wires
or output wires, as appropriate.

The number of (k, l)–bipartitions having at most n blocks
is the value pn(k, l). We provide a novel procedure for how
to generate all (k, l)–bipartitions having at most n blocks,
and hence determine pn(k, l), in Appendix B.

Note that the (k, l)–bipartition that is obtained from an Sn

orbit is independent of the choice of class representative: if
we choose

( σ(I)πσ(I),l

σ(J)πσ(J),k

)
instead and form a diagram using

the same procedure given in the red-coloured box above,
then the spiders that appear in each of the diagrams (viewed
without their labels) will be the same, just potentially in
a different order. However, both diagrams give the same
(k, l)–bipartition.
Example 4.4. Continuing on from Example 4.2, we see that(
122333
1233

)
is in the same orbit as

(
111233
1123

)
, since it is obtained

by applying the permutation (132) to
(
111233
1123

)
, then apply-

ing permutations in S6 and S4 to reorder each component
into ascending numerical order. Hence, by applying the
procedure given above to

(
122333
1233

)
, we obtain the diagram

3 3 3

3 31

1 2 2

2

(14)

which is the same (4, 6)–orbit bipartition diagram as (12),
except the spiders are in a different order. However, the
underlying (4, 6)–bipartitions are the same.
Remark 4.5. Example 4.4 highlights an important point:
in drawing a (k, l)–orbit bipartition diagram for a (k, l)–
bipartition, the order of the spiders corresponding to the
blocks does not matter. Hence each (k, l)–orbit bipartition
diagram represents an entire equivalence class of diagrams
that correspond to a (k, l)–bipartition.

Now, we also see that all such (k, l)–bipartitions having at
most n blocks must appear in this process: representing each
(k, l)–bipartition having some t ∈ [n] blocks (of the form
(13)) as a (k, l)–orbit bipartition diagram by connecting, for
each i ∈ [t], xi wires from below and yi wires from above
to a central green node, we obtain its orbit by following the
six steps in the blue-coloured box below.

1. Form all possible t-length tuples with elements
in [n], not allowing for repetitions amongst the
elements.

2. Then, for each t-length tuple, label the central
green nodes in the diagram from left to right with
the elements of the tuple.

3. If necessary, reorder the spiders so that they appear
from left to right in increasing order of their labels.

4. Then, for each spider, propagate the block label to
the end of each wire.

5. This produces the element
(
I
J

)
, where the top row’s

labels are I and the bottom row’s labels are J .

6. Doing this for each t-length tuple gives the entire
Sn orbit.

Example 4.6. In Figure 1, we give an exam-
ple of how to obtain, for the (9, 7)–bipartition
{[3, 1], [2, 2], [2, 1], [1, 3], [1, 0]}, the element in the
corresponding S6 orbit of S[6]7 × S[6]9 that comes from
labelling its blocks with the 5-length tuple {6, 2, 3, 1, 4}.
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In particular, by reordering the labelled green nodes of
the corresponding (9, 7)–orbit bipartition diagram and
propagating these values to the ends of the wires, we see
that this element is

(
1112236

122334666

)
.

Hence, overall, we have shown the following result:

Proposition 4.7. The orbits that come from the action of
Sn on S[n]l × S[n]k correspond bijectively with the (k, l)–
bipartitions (or (k, l)–orbit bipartition diagrams) having at
most n blocks.

Combining Proposition 4.1 and Proposition 4.7, we obtain

Theorem 4.8. There is a basis of HomSn
(Sk(Rn), Sl(Rn))

that corresponds bijectively with the (k, l)–bipartitions hav-
ing at most n blocks. Consequently, its dimension is pn(k, l).
Moreover, we call this basis of HomSn

(Sk(Rn), Sl(Rn))
the orbit basis.

To find the orbit basis element Xπ in
HomSn

(Sk(Rn), Sl(Rn)) that corresponds to a (k, l)–
bipartition π having at most n blocks, we represent π as
a (k, l)–orbit bipartition diagram xπ and follow the same
steps 1 through 5 inclusive as before, except we now form
the matrix unit EI,J from each element

(
I
J

)
that comes

from a t-length tuple. Adding together all of these matrix
units (over all of the tuples) gives Xπ. Hence we have the
following corollary:

Corollary 4.9. The Sn-equivariant weight matrix from
Sk(Rn) to Sl(Rn) is

∑
π λπXπ for weights λπ, where the

sum is over all (k, l)–bipartitions π having at most n blocks.

Example 4.10. Continuing on from Example 4.6, we see that
the (1112236, 122334666)–entry of the basis matrix Xπ

in HomS6
(S9(R6), S7(R6)) corresponding to the (9, 7)–

bipartition π = {[3, 1], [2, 2], [2, 1], [1, 3], [1, 0]} is 1.

In the Appendix, we provide a general procedure summaris-
ing the results above for calculating the Sn-equivariant
weight matrix from Sk(Rn) to Sl(Rn) from all of the (k, l)–
orbit bipartition diagrams having at most n blocks.
Example 4.11. Suppose that we would like to find the S3-
equivariant weight matrix from S2(R3) to S1(R3) = R3.

We need to consider the (2, 1)–orbit bipartition diagrams
having at most n = 3 blocks. They are

(15)

Each of these four diagrams corresponds to an orbit basis
matrix in HomS3

(S2(R3), S1(R3)) of size 3× 6. Example
C.1 gives the calculations of these matrices.

Hence, the S3-equivariant weight matrix from S2(R3) to
S1(R3) is of the form


1,1 1,2 1,3 2,2 2,3 3,3

1 λ1 λ3 λ3 λ2 λ4 λ2

2 λ2 λ3 λ4 λ1 λ3 λ2

3 λ2 λ4 λ3 λ2 λ3 λ1

 (16)

for weights λ1, λ2, λ3, λ4 ∈ R.

5. Diagram Basis of HomSn(S
k(Rn), Sl(Rn))

We are able to obtain a second basis of
HomSn

(Sk(Rn), Sl(Rn)) that we will show is more
efficient for performing linear transformations in the
following section. To obtain this second basis, we first need
to define the following vector space and reformulate the
construction given in the previous section as a linear map.

Definition 5.1. We define the formal R-linear span of the
set of all (k, l)–orbit bipartition diagrams to be the vector
space SP l

k(n). We call this vector space the spherical par-
tition vector space since it is an adaptation of the spherical
partition algebra that was first discovered by Bastı́as et al.
(2024). We also call the generating basis the orbit basis of
SP l

k(n).

Definition 5.2. For all non-negative integers k, l and posi-
tive integers n, we define a surjective map

Γl
k,n : SP l

k(n)→ HomSn
(Sk(Rn), Sl(Rn)) (17)

on the orbit basis of SP l
k(n) as follows, and extend linearly:

Γl
k,n(xπ) :=

{
Xπ if π has n or fewer blocks
0 if π has more than n blocks

(18)

We now introduce a new diagram dπ for each (k, l)–
bipartition π: it is formed in exactly the same way as a
(k, l)–orbit bipartition diagram, except the central green
nodes are now filled in. We call such a diagram a (k, l)–
bipartition diagram.
Example 5.3. Let π be the (9, 7)–bipartition

π := {[3, 1], [2, 2], [2, 1], [1, 3], [1, 0]} (19)

Then its corresponding (9, 7)–bipartition diagram, dπ , is

(20)

As with the orbit bipartition diagrams, the order of the spi-
ders corresponding to the blocks does not matter in drawing
the bipartition diagram.
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A General Procedure for Calculating the Sn-Equivariant Weight Matrix from Sk(Rn) to Sl(Rn) using the
Diagram Basis of SP l

k(n).

Perform the following steps:

1. Calculate all of the (k, l)–bipartitions π that have at most n blocks, and express each (k, l)–bipartition π as a
(k, l)–bipartition diagram dπ in SP l

k(n).

2. Then, if t is the number of blocks in π, form all possible t-length tuples with elements in [n], allowing for
repetitions amongst the elements.

3. For each t-length tuple, label the central green nodes in dπ from left to right with the elements of the tuple.
Reorder the spiders in dπ such that they are in increasing order from left to right. Fuse together any spiders
whose central green nodes are labelled with the same value. Then, for each spider, propagate the block label to
the end of each wire. We obtain the matrix unit EI,J from this diagram by setting I to be the labels in the top
row and J to be the labels in the bottom row.

4. Since each tuple corresponds to a matrix unit, add together all of the resulting matrix units from all of the tuples
to obtain the basis matrix Dπ that is associated with dπ. Attach a weight λπ ∈ R to each matrix Dπ. Finally,
calculate

∑
λπDπ to give the overall weight matrix.

We define dπ to be an element of SP l
k(n) as follows:

dπ :=
∑
π⪯θ

xθ (21)

where⪯ is the partial order defined on all (k, l)–bipartitions
as follows: π ⪯ θ if every pair in θ is the sum of pairs in π
such that each pair in π appears in exactly one sum.
Example 5.4. We see that if π := {[1, 1], [1, 0]} then, by
(21), we have that

= + (22)

Lemma 5.5. The set of (k, l)–bipartition diagrams {dπ}
forms a basis of SP l

k(n). We call this basis the diagram
basis of SP l

k(n).

We can combine the results in this section to define another
map

Θl
k,n : SP l

k(n)→ HomSn(S
k(Rn), Sl(Rn)) (23)

this time on the diagram basis of SP l
k(n).

Definition 5.6. We define Θl
k,n(dπ) in the following way.

First change the basis in SP l
k(n) from the diagram basis to

the orbit basis using (21), and then apply Γl
k,n to each of the

orbit basis diagrams that appear in (21) for dπ . We get that
Θl

k,n(dπ) is defined to be

Γl
k,n

(∑
π⪯θ

xθ

)
=

∑
π⪯θ

Γl
k,n(xθ) =

∑
π⪯θ, b(θ)≤n

Xθ (24)

where b(θ) is the number of blocks in θ. Now define

Dπ :=
∑

π⪯θ, b(θ)≤n

Xθ (25)

Clearly, Dπ is an element of HomSn
(Sk(Rn), Sl(Rn)).

Hence we have defined Θl
k,n(dπ) := Dπ. Θl

k,n becomes a
map on SP l

k(n) by extending the definition by linearity to
the entire diagram basis of SP l

k(n). We claim the following.

Theorem 5.7. For all non-negative integers k, l and positive
integers n, the set {Dπ | dπ has at most n blocks} forms a
basis of HomSn

(Sk(Rn), Sl(Rn)). We call this basis the
diagram basis of HomSn

(Sk(Rn), Sl(Rn)). In particular,
the map Θl

k,n is surjective.

Note that whilst Θl
k,n is defined on all diagram basis

elements in SP l
k(n), it is only those that have at most

n blocks whose image under Θl
k,n creates a basis of

HomSn
(Sk(Rn), Sl(Rn)). In particular, we have the fol-

lowing corollary.

Corollary 5.8. The Sn-equivariant weight matrix from
Sk(Rn) to Sl(Rn) is

∑
π λπDπ for weights λπ, where the

sum is over all (k, l)–bipartitions π having at most n blocks.

We would like to be able to calculate the diagram basis
of HomSn

(Sk(Rn), Sl(Rn)) directly from the diagram ba-
sis of SP l

k(n), without having to go via the orbit basis of
SP l

k(n). We claim the following:

Proposition 5.9. The diagram basis element Dπ in
HomSn

(Sk(Rn), Sl(Rn)) that corresponds to a (k, l)–
bipartition diagram dπ having some t ≤ n blocks can be
found as follows: we follow the same steps 1 through 5

6
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21 1
reorder

21 1
and fuse

21

Figure 2. After labelling the central green nodes of a (5, 4)–bipartition diagram with the tuple (1, 2, 1) and reordering the spiders into
ascending numerical order, we fuse together any spiders that are labelled with the same value.

inclusive in the blue-coloured box as before, except in Step
1 we now allow repetitions amongst the elements in each
t-length tuple, and in Step 3, after reordering the spiders,
we fuse together any central green nodes that are labelled
with the same value. See Figure 2 for an example. Adding
together all of the resulting matrix units gives Dπ .

In the orange-coloured box, we provide a general proce-
dure for calculating the Sn-equivariant weight matrix from
Sk(Rn) to Sl(Rn) using the diagram basis of SP l

k(n).
Example 5.10. We return to Example 4.11 and calculate the
S3-equivariant weight matrix from S2(R3) to S1(R3) using
the diagram basis of SP 1

2 (3) instead.

We now consider the (2, 1)–bipartition diagrams having at
most n = 3 blocks:

(26)

As before, the calculations of the corresponding matrices
are given in Example C.2.

Hence, the S3-equivariant weight matrix from S2(R3) to
S1(R3) using the diagram basis is of the form


1,1 1,2 1,3 2,2 2,3 3,3

1 λ1,2,3,4 λ3,4 λ3,4 λ2,4 λ4 λ2,4

2 λ2,4 λ3,4 λ4 λ1,2,3,4 λ3,4 λ2,4

3 λ2,4 λ4 λ3,4 λ2,4 λ3,4 λ1,2,3,4

 (27)

for weights λ1, λ2, λ3, λ4 ∈ R, where λA :=
∑

i∈A λi.
Remark 5.11. In Example C.3 in the Appendix, we show
that we can recover the Deep Sets (Zaheer et al., 2017)
characterisation of any Sn-equivariant weight matrix from
Rn to Rn using the diagram basis of SP 1

1 (n).

6. Embedding into Tensor Power Space
There is a useful way of representing any Sn-equivariant
weight matrix W from Sk(Rn) to Sl(Rn) as a matrix from
(Rn)⊗k to (Rn)⊗l, namely by embedding Sk(Rn) into
(Rn)⊗k and similarly for Sl(Rn). We call the latter matrix

the unrolled Sn-equivariant weight matrix, and the process
of representing the original matrix in this way unrolling.

The (I, J)–entry in the unrolled weight matrix is the same
as the (IπI,l, JπJ,k)–entry in W , where πI,l, πJ,k are any
permutations in Sl and Sk, respectively, that restore ascend-
ing numerical order in I and J , respectively.

This is because the kth symmetric power of Rn can be
thought of as the quotient space of (Rn)⊗k by the ideal
generated by elements of the form x⊗ y − y ⊗ x.

The benefit of unrolling an Sn-equivariant weight matrix to
become a map from (Rn)⊗k to (Rn)⊗l is that we can now
operate on symmetric tensors in (Rn)⊗k whilst retaining
the original properties of the matrix. Going forward, we
now consider any weight matrix to be in its unrolled form.
Example 6.1. Continuing on from Example 4.11, we see
that the unrolled S3-equivariant weight matrix from (R3)⊗2

to R3 is


1,1 1,2 1,3 2,1 2,2 2,3 3,1 3,2 3,3

1 λ1 λ3 λ3 λ3 λ2 λ4 λ3 λ4 λ2

2 λ2 λ3 λ4 λ3 λ1 λ3 λ4 λ3 λ2

3 λ2 λ4 λ3 λ4 λ2 λ3 λ3 λ3 λ1

 (28)

7. Map Label Notation
In practice, when it comes to implementing the transforma-
tion of an input tensor T by an unrolled weight matrix W ,
expressed in tensor form, restrictions on memory make it
impractical for the entire weight matrix to be stored in mem-
ory. Instead we can use what we term map label notation
to describe, for each basis matrix Dπ that appears in W ,
the transformation of an input T into its output Dπ(T ). It
is here where the diagram basis shines over the orbit basis,
in that it is much easier to vectorize the map label for each
diagram basis element, since it includes, as a result of (21),
all labels that come from all of the possible fusings of the
spiders in the bipartition diagram dπ that corresponds to
Dπ . In fact, instead of calculating a separate weight matrix
explicitly for each value of n, when n ≥ l + k, we will see
that a single set of map labels can be used to obtain the trans-
formation for any value of n, and, when n < l+ k, we only
need to retain map labels that come from (k, l)–bipartition
diagrams having at most n blocks. Consequently, the only
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requirements on memory come from needing to store the
input tensor T and the output tensor W (T ) in memory.

Definition 7.1. Let dπ be a (k, l)–bipartition diagram. We
associate to dπ a set of map labels, where each map label
consists of an arrow←, a fixed pattern of indices I on its
left hand side, and, on its right hand side, a formal linear
combination of tuples of indices that are associated with I .

We immediately use each map label for dπ to obtain the
values in Dπ(T ), for unrolled Dπ and input tensor T ∈
(Rn)⊗k, by replacing, in each map label, I by Dπ(T )I and
each tuple J that appears on the right hand side by TJ ,
and treating the result as a map that describes how to find
Dπ(T )I . The resulting transformation map labels coming
from all of the map labels ultimately determine Dπ(T ).

We have provided a full procedure for how to obtain the
map labels and the resulting transformation for any (k, l)–
bipartition diagram dπ and for any value of n in the green-
coloured box. The implementations of Subprocedures I to
V, along with illustrative examples for each, are provided in
Appendix D. We give definitions of the important terms that
appear in the procedure below.

Definition 7.2. Let dπ be a (k, l)–bipartition diagram. A
grouped output for dπ is any tuple of labels that can be
obtained by labelling all the spiders that have output wires,
allowing repeats, sorting the spiders in decreasing order of
output wires, propagating the labels to the ends of the out-
put wires, and reading off the resulting tuple. A partially
labelled diagram of dπ is identical to dπ , except all spiders
that have output wires are assigned a label, allowing repeats.
A fully labelled diagram of dπ is identical to dπ, except
now all spiders are assigned a label, allowing repeats. A
grouped map label is obtained from a fully labelled di-
agram of dπ by propagating the labels to the ends of the
wires, placing the tuple on the output wires to the left of
an arrow

g←− and placing the tuple on the input wires to the
right of the arrow. A left grouped map label is obtained
from a grouped map label by unrolling only the right hand

side of a grouped map label, and replacing
g←− with

lg←−.

Example 7.3. Continuing on from Example 5.10, and con-
sidering once again the (2, 1)–bipartition diagrams having
at most n = 3 blocks given in (26), we show in Example
D.7 that the transformations corresponding to each (2, 1)–
bipartition diagram, for n = 3, are fully determined by the
following transformation map labels — in this case, only
one for each (2, 1)–bipartition diagram:

Dπ1(T )i = Ti,i (29)

Dπ2
(T )i =

3∑
j=1

Tj,j (30)

Figure 3. Data efficiency for the synthetic S12-invariant task. The
shaded regions depict 95% confidence intervals taken over 3 runs.

Dπ3
(T )i =

3∑
j=1

[Ti,j + Tj,i]− Ti,i (31)

Dπ4
(T )i =

3∑
j=1

3∑
k=1

Tj,k (32)

where i ∈ [3].

However, the power of this method lies in the fact that if
n ≥ 3, then we only need to change the value 3 in each sum
to n, and if n = 2, then we remove π4 and change the value
3 in each sum to 2.

8. Numerical Experiments
We demonstrate our characterisation on the following toy
experiments.

S12-Invariant Task: We evaluate our model on a synthetic
S12-invariant task given by the function f(T ) :=

∑12
i,j Ti,j,i,

where T is a 3-order symmetric tensor. We demonstrate the
high data efficiency of our model compared with a standard
MLP for this task, as shown in Figure 3. We attribute this
superior performance to our model’s strong inductive bias.

S8-Equivariant Task: We evaluate our model on a syn-
thetic S8-equivariant task from (R8)⊗3 to R8: namely, to
extract the diagonal from 8× 8× 8 symmetric tensors. We
evaluate our model against a standard MLP and a standard
S8-equivariant model from (R8)⊗3 to R8. We show the Test

8
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Procedure: Generation of the Transformation Map Labels That Describe the Transformation Corresponding
to a (k, l)–Bipartition Diagram of a Symmetric Tensor in (Rn)⊗k to a Symmetric Tensor in (Rn)⊗l.

Input: A (k, l)–bipartition diagram dπ and a value of n.

1. Apply Subprocedure I to obtain all possible grouped outputs for dπ, and for each one, its associated set of
partially labelled diagrams, where only spiders that have output wires are labelled in these diagrams.

2. For each grouped output for dπ:

(a) Apply Subprocedure II to each partially labelled diagram in the grouped output’s associated set. Take the
set union of all fully labelled diagrams that are returned from each call to the subprocedure, giving a set of
fully labelled diagrams that are associated with the grouped output.

(b) Remove all fully labelled diagrams in the set with more than n spiders. If the set becomes empty, delete
the grouped output and proceed to the next iteration of the loop.

(c) Apply Subprocedure III to each fully labelled diagram to convert it into a grouped map label.
(d) For each grouped map label, apply Subprocedure IV to unroll its right hand side, returning a left grouped

map label.
(e) Formally add together the right hand side of the resulting left grouped map labels, creating one left

grouped map label that is associated with the grouped output.
(f) Unroll the left hand side of the left grouped map label according to Subprocedure V to obtain a set of map

labels that are associated with the grouped output.

3. The union of the resulting map label sets from all grouped outputs are the map labels that correspond to the
(k, l)–bipartition diagram dπ .

4. Finally, for each map label in Step 3, convert each index J on the right hand side to be TJ , and convert the
index I on the left hand side to be Dπ(T )I to obtain its corresponding transformation map label.

Output: A set of transformation map labels describing the transformation Dπ of a symmetric tensor T ∈ (Rn)⊗k

to a symmetric tensor Dπ(T ) ∈ (Rn)⊗l for the given value of n, where Dπ corresponds to the (k, l)–bipartition
diagram dπ .

Mean Squared Error (MSE) for each of these models in Ta-
ble 1. Furthermore, Table 2 shows that the network appears
to generalise well to symmetric tensors having different
sizes, even though it was trained on symmetric tensors of a
particular size.

Method Test MSE
MLP 0.6486
PermEquiv 0.0447
SymmPermEquiv 0.0035

Table 1. Diagonal Extraction

n 8 16 32
Test MSE 0.0035 0.0048 0.0088

Table 2. Generalisation

9. Conclusion
We obtained a complete characterisation of permutation
equivariant linear functions between symmetric powers of
Rn using two different bases. This characterisation includes
all scalar-valued and vector-valued permutation equivariant
functions on symmetric tensors in (Rn)⊗k. We introduced
map label notation to address limitations on memory, en-
abling the efficient transformation of input tensors without
explicitly storing large sized weight matrices in memory.
We validated our approach through two toy examples and
demonstrated the potential for transfer learning to symmet-
ric tensors of different sizes.
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Cohen, T., Geiger, M., Köhler, J., and Welling, M. Spher-
ical CNNs. In International Conference on Learning
Representations, 2018.

Deng, C., Litany, O., Duan, Y., Poulenard, A., Tagliasacchi,
A., and Guibas, L. J. Vector Neurons: A General Frame-
work for SO(3)-Equivariant Networks. In Proceedings
of the IEEE/CVF International Conference on Computer
Vision, pp. 12200–12209, 2021.

Esteves, C., Allen-Blanchette, C., Makadia, A., and Dani-
ilidis, K. Learning SO(3) Equivariant Representations
with Spherical CNNs. In Proceedings of the European
Conference on Computer Vision (ECCV), pp. 52–68,
2018.

Esteves, C., Xu, Y., Allen-Blanchette, C., and Daniilidis, K.
Equivariant Multi-View Networks. In Proceedings of the
IEEE/CVF International Conference on Computer Vision
(ICCV), October 2019.

Finzi, M., Stanton, S., Izmailov, P., and Wilson, A. G. Gener-
alizing Convolutional Neural Networks for Equivariance
to Lie Groups on Arbitrary Continuous Data. In Proceed-
ings of the 37th International Conference on Machine
Learning, volume 119 of Proceedings of Machine Learn-
ing Research, pp. 3165–3176. PMLR, 13–18 Jul 2020.

Finzi, M., Welling, M., and Wilson, A. G. A Practical
Method for Constructing Equivariant Multilayer Percep-
trons for Arbitrary Matrix Groups. In Proceedings of the

10



Permutation Equivariant Neural Networks for Symmetric Tensors

38th International Conference on Machine Learning, vol-
ume 139 of Proceedings of Machine Learning Research,
pp. 3318–3328. PMLR, 18–24 Jul 2021.

Fuchs, F. B., Worrall, D. E., Fischer, V., and Welling, M.
SE(3)-transformers: 3D roto-translation equivariant atten-
tion networks. In Proceedings of the 34th International
Conference on Neural Information Processing Systems,
2020.

Gao, L., Du, Y., Li, H., and Lin, G. RotEqNet: Rotation-
equivariant network for fluid systems with symmetric
high-order tensors. Journal of Computational Physics,
461:111205, 2022.

Garanger, K., Kraus, J., and Rimoli, J. J. Symmetry-
enforcing neural networks with applications to consti-
tutive modeling. Extreme Mechanics Letters, 71:102188,
2024.

Georgii, E., Tsuda, K., and Schölkopf, B. Multi-way set
enumeration in weight tensors. Machine Learning, 82:
123–155, 2011.

Ghoshdastidar, D. and Dukkipati, A. Uniform Hypergraph
Partitioning: Provable Tensor Methods and Sampling
Techniques. Journal of Machine Learning Research, 18
(50):1–41, 2017.

Godfrey, C., Rawson, M. G., Brown, D., and Kvinge, H.
Fast computation of permutation equivariant layers with
the partition algebra. In ICLR 2023 Workshop on Physics
for Machine Learning, 2023.

Gong, S., Meng, Q., Zhang, J., Qu, H., Li, C., Qian, S., Du,
W., Ma, Z.-M., and Liu, T.-Y. An Efficient Lorentz Equiv-
ariant Graph Neural Network for Jet Tagging. Journal of
High Energy Physics, 2022(7):1–22, 2022.

Gordon, J., Lopez-Paz, D., Baroni, M., and Bouchacourt,
D. Permutation Equivariant Models for Compositional
Generalization in Language. In International Conference
on Learning Representations, 2020.

Goulart, J. H. M., Couillet, R., and Comon, P. A Random
Matrix Perspective on Random Tensors. Journal of Ma-
chine Learning Research, 23(264):1–36, 2022.

Guha, S. and Guhaniyogi, R. Bayesian Generalized Sparse
Symmetric Tensor-on-Vector Regression. Technometrics,
63(2):160–170, 2020.

Hartford, J. S., Graham, D. R., Leyton-Brown, K., and
Ravanbakhsh, S. Deep Models of Interactions Across
Sets. In Proceedings of the 35th International Conference
on Machine Learning, pp. 1914–1923. PMLR, 2018.

Heilman, A., Schlesinger, C., and Yan, Q. Equivariant
Graph Neural Networks for Prediction of Tensor Material
Properties of Crystals, 2024. arXiv:2406.03563.

Hoogeboom, E., Satorras, V. G., Vignac, C., and Welling,
M. Equivariant Diffusion for Molecule Generation in
3D. In Proceedings of the 39th International Conference
on Machine Learning, volume 162 of Proceedings of
Machine Learning Research, pp. 8867–8887. PMLR, 17–
23 Jul 2022.

Jaffe, A., Weiss, R., Nadler, B., Carmi, S., and Kluger,
Y. Learning Binary Latent Variable Models: A Tensor
Eigenpair Approach. In International Conference on
Machine Learning, pp. 2196–2205. PMLR, 2018.

Kaba, S.-O., Mondal, A. K., Zhang, Y., Bengio, Y., and
Ravanbakhsh, S. Equivariance with Learned Canonical-
ization Functions. In Proceedings of the 40th Interna-
tional Conference on Machine Learning, volume 202 of
Proceedings of Machine Learning Research, pp. 15546–
15566. PMLR, 23–29 Jul 2023.
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A. Supplementary Proofs and Definitions
Proof of Proposition 3.3. Suppose that f is a linear permutation equivariant function on a symmetric tensor T in (Rn)⊗k to
(Rn)⊗l, where l is either 0 or 1.

Then, for all tuples of indices J = (j1, . . . , jk) that index the standard basis eJ ∈ (Rn)⊗k, we can partition these indices
into disjoint sets such that I and J are in the same set if and only if there is a permutation in Sk such that σ(I) = J .

Moreover, for each such set, f must map each element in the set to the same value, by the definition of f . Hence, for each
set, we can select the unique tuple in the set that is in ascending numerical order.

The union of these tuples across all of the sets gives S[n]k, which indexes the standard basis of Sk(Rn), by construction.
Moreover, since l is either 0 or 1, we see that R = S0(Rn) and Rn = S1(Rn), giving the result.

Proof of Lemma 5.5. Let BO := {xπ} be the set of (k, l)–orbit bipartition diagrams and let BD := {dπ} be the set of
(k, l)–bipartition diagrams.

To see why the set BD forms a basis of SP l
k(n), first we form an ordered set of (k, l)–bipartitions by ordering the bipartitions

by the number of blocks that they have from smallest to largest, with any arbitrary ordering allowed for a pair of bipartitions
that have the same number of blocks. Call this set Sl+k.

Then, because the square matrix that maps elements of BD to linear combinations of the set BO — whose rows and columns
are indexed (in order) by the ordered set Sl+k — is unitriangular by (21), it is therefore invertible. Since BO is the generating
basis of SP l

k(n), we get that BD also forms a basis of SP l
k(n), as required.

Proof of Theorem 5.7. Consider the two sets BD := {Dπ} and BO := {Xθ} where each set is over all (k, l)–bipartitions
that have at most n blocks. We see that, by the definition of Dπ in (25), the transition matrix from BD to BO is
unitriangular. As BO forms a basis of HomSn

(Sk(Rn), Sl(Rn)) by Theorem 4.8, this implies that BD is also a basis of
HomSn

(Sk(Rn), Sl(Rn)). Since BD is a basis, where each element in BD is the image under Θl
k,n of a diagram basis

element in SP l
k(n), and Θl

k,n is linear, the surjectivity of Θl
k,n is immediate.

Proof of Proposition 5.9. Suppose that dπ is a diagram basis element in SP l
k(n). Assume that we have placed the indices I

on the top row of dπ and the indices J on the bottom row of dπ .

Consider the following cases.

Case 1: (I, J) does not label the central nodes of dπ consistently.

Then, by (21) and the definition of the partial ordering ⪯ on (k, l)–bipartitions, (I, J) does not label the central nodes of
any of the xθ consistently, since such xθ are formed diagrammatically by fusing together some of the spiders of xπ at the
central nodes. Hence the (I, J)–entry of each Xθ that is the image of xθ under Γl

k,n is 0, and so the (I, J)–entry of Dπ is
also 0, by (25).

Case 2: (I, J) labels the central nodes of dπ consistently.

Then, by (21), we see that (I, J) labels the central nodes of exactly one xθ in (21) consistently and distinctly. Indeed, this
xθ is obtained by fusing together the central nodes of all of the spiders of the labelled diagram xπ whose labels are the same.
Hence the (I, J)–entry for Xθ that is the image of this xθ under Γl

k,n is 1, and is 0 for the images of all of the other orbit
basis diagrams in (21) that are not xθ. Hence the (I, J)–entry of Dπ is 1, by (25).

B. How to Generate All (k, l)–Bipartition Diagrams Having at Most n Blocks.
In Theorem 4.8 and Theorem 5.7, we constructed two different bases for HomSn

(Sk(Rn), Sl(Rn)) using the set of all
(k, l)–bipartitions having at most n blocks. However, we have yet to outline a method for how to generate all of these
bipartitions. To the best of our knowledge, there have only been a few studies on (k, l)–bipartitions restricted to a certain
number of blocks (Wright, 1964; Landman et al., 1992; Kim & Hahn, 1997). In particular, no-one has given an explicit
procedure for generating all (k, l)–bipartitions having at most n blocks: at best, Kim & Hahn (1997) suggest that one
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A General Procedure for Calculating the Sn-Equivariant Weight Matrix from Sk(Rn) to Sl(Rn) using the
Orbit Basis of SP l

k(n).

Perform the following steps:

1. Calculate all of the (k, l)–bipartitions π that have at most n blocks, and express each (k, l)–bipartition π as a
(k, l)–orbit bipartition diagram xπ in SP l

k(n).

2. Then, if t is the number of blocks in π, form all possible t-length tuples with elements in [n], not allowing for
repetitions amongst the elements.

3. For each t-length tuple, label the central green nodes in xπ from left to right with the elements of the tuple.
Reorder the spiders in xπ such that they are in increasing order from left to right. Then, for each spider,
propagate the block label to the end of each wire. We obtain the matrix unit EI,J from this diagram by setting
I to be the labels in the top row and J to be the labels in the bottom row.

4. Since each tuple corresponds to a matrix unit, add together all of the resulting matrix units from all of the tuples
to obtain the basis matrix Xπ that is associated with xπ. Attach a weight λπ ∈ R to each matrix Xπ. Finally,
calculate

∑
λπXπ to give the overall weight matrix.

can obtain them from the set of all (k + l, 0)–bipartitions having at most n blocks, but they do not explain how to do this
explicitly.

In the green- and orange-coloured boxes below, we present a procedure for generating these bipartitions, notably without
creating any duplicates. While the procedure is described for (k, l)–bipartition diagrams, it applies equally to (k, l)–orbit
bipartition diagrams. Only the choice of diagram that is specified in Step 6 of the green-coloured box changes.

To explain why this procedure works, we need to introduce some definitions.
Definition B.1. An integer partition λ of m is defined to be a tuple (λ1, λ2, . . . , λt) of positive integers λi such that∑t

i=1 λi = m and λ1 ≥ λ2 ≥ . . . ≥ λp > 0. We say that λ consists of t parts, and we define its length to be t.

We often extend the tuple of any integer partition λ of m that has some t < n parts to have exactly n parts by appending n− t
zeros to λ. Hence λ = (λ1, λ2, . . . , λn) of non-negative integers λi such that

∑n
i=1 λi = m and λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0.

Example B.2. We see that λ = (4, 2, 2) is an integer partition of 8 into exactly 3 parts. If n = 5, then we write λ as
(4, 2, 2, 0, 0) instead.

Integer partitions must be written in non-decreasing order. The following definition relaxes this requirement.
Definition B.3. A weak composition µ of m into n parts is an n-length tuple (µ1, µ2, . . . , µn) of non-negative integers µi

such that
∑m

i=1 µi = m.

We say that a weak composition µ is in partition order if it is also an integer partition.
Example B.4. (2, 0, 4, 0, 2) is a weak composition of 8. It is not in partition order. However, sorting these entries into
non-decreasing order, (4, 2, 2, 0, 0), gives a weak composition of 8 that is in partition order.
Definition B.5. We can represent integer partitions and weak compositions as Young diagrams. For each tuple
(a1, a2, . . . , an), we create a diagram consisting of n rows, where row i consists of ai boxes (by convention, the row
number increases downwards).

Note that if ai is 0 for some i, we leave a row’s worth of space for it and move onto the next value in the tuple.
Example B.6. We represent the integer partition (4, 2, 2, 0, 0) and the weak composition (2, 0, 4, 0, 2) as Young diagrams:

(33)
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Definition B.7. Let λ be an integer partition of q having exactly n parts, where we allow zero entry parts. Let µ be a weak
composition of m into n parts. We say that µ fits inside λ if λi ≥ µi for all i ∈ [n].

We can see this diagrammatically by considering the Young diagrams for each of λ and µ: if we can shade µ in λ without
going outside the boundary of λ, then µ fits inside λ, otherwise it does not.
Example B.8. If λ is the integer partition (6, 4, 4, 2, 0, 0) and µ is the weak composition (2, 3, 0, 2, 0, 0), then we see that µ
fits inside λ:

(34)

However, the weak composition (3, 5, 3, 2, 0, 1) does not fit inside λ, as indicated by the red boxes in the diagram below,
which fall outside the boundary of λ:

(35)

The key insight behind why our procedure generates all (k, l)–bipartition diagrams having at most n blocks can be stated
as follows: every integer partition of k + l having exactly n parts (allowing for zero element parts) can be expressed as a
(k + l, 0)–bipartition, and every (k, l)–bipartition having some t ∈ [n] blocks must come from a integer partition of k + l
having exactly t parts. In particular, we can then represent each (k + l, 0)–bipartition as a (k + l, 0)–bipartition diagram (or
as a (k + l, 0)–orbit bipartition diagram).

Indeed, if λ = (λ1, λ2, . . . , λn) is an integer partition of k + l having exactly n parts, with zero element parts allowed, then,
by first removing all zero element parts to give the integer partition λ = (λ1, λ2, . . . , λt) of k + l for some t ∈ [n] such that
λi is positive for all i ∈ [t], we obtain the (k + l, 0)–bipartition λ = {[λ1, 0], [λ2, 0], . . . , [λt, 0]} having precisely t blocks.
(Remark: we remove all zero element parts in λ first since the definition of a bipartition does not allow parts [xi, yi] where
xi = 0 = yi.) We can then represent the (k + l, 0)–bipartition λ as a one-row (k + l, 0)–bipartition diagram

. . . . . . . . .

. . .

λ1 λ2 λt

(36)

or with open green circles for a (k + l, 0)–orbit bipartition diagram. We retain the order of the integer partition in the
diagram; that is, the number of legs is decreasing from left to right in each spider.

To see why every (k, l)–bipartition having t blocks must come from a integer partition of k + l having exactly t parts, let
π = {[x1, y1], [x2, y2], . . . , [xt, yt]} be a (k, l)–bipartition having t blocks. We form a (k + l, 0)–bipartition by subtracting,
for each part i, yi from the second element of the bracket and then adding it to the first element of the bracket. This gives the
(k + l, 0)–bipartition {[x1 + y1, 0], [x2 + y2, 0], . . . , [xt + yt, 0]}. Without loss of generality, we can assume that the parts
in this (k+ l, 0)–bipartition have been reordered in decreasing size order from left to right. Hence, this (k+ l, 0)–bipartition
is precisely the integer partition (x1 + y1, x2 + y2, . . . , xt + yt) of k + l into exactly t parts.

Hence, to generate all (k, l)–bipartitions having at most n blocks, we first need to generate all integer partitions of k+l having
exactly n parts, with zero element parts allowed, and express them as (k + l, 0)–bipartitions (or as bipartition diagrams).
We then need to work out how to create all possible (k, l)–bipartitions (or diagrams) from each such (k + l, 0)–bipartition
(diagram), which is the reverse procedure of the process described in the previous paragraph.

We see that, for a given (k + l, 0)–bipartition diagram having t blocks, where t ∈ [n], to obtain a (k, l)–bipartition diagram,
we need to turn l legs up across all of the t spiders. This is the same as creating a weak composition µ of l into exactly n
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parts, where we set the last n− t parts in µ to 0. Hence, calculating all weak compositions of l into exactly n parts will
be enough to determine all of the (k, l)–bipartition diagrams from a given (k + l, 0)–bipartition diagram having at most n
blocks.

In effect, this produces a matrix where the integer partitions λ of k + l into exactly n parts, with zero element parts allowed,
index the rows, and the weak compositions µ of l into exactly n parts index the columns. We then need to see, for each
(λ, µ) pair, whether the elements of µ are a well-fitting combination for turning up the legs of λ. We call such a pair valid.
A simple way to determine if each (λ, µ) pair is valid is to see whether µ fits inside λ. If it does, then the pair is valid,
otherwise it is not. Then, for each valid pair (λ, µ), we can create a (k, l)–bipartition diagram by turning up µi legs in each
spider i of λ, viewed as a (k + l, 0)–bipartition diagram.

Hence, if µ = (µ1, µ2, . . . , µt, 0, . . . , 0) is a weak composition of l into exactly n parts such that (λ, µ) is a valid pair,
where λ is the (k + l, 0)–bipartition diagram given in (36), then, for each spider i in (36), we can turn up µi legs to obtain
the (k, l)–bipartition diagram

. . .

. . .

λ1 − µ1 λ2 − µ2 λt − µt

. . .

. . . . . .

. . .

. . .

µ1 µ2 µt

(37)

At this stage, this would be enough to generate all (k, l)–bipartition diagrams having at most n blocks. However, this
procedure in its current state would create potentially multiple duplicate (k, l)–bipartition diagrams from any (k + l, 0)–
bipartition diagram where spiders have the same number of legs; that is, this procedure will overgenerate the (k, l)–bipartition
diagrams having at most n blocks that we need. Indeed, if block i and block j have the same number of legs, that is, λi = λj ,
then, if µ1 is the weak composition with entry µi in position i and entry µj in position j such that (λ, µ1) is valid, and µ2

is the weak composition with entry µj in position i and entry µi in position j such that (λ, µ2) is valid, with the entries
of µ1 and µ2 being equal at all other indices in the tuples, we see that using µ1 to turn up the legs of λ gives the same
(k, l)–bipartition diagram as using µ2 to turn up the legs of λ, even though the spiders might be in a different order.

Hence, we can improve this procedure so that only the exact number of (k, l)–bipartition diagrams having at most n blocks
are generated, in the following way: after the matrix that is indexed by (λ, µ) pairings is created, perform what we have
termed the (λ, µ) Duplication Test to eliminate all pairings that fail the test first before checking the rest for validity.

The (λ, µ) Duplication Test does the following: to avoid duplicating (k, l)–bipartition diagrams from a given (k + l, 0)–
bipartition diagram λ, for spiders whose legs have the same size, we only need to turn up the legs on these spiders in
decreasing order, since any other order will produce duplicate diagrams. That is, in the subtuple of a weak composition
formed by taking those elements of the weak composition at the same indices as the blocks of the spiders, we only need to
consider the subtuple that is in partition order. Hence we can set any (λ, µ) pairing that fails this Duplication Test to be
invalid.

We can also speed up the process of determining whether a (λ, µ) pair is valid or not as follows. Suppose that λ has non-zero
entries only in its first t parts. If µ contains a non-zero entry in any index from t+ 1 to n, then this pair is automatically
invalid. Hence, for a given λ having non-zero entries only in its first t parts, we only need to consider the validity of (λ, µ)
pairings where µ is of the form µ = (µ1, µ2, . . . , µt, 0, . . . , 0), with the µi being non-negative integers. We perform this
before the (λ, µ) Duplication Test.

There is one further optimisation that we can make to the entire procedure. As it stands, we chose to turn l legs up in a
(k + l, 0)–bipartition diagram and found all possible ways of doing this by considering weak combinations of l into exactly
n parts. In fact, we could choose instead to not turn up k legs in total, which would be the same as considering all weak
combinations of k into exactly n parts. As the number of weak combinations of a number m into n parts increases as m
increases, by considering the sizes of k and l, we can reduce the number of weak combinations that we need to consider for
each (k + l, 0)–bipartition diagram by choosing the smaller value between k and l.
Example B.9. Suppose that we would like to find all (3, 2)–bipartition diagrams having at most 3 blocks. We follow the
procedure that is given in the green- and orange-coloured boxes below.
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Procedure: How to Generate All (k, l)–Bipartition Diagrams Having at Most n Blocks.

1. Calculate all integer partitions λ of k + l into at most n parts, and express each integer partition as an n-length
tuple whose elements are in decreasing order, allowing zero element parts.

2. Choose the smaller value between k and l. Let m = min(k, l). Calculate all weak compositions µ of m into
exactly n parts.

3. Create a matrix where the integer partitions λ index the rows and the weak compositions µ index the columns.

4. Put 0 in any (λ, µ)–entry where µ has a non-zero entry in any index that is greater than the number of parts in
λ.

5. Now consider only those λ that have parts that are equal. For each such λ, put 0 in each remaining (λ, µ)–entry
that fails the (λ, µ) Duplication Test.

6. For each remaining (λ, µ)–entry, determine whether µ fits inside λ, viewing each as a Young diagram. If it
does, put 1 in that entry, and call the pair (λ, µ) valid. Otherwise, put 0 in that entry.

7. For each valid (λ, µ) pair, remove all zero element parts of λ and express it as a (k + l, 0)–bipartition diagram.
Hence, each block i in λ is a spider that corresponds to the pair [λi, 0], viewing λ as a (k + l, 0)–bipartition.
Then:

• If m = l, then, for each block i in λ, turn µi legs up to the top row.
• Otherwise (m = k), for each block i in λ, turn λi − µi legs up to the top row.

Note that this procedure also works for generating (k, l)–orbit bipartition diagrams; simply express each λ in Step 6
as a (k, l)–orbit bipartition diagram instead.

Procedure: The (λ, µ) Duplication Test.

1. Suppose that λ has t non-zero parts, where t ∈ [n]. Partition [t] into blocks, where two elements i, j are in the
same block if and only if λi = λj .

2. For each block in the partition whose size is greater than 1, create a subtuple from µ by only considering those
elements in µ that are indexed by the elements of the block.

3. Consider each subtuple in turn, If a subtuple is not in partition order, then we say that (λ, µ) has failed the
duplication test.

4. Otherwise, we say that (λ, µ) has passed the duplication test.

Step 1: We calculate all integer partitions λ of 3 + 2 = 5 into at most n = 3 parts, and express each as a 3-length tuple
whose elements are in decreasing order, allowing zero element parts.

They are: (5, 0, 0), (4, 1, 0), (3, 2, 0), (3, 1, 1), and (2, 2, 1).

Step 2: As l = 2 < 3 = k, we calculate all weak compositions µ of m = min(3, 2) = 2 into exactly n = 3 parts.

They are: (2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), and (0, 1, 1).

Steps 3, 4 and 5: We create a matrix where the integer partitions λ index the rows and the weak compositions µ index the
columns. We put 0 in any (λ, µ)–entry where µ has a non-zero entry in any index that is greater than the number of parts in
λ. We then look to find any remaining (λ, µ)–entries that fail the Duplication Test. For this test, we only need to consider
those λ that have repeating parts: they are (3, 1, 1) and (2, 2, 1).
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Consider λ = (3, 1, 1) and µ = (1, 0, 1). We form the partition {1 | 2, 3} of [3] from λ, and form the subtuple (0, 1) of µ
from the only block in the partition of size greater than 1. As this subtuple is not in partition order, we see that this pair
(λ, µ) has failed the Duplication Test.

Likewise, consider λ = (2, 2, 1) and µ = (0, 1, 1). We form the partition {1, 2 | 3} of [3] from λ, and form the subtuple
(0, 1) of µ from the only block in the partition of size greater than 1. As this subtuple is not in partition order, we see that
this pair (λ, µ) has failed the Duplication Test.

For these two pairs, we put 0 in the (λ, µ)–entry of the matrix. All other pairs pass the Duplication Test.

Step 6: For each remaining (λ, µ)–entry, we determine whether µ fits inside λ, viewing each as a Young diagram.

At the end of this step, we see that the matrix contains the following entries:



(2,0,0) (0,2,0) (0,0,2) (1,1,0) (1,0,1) (0,1,1)

(5,0,0) 1 0 0 0 0 0

(4,1,0) 1 0 0 1 0 0

(3,2,0) 1 1 0 1 0 0

(3,1,1) 1 0 0 1 0 1

(2,2,1) 1 1 0 1 1 0


(38)

At this point, we can see that p3(3, 2) = 13.

Step 7: We form the (3, 2)–bipartition diagram that is associated with each valid (λ, µ) pair.

They are:



(2,0,0) (0,2,0) (0,0,2) (1,1,0) (1,0,1) (0,1,1)

(5,0,0) 0 0 0 0 0

(4,1,0) 0 0 0 0

(3,2,0) 0 0 0

(3,1,1) 0 0 0

(2,2,1) 0 0



(39)

To finish this section, we note that there exists a more generic partition function, p(k, l), which counts the number of possible
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(k, l)–bipartitions without any restriction on the number of blocks. In particular, the sequence p(k, k) (i.e k = l) is the
OEIS sequence A002774. Bipartitions without any restriction on the number of blocks have been studied in many prior
works (MacMahon, 1893; 1896; Mathews, 1896; MacMahon, 1899; 1918; Auluck, 1953; Nanda, 1957; Wright, 1957;
1958; Carlitz, 1963; Carlitz & Roselle, 1966; Andrews, 1977; 1998). It is fair to say that most of these authors, with the
exception of MacMahon and Mathews, primarily focused on determining either generating functions or asymptotic formulas
for p(k, l).

We see from our analysis that p(k, l) is equal to pk+l(k, l), the number of (k, l)–bipartitions having at most k + l parts. We
give the value of p(k, l) up to k = l = 5 in Table 3. Note that p(k, l) is symmetric in k and l, and that p(k, 0) = p(0, k) is
precisely the number of integer partitions of k (into at most k parts).

Table 3. The number of (k, l)–bipartitions: p(k, l)

0 1 2 3 4 5

0 1 1 2 3 5 7

1 1 2 4 7 12 19

2 2 4 9 16 29 47

3 3 7 16 31 57 97

4 5 12 29 57 109 189

5 7 19 47 97 189 339

k
l

(40)

C. Supplementary Weight Matrix Calculations
Example C.1 (Calculations for Example 4.11). Recall that we would like to find the S3-equivariant weight matrix from
S2(R3) to S1(R3) = R3 using the orbit basis of SP 1

2 (3).

We need to consider the (2, 1)–orbit bipartition diagrams having at most n = 3 blocks. They are

(41)

For example, for the second diagram which has two blocks, we see that, since n = 3, there are only six possible 2-length
tuples having distinct elements in [3]:

(1, 2); (1, 3); (2, 1); (2, 3); (3, 1); (3, 2) (42)

Assigning these tuples to the central green nodes of the diagram and reordering the spiders where appropriate gives

1 2 1 3 21 2 3 31 32 (43)

By propagating the central values to the ends of the wires in each diagram, then reading the I tuple off the top row and the J
tuple off the bottom row to form the matrix unit EI,J for each diagram, and then adding these matrix units together gives
the following orbit basis matrix Xπ corresponding to the second diagram in (41):
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1,1 1,2 1,3 2,2 2,3 3,3

1 0 0 0 1 0 1
2 1 0 0 0 0 1
3 1 0 0 1 0 0

 (44)

Hence, in full, from left to right, the four diagrams in (41) correspond to the following basis matrices Xπ of size 3× 6:


1,1 1,2 1,3 2,2 2,3 3,3

1 1 0 0 0 0 0
2 0 0 0 1 0 0
3 0 0 0 0 0 1

 ;


1,1 1,2 1,3 2,2 2,3 3,3

1 0 0 0 1 0 1
2 1 0 0 0 0 1
3 1 0 0 1 0 0

 (45)


1,1 1,2 1,3 2,2 2,3 3,3

1 0 1 1 0 0 0
2 0 1 0 0 1 0
3 0 0 1 0 1 0

 ;


1,1 1,2 1,3 2,2 2,3 3,3

1 0 0 0 0 1 0
2 0 0 1 0 0 0
3 0 1 0 0 0 0

 (46)

Hence, the S3-equivariant weight matrix from S2(R3) to S1(R3) using the orbit basis of SP 1
2 (3) is of the form


1,1 1,2 1,3 2,2 2,3 3,3

1 λ1 λ3 λ3 λ2 λ4 λ2

2 λ2 λ3 λ4 λ1 λ3 λ2

3 λ2 λ4 λ3 λ2 λ3 λ1

 (47)

for weights λ1, λ2, λ3, λ4 ∈ R.
Example C.2 (Calculations for Example 5.10). Recall that we would like to find the S3-equivariant weight matrix from
S2(R3) to S1(R3) = R3 using the diagram basis of SP 1

2 (3) instead.

We need to consider the (2, 1)–bipartition diagrams having at most n = 3 blocks. They are

(48)

For example, for the third diagram which has two blocks, we see that, since n = 3, there are now nine possible 2-length
tuples whose elements are in [3], since the elements in each tuple no longer need to be distinct:

(1, 1); (1, 2); (1, 3); (2, 1); (2, 2); (2, 3); (3, 1); (3, 2); (3, 3) (49)

Assigning these tuples to the central green nodes of the diagram, reordering the spiders where appropriate, and fusing
together any spiders whose central green nodes are labelled with the same value gives

1 2 1 3 21 21 2 3 (50)

and

2 3 31 3 (51)

By propagating the central values to the ends of the wires in each diagram, then reading the I tuple off the top row and the J
tuple off the bottom row to form the matrix unit EI,J for each diagram, and then adding these matrix units together gives
the following diagram basis matrix Dπ corresponding to the third diagram in (48):
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1,1 1,2 1,3 2,2 2,3 3,3

1 1 1 1 0 0 0
2 0 1 0 1 1 0
3 0 0 1 0 1 1

 (52)

Hence, in full, from left to right, the four diagrams in (41) correspond to the following basis matrices Dπ of size 3× 6:


1,1 1,2 1,3 2,2 2,3 3,3

1 1 0 0 0 0 0
2 0 0 0 1 0 0
3 0 0 0 0 0 1

 ;


1,1 1,2 1,3 2,2 2,3 3,3

1 1 0 0 1 0 1
2 1 0 0 1 0 1
3 1 0 0 1 0 1

 (53)


1,1 1,2 1,3 2,2 2,3 3,3

1 1 1 1 0 0 0
2 0 1 0 1 1 0
3 0 0 1 0 1 1

 ;


1,1 1,2 1,3 2,2 2,3 3,3

1 1 1 1 1 1 1
2 1 1 1 1 1 1
3 1 1 1 1 1 1

 (54)

Hence, the S3-equivariant weight matrix from S2(R3) to S1(R3) using the diagram basis of SP 1
2 (3) is of the form


1,1 1,2 1,3 2,2 2,3 3,3

1 λ1,2,3,4 λ3,4 λ3,4 λ2,4 λ4 λ2,4

2 λ2,4 λ3,4 λ4 λ1,2,3,4 λ3,4 λ2,4

3 λ2,4 λ4 λ3,4 λ2,4 λ3,4 λ1,2,3,4

 (55)

for weights λ1, λ2, λ3, λ4 ∈ R, where λA :=
∑

i∈A λi.
Example C.3 (Deep Sets Sn-Equivariant Weight Matrix from Rn to Rn). To find the Deep Sets Sn-equivariant weight
matrix from from Rn to Rn, we need to find the diagram basis of HomSn

(S1(Rn), S1(Rn)) from the diagram basis of
SP 1

1 (n), since S1(Rn) = Rn.

We need to consider all (1, 1)–bipartition diagrams having at most n blocks. Assuming that n > 1, they are

(56)

For the first diagram, the only valid 1-length tuples are the elements of [n]. Hence, the matrix that corresponds to this
(1, 1)–bipartition diagram is the n× n identity matrix. For the second diagram, all possible 2-length tuples with elements
from [n] are valid, since the elements in each tuple do not need to be distinct. Hence, the matrix that corresponds to this
(1, 1)–bipartition diagram is the n× n all ones matrix.

Hence, the (i, j)–entry of the Sn-equivariant weight matrix from Rn to Rn is λ1 + λ2 if i = j, and is λ2 if i ̸= j, for
weights λ1, λ2 ∈ R. This is precisely the Deep Sets characterisation given in Zaheer et al. (2017).

D. Map Label Implementation and Examples
At the end of the paper, we present complete implementations of the five subprocedures (I to V) that appear in the procedure
for generating the transformation map labels that correspond to a (k, l)–bipartition diagram for a given value of n. We
provide illustrative examples of each of the subprocedures below.
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D.1. Subprocedure I

Example D.1. Consider the (3, 2)–bipartition diagram dπ given by

(57)

We follow Subprocedure I to obtain all possible grouped outputs for dπ and, for each one, its associated set of partially
labelled diagrams. (In this case, the resulting diagrams will also be fully labelled, that is, there would be no need to apply
Subprocedure II to the outcome).

Step 1: We sort the spiders in decreasing order of output wires, breaking ties by sorting them in decreasing order of input
wires. This gives

(58)

Step 2: We partition the spiders into groupings where spiders are in the same grouping if and only if they have the same
number of output wires. Labelling each spider with Ox, where x denotes the number of output wires that the spider has, we
see that, for the diagram given in (58), the partition π is {O1, O1}, which consists of only one grouping, πB = {O1, O1}.

Step 3: For πB , we form a new partition of the spiders such that spiders are in the same grouping in the new partition πB,I

if and only if they have the same number of input wires. Labelling each spider in πB with Ix, where x denotes the number
of input wires that the spider has, we see that πB,I is {I2 | I1}.

Step 4: We calculate all integer partitions of t, where t is the number of spiders in dπ that have output wires. Here t = 2,
since both spiders in (58) have output wires. The integer partitions of 2 are 1 + 1 and 2 only.

Step 5: Consider each integer partition λ in turn.

a): For λ = 1 + 1, we form the multiset {i, j} and compute all partitions of this multiset that correspond to the original
partition structure of π, modulo isomorphism. There is only one non-isomorphic partition of the multiset, namely L = {i, j}
itself, which has only one grouping, LB = {i, j}.

We now compute all partitions of the grouping LB that correspond to the partition structure of πB,I . This gives {i | j} and
{j | i}, which we convert into ordered tuples, that is, TL,B = {(i, j), (j, i)}.

Since L had only one grouping, we see that T1+1,L = {(i, j), (j, i)}. Hence the set D1+1,L consists only of the following
two diagrams

ji and ij (59)

where, in each diagram, we are unable to merge any spiders. Hence R1+1,L = ∅, and so P1+1,L = D1+1,L.

Moreover, since there was only one non-isomorphic partition of the multiset {i, j}, we see that P1+1 = P1+1,L.

b): For λ = 2, we form the multiset {i, i} and compute all partitions of this multiset that correspond to the original partition
structure of π, modulo isomorphism. There is only one non-isomorphic partition of the multiset, namely L = {i, i} itself,
which has only one grouping, LB = {i, i}.

We now compute all partitions of the grouping LB that correspond to the partition structure of πB,I . This gives {i | i} only,
which we convert into an ordered tuple, that is, TL,B = {(i, i)}.

Since L had only one grouping, we see that T2,L = {(i, i)}. Hence the set D2,L consists only of the following diagram

ii (60)
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We merge spiders that are labelled with the same label to form:

i (61)

It is clear that, despite the new grouping, no new partially labelled diagrams can appear from (61), and so we get that
R2,L = ∅. Hence P2,L = D2,L.

Moreover, since there was only one non-isomorphic partition of the multiset {i, i}, we see that P2 = P2,L.

Step 6: We now take the set union of Pλ over all integer partitions λ of t = 2, and call the new set P . Hence P has three
elements, namely the two diagrams given in (59) and the one diagram given in (61). By reordering the labelled spiders in
lexicographical order, and partitioning P into subsets such that diagrams are in the same subset if and only if their tuples of
output labels are the same, we obtain the following two sets as output of Subprocedure I for the (3, 2)–bipartition diagram
dπ:

(i, j) =

 ji , i j

 and (i, i) =

 i

 (62)

Example D.2. Consider instead the (1, 4)–bipartition diagram dπ given by

(63)

We follow Subprocedure I to obtain all possible grouped outputs for dπ and, for each one, its associated set of partially
labelled diagrams. (Once again, the resulting diagrams will also be fully labelled, that is, there would be no need to apply
Subprocedure II to the outcome).

Step 1: We sort the spiders in decreasing order of output wires, breaking ties by sorting them in decreasing order of input
wires. We see that the spiders in (63) are already sorted.

Step 2: We partition the spiders into groupings where spiders are in the same grouping if and only if they have the same
number of output wires. Labelling each spider with Ox, where x denotes the number of output wires that the spider has, we
see that, for the diagram given in (63), the partition π is {O2 | O1, O1}, which consists of two groupings, πB1 = {O2} and
πB2

= {O1, O1}.

Step 3: For each grouping πBi , we form a new partition of the spiders such that spiders are in the same grouping in the
new partition πBi,I if and only if they have the same number of input wires. Labelling each spider in πBi

with Ix, where x
denotes the number of input wires that the spider has, we see that πB1,I = {I1} and πB2,I = {I0, I0}.

Step 4: We calculate all integer partitions of t, where t is the number of spiders in dπ that have output wires. Here t = 3,
since all three spiders in (63) have output wires. The integer partitions of 3 are 1 + 1 + 1, 2 + 1 and 3.

Step 5: Consider each integer partition λ in turn.

a): For λ = 1 + 1 + 1, we form the multiset {i, j, k} and compute all partitions of this multiset that correspond to the
original partition structure of π, modulo isomorphism. Despite there being three partitions, namely {i | j, k}, {j | i, k}, and
{k | i, j}, all three are equivalent under a relabelling of the labels. Hence, there is only one non-isomorphic partition of the
multiset, namely L = {i | j, k}, which has two groupings: LB1

= {i} and LB2
= {j, k}.

For each grouping LBi , we now compute all partitions of the grouping LBi that correspond to the partition structure of
πBi,I . For LB1

, this gives {i} only, and for LB2
, this gives {j, k} only. Converting these into ordered tuples, we get that

TL,B1
= {(i)} and TL,B2

= {(j, k)}. Hence T1+1+1,L is {(i, j, k)}. Consequently, the set D1+1+1,L consists only of the
diagram

i j k (64)
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Since we are unable to merge any spiders, we have that R1+1+1,L = ∅, and so P1+1+1,L = D1+1+1,L.

Moreover, since there was only one non-isomorphic partition of the multiset {i, j, k}, we see that P1+1+1 = P1+1+1,L.

b): For λ = 2 + 1, we form the multiset {i, i, j} and compute all partitions of this multiset that correspond to the
original partition structure of π, modulo isomorphism. There are two non-isomorphic partitions of the multiset, namely
L1 = {i | i, j} and L2 = {j | i, i}. L1 has two groupings, L1

B1
= {i} and L1

B2
= {i, j}, and L2 has two groupings,

L2
B1

= {j} and L2
B2

= {i, i}.

i): Consider L1. For each grouping L1
Bi

, we now compute all partitions of the grouping L1
Bi

that correspond to the partition
structure of πBi,I . For L1

B1
, this gives {i} only, and for L1

B2
, this gives {i, j} only. Converting these into ordered tuples, we

get that TL1,B1
= {(i)} and TL1,B2

= {(i, j)}. Hence T2+1,L1 is {(i, i, j)}. Consequently, the set D2+1,L1 consists only
of the diagram

i i j (65)

Merging spiders that are labelled with the same label gives

i j (66)

It is clear that, despite the new grouping, no new partially labelled diagrams can appear from (66), since there is only
one spider with three output wires and one spider with one output wire. Hence, we get that R2+1,L1 = ∅, and so
P2+1,L1 = D2+1,L1 .

ii): Now consider L2. For each grouping L2
Bi

, we now compute all partitions of the grouping L2
Bi

that correspond to the
partition structure of πBi,I . For L2

B1
, this gives {j} only, and for L2

B2
, this gives {i, i} only. Converting these into ordered

tuples, we get that TL2,B1
= {(j)} and TL2,B2

= {(i, i)}. Hence T2+1,L2 is {(j, i, i)}. Consequently, the set D2+1,L2

consists only of the diagram

j i i (67)

Merging spiders that are labelled with the same label gives

j i (68)

However, this time, with the new grouping, we will form new partially labelled diagrams from (68). Let the newly merged
bipartition diagram in (68) be dθ. We retain but ignore its labels for now. We see that dθ is already sorted in decreasing order
on output wires, with ties broken by input wires, and so we partition the spiders into groupings based on their output wires.
Hence θ = {O2, O2}. Moreover, for the single individual grouping in θ, θB , we form a new partition of θB such that spiders
are in the same grouping if and only if they have the same number of input wires. Hence we have that θB,I = {I1 | I0}.
Removing the labels from θ, we obtain a partition of labels L̃ into individual groupings L̃B . Hence L̃B = {j, i}. We
now compute all partitions of L̃B that correspond to the partition structure of θB,I . This gives {j | i} and {i | j}, which
we convert into ordered tuples. Hence TL̃,B = {(j, i), (i, j)}, and since there is only one grouping in L̃, we have that
T1+1,L̃ = {(j, i), (i, j)}. Creating a copy of (68) without its labels for each element l of T1+1,L̃, we label it with l. This
gives back (68) and a new diagram

i j (69)

both of which we add to R2+1,L2 .

Taking the set union of D2+1,L2 and R2+1,L2 gives P2+1,L2 , which in this case is equal to R2+1,L2 .
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As there were two non-isomorphic partitions of the multiset {i, i, j}, we see that P2+1 = P2+1,L1 ∪ P2+1,L2 .

c): For λ = 3, we form the multiset {i, i, i} and compute all partitions of this multiset that correspond to the original
partition structure of π, modulo isomorphism. Hence, there is only one non-isomorphic partition of the multiset, namely
L = {i | i, i}, which has two groupings: LB1

= {i} and LB2
= {i, i}.

For each grouping LBi
, we now compute all partitions of the grouping LBi

that correspond to the partition structure of
πBi,I . For LB1

, this gives {i} only, and for LB2
, this gives {i, i} only. Converting these into ordered tuples, we get that

TL,B1 = {(i)} and TL,B2 = {(i, i)}. Hence T3,L is {(i, i, i)}. Consequently, the set D3,L consists only of the diagram

i i i (70)

Merging spiders that are labelled with the same label gives

i (71)

It is clear that, despite the new grouping, no new partially labelled diagrams can appear from (71), since there is only one
spider with four output wires. Hence, we get that R3,L = ∅, and so P3,L = D3,L.

Moreover, since there was only one non-isomorphic partition of the multiset {i, i, i}, we see that P3 = P3,L.

Step 6: We now take the set union of Pλ over all integer partitions λ of t = 3, and call the new set P . Hence P has five
elements, namely the diagrams given in (64), (66), (68), (69), and (71). By reordering the labelled spiders in lexicographical
order, and partitioning P into subsets such that diagrams are in the same subset if and only if their tuples of output labels are
the same, we obtain the following four sets as output of Subprocedure I for the (1, 4)–bipartition diagram dπ:

(i, i, j, k) =

 i j k

 (72)

(i, i, i, j) =

 i j

 (73)

(i, i, j, j) =

 i j , ji

 (74)

(i, i, i, i) =

 i

 (75)

D.2. Subprocedure II

Example D.3. Consider the partially labelled diagram for the grouped output (i, i, j) of the (4, 3)–bipartition diagram dπ

i j (76)

We follow Subprocedure II to obtain all possible fully labelled diagrams for this particular partially labelled diagram.
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Step 1: We see that the partially labelled diagram has t = 2 labelled spiders, and also s = 3 spiders with no label. Hence
LX , the set of fixed labels, is {i, j}.

Step 2: We see that the unlabelled spiders in (76) are already sorted in decreasing order of input wires.

Step 3: We partition the sorted unlabelled spiders into groupings where spiders are in the same grouping if and only if they
have the same number of input wires. We see that π = {I2 | I1, I1}, which has two individual groupings πB1

= {I2} and
πB2

= {I1, I1}.

Step 4: We consider all possible ways of labelling the unlabelled spiders, where k of them are fixed and the remaining s− k
of them are free, for k = 0, 1, 2, 3.

Consider each value of k in turn:

i) k = 0: 0 fixed labels and 3 free labels.

First, we create the multiset {F, F, F}, where F denotes a free symbol. We compute all partitions of this multiset that
correspond to the original partition structure of π. In this case, there is only one such partition, and so ΠX,F = {{F | F, F}}.

Next, we calculate all possible size 0 multisets choosing labels from LX , allowing repeats, and all possible size 3 multisets
choosing free labels, introducing them as needed, and also allowing repeats. This gives {k, l,m}, {k, k, l} and {k, k, k}.
We consider each of these in turn:

• we compute all partitions of {k, l,m} that correspond to the original partition structure of the only partition in ΠX,F ,
namely {F | F, F}, modulo isomorphism. Despite there being three partitions, namely {k | l,m}, {l | k,m}, and
{m | k, l}, all three are equivalent under a relabelling of the free labels. Hence there is only one non-isomorphic
partition of the multiset, namely {k | l,m} only. Creating a copy of (76), we label the spiders in order from left to right
to create the fully labelled diagram

i j k l m (77)

• we compute all partitions of {k, k, l} that correspond to the original partition structure of the only partition in ΠX,F ,
namely {F | F, F}, modulo isomorphism. This gives {k | k, l} and {l | k, k}. As before, we label the spiders in order
from left to right to create the following two fully labelled diagrams

i j k k l and i j l k k (78)

• we compute all partitions of {k, k, k} that correspond to the original partition structure of the only partition in ΠX,F ,
namely {F | F, F}, modulo isomorphism. This gives {k | k, k} only. As before, we label the spiders in order from left
to right to create the following two fully labelled diagrams

i j k k k (79)

ii) k = 1: 1 fixed label and 2 free labels.

First, we create the multiset {X,F, F}, where X denotes a fixed symbol and F denotes a free symbol. We compute all
partitions of this multiset that correspond to the original partition structure of π. There are two such partitions, and so
ΠX,F = {{X | F, F}, {F | X,F}}.

Next, we calculate all possible size 1 multisets choosing labels from LX , allowing repeats, and all possible size 1 multisets
choosing free labels, introducing them as needed, and also allowing repeats. Taking their Cartesian product gives all possible
ways of choosing 1 fixed label and 1 free label. This gives {i, k, l}, {i, k, k}, {j, k, l}, and {j, k, k}. We consider each of
these in turn:
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• for each partition πX,F ∈ ΠX,F , we compute all partitions of {i, k, l} that correspond to the original partition structure
of πX,F , modulo isomorphism. For {X | F, F}, this gives {i | k, l} only. For {F | X,F}, this initially gives {k | i, l}
and {l | i, k}, but these two are equivalent under a relabelling of the free labels, hence there is only {k | i, l}.
For each partition, we create a copy of (76) and label the spiders in order from left to right to create the two fully
labelled diagrams

i j i k l and i j k i l (80)

A similar process occurs for {j, k, l}, giving

i j j k l and i j k j l (81)

• for each partition πX,F ∈ ΠX,F , we compute all partitions of {i, k, k} that correspond to the original partition structure
of πX,F , modulo isomorphism. For {X | F, F}, this gives {i | k, k} only. For {F | X,F}, this gives {k | i, k} only.

As before, we create a copy of (76) and label the spiders in order from left to right to create the two fully labelled
diagrams

i j i k k and i j k i k (82)

A similar process occurs for {j, k, k}, giving

i j j k k and i j k j k (83)

iii) k = 2: 2 fixed labels and 1 free label.

First, we create the multiset {X,X,F}, where X denotes a fixed symbol and F denotes a free symbol. We compute all
partitions of this multiset that correspond to the original partition structure of π. There are two such partitions, and so
ΠX,F = {{X | X,F}, {F | X,X}}.

Next, we calculate all possible size 2 multisets choosing labels from LX , allowing repeats, and all possible size 1 multisets
choosing free labels, introducing them as needed, and also allowing repeats. Taking their Cartesian product gives all possible
ways of choosing 2 fixed labels and 1 free label. This gives {i, j, k}, {i, i, k}, and {j, j, k}. We consider each of these in
turn:

• for each partition πX,F ∈ ΠX,F , we compute all partitions of {i, j, k} that correspond to the original partition structure
of πX,F , modulo isomorphism. For {X | X,F}, this gives {i | j, k} and {j | i, k} (which are not isomorphic). For
{F | X,X}, this gives {k | i, j} only.

As usual, we create a copy of (76) and label the spiders in order from left to right to create the three fully labelled
diagrams

i j i j k and i j j i k (84)

and

i j k i j (85)
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• for each partition πX,F ∈ ΠX,F , we compute all partitions of {i, i, k} that correspond to the original partition structure
of πX,F , modulo isomorphism. For {X | X,F}, this gives {i | i, k} only. For {F | X,X}, this gives {k | i, i} only.

As usual, we create a copy of (76) and label the spiders in order from left to right to create the two fully labelled
diagrams

i j i i k and i j k i i (86)

• a similar process to {i, i, k} occurs for {j, j, k}, hence we obtain

i j j j k and i j k j j (87)

iv) k = 3: 3 fixed labels and 0 free labels.

Despite there only being two fixed labels in LX , we can still label the s = 3 unlabelled spiders in (76) with them. First, we
create the multiset {X,X,X}, where X denotes a fixed symbol. We compute all partitions of this multiset that correspond
to the original partition structure of π. There is only one such partition, and so ΠX,F = {{X | X,X}}.

Next, we calculate all possible size 3 multisets choosing labels from LX , allowing repeats, and all possible size 0 multisets
choosing free labels, introducing them as needed, and also allowing repeats. Taking their Cartesian product gives all possible
ways of choosing 3 fixed labels and 0 free labels. This gives {i, i, j}, {i, i, i}, {j, j, i}, and {j, j, j}. We consider each of
these in turn:

• we compute all partitions of {i, i, j} that correspond to the original partition structure of the only partition in ΠX,F ,
namely {X | X,X}, modulo isomorphism. This gives {i | i, j} and {j | i, i}. As before, we label the spiders in order
from left to right to create the following two fully labelled diagrams

i j i i j and i j j i i (88)

A similar process occurs for {j, j, i}, giving

i j j j i and i j i j j (89)

• we compute all partitions of {i, i, i} that correspond to the original partition structure of the only partition in ΠX,F ,
namely {X | X,X}, modulo isomorphism. This gives {i | i, i} only. A similar process for {j, j, j} gives {j | j, j}
only. Hence we obtain the following two fully labelled diagrams

i j i i i and i j j j j (90)

Step 5: To finish, we merge all of the spiders in each of the diagrams, remove duplicates, and form a set as a result. This is
the set of fully labelled diagrams corresponding to the partially labelled diagram (76) for the grouped output (i, i, j) of the
(4, 3)–bipartition diagram dπ .

To ensure brevity, we will not reproduce the final set of merged spiders here. However, we can see that only three duplicates
are removed: the right hand diagram in (86) is removed since it is the same as the left hand diagram in (82); the right
hand diagram in (87) is removed since it is the same as the left hand diagram in (83); and the right hand diagram in (89) is
removed since it is the same as the right hand diagram in (88).
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D.3. Subprocedures III, IV, and V

Example D.4. In Example D.1, we considered the (3, 2)–bipartition diagram (57) and, by applying Subprocedure I, obtained
two sets of partially labelled diagrams that were given in (62), one for each possible grouped output for (57). In fact, we
noted that the diagrams in each set were actually fully labelled, hence we could skip applying Subprocedure II to each of
them and proceed to applying Subprocedure III to each fully labelled diagram.

Following Subprocedure III, we see that the grouped map labels that correspond to the diagrams in the set (i, j) of (62) are

i, j
g←− i, i, j (91)

and
i, j

g←− j, j, i (92)

where i ̸= j, and the grouped map label that corresponds to the diagram in the set (i, i) of (62) is

i, i
g←− i, i, i (93)

We now apply Subprocedure IV to each of these grouped map labels — that is, we unroll the right hand side of each grouped
map label to obtain its left grouped map label:

i, j
lg←− i, i, j + i, j, i+ j, i, i (94)

i, j
lg←− j, j, i+ j, i, j + i, j, j (95)

i, i
lg←− i, i, i (96)

For each grouped output, we can add together the right hand side of every left grouped map label where this grouped output
appears on the left hand side to obtain a single left grouped map label for each grouped output:

i, j
lg←− i, i, j + i, j, i+ j, i, i+ j, j, i+ j, i, j + i, j, j (97)

and
i, i

lg←− i, i, i (98)

Hence, by applying Subprocedure V and converting the resulting map labels to transformation map labels, we see that, for
an input symmetric tensor T ∈ (Rn)⊗3, where n ≥ 2, the output symmetric tensor Dπ(T ) ∈ (Rn)⊗2, where dπ is given in
(57), is given by

Dπ(T )i,j ← Ti,i,j + Ti,j,i + Tj,i,i + Tj,j,i + Tj,i,j + Ti,j,j (99)

for all i ̸= j ∈ [n], and
Dπ(T )i,i ← Ti,i,i (100)

for all i ∈ [n].

As a trivial case, note that if n = 1, then we would not consider the fully labelled diagrams in the set (i, j) of (62), and so
the only transformation map label would be

Dπ(T )1,1 ← T1,1,1 (101)

Example D.5. We can compare Example D.4 directly with the (3, 4)–bipartition diagram dπ

(102)

Subprocedure I will give two sets:

(i, i, j, j) =

 i j , i j

 and (i, i, i, i) =

 i

 (103)
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Once again we can skip over Subprocedure II since each diagram in each set is fully labelled. Applying Subprocedure III
and then Subprocedure IV, we obtain the following left grouped map labels

i, i, j, j
lg←− i, j, j + j, i, j + j, j, i+ i, i, j + i, j, i+ j, i, i (104)

where i ̸= j, and

i, i, i, i
lg←− i, i, i (105)

We now apply Subprocedure V to obtain a set of map labels for each left grouped map label: (104) becomes

i, i, j, j ← i, j, j + j, i, j + j, j, i+ i, i, j + i, j, i+ j, i, i (106)

i, j, i, j ← i, j, j + j, i, j + j, j, i+ i, i, j + i, j, i+ j, i, i (107)

i, j, j, i← i, j, j + j, i, j + j, j, i+ i, i, j + i, j, i+ j, i, i (108)

and (105) becomes
i, i, i, i← i, i, i (109)

Hence, by converting the resulting map labels to transformation map labels, we see that, for an input symmetric tensor
T ∈ (Rn)⊗3, where n ≥ 2, the output symmetric tensor Dπ(T ) ∈ (Rn)⊗4, where dπ is given in (102), is given by

Dπ(T )i,i,j,j ← Ti,j,j + Tj,i,j + Tj,j,i + Ti,i,j + Ti,j,i + Tj,i,i (110)

Dπ(T )i,j,i,j ← Ti,j,j + Tj,i,j + Tj,j,i + Ti,i,j + Ti,j,i + Tj,i,i (111)

Dπ(T )i,j,j,i ← Ti,j,j + Tj,i,j + Tj,j,i + Ti,i,j + Ti,j,i + Tj,i,i (112)

for all i ̸= j ∈ [n], and
Dπ(T )i,i,i,i ← Ti,i,i (113)

for all i ∈ [n].

Once again, as a trivial case, note that if n = 1, then we would not consider the fully labelled diagrams in the set (i, i, j, j)
of (103), and so the only transformation map label would be

Dπ(T )1,1,1,1 ← T1,1,1 (114)

Example D.6. We obtain the left grouped map labels for the (3, 1)–bipartition diagram dπ

(115)

as follows.

We apply Subprocedure I to (115) to obtain

(i) =

 i

 (116)

as the only possible grouped output for (115) with its associated set of partially labelled diagrams.

We then apply Subprocedure II to the only partially labelled diagram in (i), giving five fully labelled diagrams for this
grouped output:

i j k i j i j (117)
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and

i j i (118)

Following Subprocedure III, we see that the grouped map labels that correspond to these fully labelled diagrams are

i
g←−
∑
j, k
j ̸=k
j ̸=i
k ̸=i

j, j, k i
g←−
∑
j

j ̸=i

j, j, j i
g←−
∑
j

j ̸=i

i, i, j (119)

and

i
g←−
∑
j

j ̸=i

i, j, j i
g←− i, i, i (120)

We now apply Subprocedure IV to each of these grouped map labels — unrolling the right hand side of each grouped map
label, we obtain its left grouped map label:

i
lg←−

∑
j, k
j ̸=k
j ̸=i
k ̸=i

[j, j, k + j, k, j + k, j, j] i
lg←−

∑
j

j ̸=i

j, j, j i
lg←−

∑
j

j ̸=i

[i, i, j + i, j, i+ j, i, i] (121)

and

i
lg←−

∑
j

j ̸=i

[i, j, j + j, i, j + j, j, i] i
lg←− i, i, i (122)

Given that there is only one grouped output, we can add together the right hand side of every left grouped map label above
to obtain a single left grouped map label for this grouped output:

i
lg←−

∑
j, k
j ̸=k
j ̸=i
k ̸=i

[j, j, k + j, k, j + k, j, j] +
∑
j

j ̸=i

j, j, j +
∑
j

j ̸=i

[i, i, j + i, j, i+ j, i, i] +
∑
j

j ̸=i

[i, j, j + j, i, j + j, j, i] + i, i, i (123)

Tidying the right hand side of (123) gives

i
lg←−

n∑
j, k=1

[j, j, k + j, k, j + k, j, j]− 2

n∑
j=1

j, j, j (124)

Hence, by applying Subprocedure V and converting the resulting map label to a transformation map label, we see that, for
an input symmetric tensor T ∈ (Rn)⊗3, where n ≥ 3, the output (symmetric) tensor Dπ(T ) ∈ Rn, where dπ is given in
(115), is given by

Dπ(T )i ←
n∑

j, k=1

[Tj,j,k + Tj,k,j + Tk,j,j ]− 2

n∑
j=1

Tj,j,j (125)

for all i ∈ [n].

Finally, in a similar way to the preceding examples, it is possible to obtain the transformation map label in the trivial cases
n = 1 and n = 2.
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D.4. Map Label Calculations for Example 7.3.

Example D.7 (Calculations for Example 7.3). We calculate the transformation map labels for each of the four (2, 1)–
bipartition diagrams that were given in (26) for n = 3. We reproduce them below, for ease:

(126)

In the following, we refer to these diagrams as dπ1
, dπ2

, dπ3
, dπ4

, respectively. We follow the procedure that was given in
the main paper to obtain the transformation map labels.

For dπ1
, it is clear that the only grouped output, and its associated set of partially labelled diagrams, is

(i) =

 i

 (127)

Since there is only one diagram in the set, and it is fully labelled, we skip over Subprocedure II to apply Subprocedure III,
obtaining the grouped map label

i
g←− i, i (128)

Applying Subprocedure IV to unroll its right hand side does nothing, hence we obtain

i
lg←− i, i (129)

Finally, there is nothing to unroll on its left hand side either, hence we obtain the map label

i← i, i (130)

which we can convert into the transformation map label

Dπ1(T )i ← Ti,i (131)

for i ∈ [3]. This is (29) in the main paper.

For dπ2
, once again there is only one grouped output, whose associated set of partially labelled diagrams is

(i) =

 i

 (132)

As there is only one diagram in the set, we now apply Subprocedure II to it to obtain two fully labelled diagrams that are
associated with the grouped output

(i) =

 ji , i

 (133)

From these fully labelled diagrams, we obtain the following grouped map labels

i
g←−

3∑
j=1
j ̸=i

j, j and i
g←− i, i (134)

Applying Subprocedure IV to unroll the right hand side for each grouped map label does nothing, hence we obtain

i
lg←−

3∑
j=1
j ̸=i

j, j and i
lg←− i, i (135)
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Adding together the right hand side of the resulting left grouped map labels gives

i
lg←−

3∑
j=1

j, j (136)

Finally, there is nothing to unroll on its left hand side either, hence we obtain the map label

i←
3∑

j=1

j, j (137)

which we can convert into the transformation map label

Dπ2
(T )i ←

3∑
j=1

Tj,j (138)

for i ∈ [3]. This is (30) in the main paper.

For dπ3 , once again there is only one grouped output, whose associated set of partially labelled diagrams is

(i) =

 i

 (139)

As there is only one diagram in the set, we now apply Subprocedure II to it to obtain two fully labelled diagrams that are
associated with the grouped output

(i) =

 i j , i

 (140)

From these, we obtain the following grouped map labels

i
g←−

3∑
j=1
j ̸=i

i, j and i
g←− i, i (141)

Applying Subprocedure IV to unroll the right hand side for each grouped map label gives

i
lg←−

3∑
j=1
j ̸=i

[i, j + j, i] and i
lg←− i, i (142)

Adding together the right hand side of the resulting left grouped map labels and tidying gives

i
lg←−

3∑
j=1

[i, j + j, i]− i, i (143)

Finally, there is nothing to unroll on its left hand side either, hence we obtain the map label

i←
3∑

j=1

[i, j + j, i]− i, i (144)

which we can convert into the transformation map label

Dπ3
(T )i ←

3∑
j=1

[Ti,j + Tj,i]− Ti,i (145)
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for i ∈ [3]. This is (31) in the main paper.

Finally, for dπ4
, once again there is only one grouped output, whose associated set of partially labelled diagrams is

(i) =

 i

 (146)

As there is only one diagram in the set, we now apply Subprocedure II to it to obtain four fully labelled diagrams that are
associated with the grouped output

(i) =

 i j k , ji , i j , i

 (147)

From these, we obtain the following grouped map labels

i
g←−

3∑
j, k
j ̸=k
j ̸=i
k ̸=i

j, k i
g←−

3∑
j=1
j ̸=i

j, j i
g←−

3∑
j=1
j ̸=i

i, j i
g←− i, i (148)

Applying Subprocedure IV to unroll the right hand side for each grouped map label gives

i
lg←−

3∑
j, k
j ̸=k
j ̸=i
k ̸=i

j, k i
lg←−

3∑
j=1
j ̸=i

j, j i
lg←−

3∑
j=1
j ̸=i

[i, j + j, i] i
lg←− i, i (149)

Adding together the right hand side of the resulting left grouped map labels and tidying gives

i
lg←−

3∑
j,k=1

j, k (150)

Finally, there is nothing to unroll on its left hand side either, hence we obtain the map label

i←
3∑

j,k=1

j, k (151)

which we can convert into the transformation map label

Dπ4
(T )i ←

3∑
j,k=1

Tj,k (152)

for i ∈ [3]. This is (32) in the main paper.

E. Implementation Details
We describe the architecture and training details that were used for each of the two tasks. In implementing1 the linear
permutation equivariant functions, we used batch vectorised operations for each of the unrolled basis transformations that
came from the corresponding transformation map labels.

S12-Invariant Task: We randomly generated a synthetic data set consisting of 5000 symmetric tensors, split into 90%
training and 10% test. We trained two models which had the following specifications:

1The code is available at https://github.com/epearcecrump/symmetrictensors.
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• SymmPermEquiv, the S12-invariant model on symmetric tensors in (R12)⊗3, consisted of a single, trainable, linear
permutation equivariant function from symmetric tensors in (R12)⊗3 to R. The total number of parameters was 3 and
the training time was 2.26 seconds.

• MLP consisted of a single standard linear layer from R12×12×12 to R. The total number of parameters was 1728 and
the training time was 1.46 seconds.

Both models were optimised with stochastic gradient descent with a learning rate of 0.0001. We trained both models for 50
epochs with a batch size of 50.

S8-Equivariant Task: We randommly generated a synthetic data set consisting of 10000 symmetric tensors, split into 90%
training and 10% test. We trained three models which had the following specifications:

• SymmPermEquiv, the S8-equivariant model on symmetric tensors in (R8)⊗3, consisted of a single, trainable, linear
permutation equivariant function from symmetric tensors in (R8)⊗3 to symmetric tensors in R8. The total number of
parameters was 7 and the training time was 12.01 seconds.

• PermEquiv, the standard S8-equivariant model (Maron et al., 2019a; Pearce-Crump, 2024; Godfrey et al., 2023),
consisted of a single, trainable, linear permutation equivariant function from (R8)⊗3 to R8. The total number of
parameters was 15 and the training time was 12.17 seconds.

• MLP consisted of a single standard linear layer from R8×8×8 to R8. The total number of parameters was 4096 and the
training time was 4.38 seconds.

Both models were optimised with stochastic gradient descent with a learning rate of 0.0001. We trained both models for 50
epochs with a batch size of 50. In Table 1, we used a batch size of 50 to obtain the test mean squared error (MSE). In Table
2, we generated a test set of 1000 tensors, one for each of n = 8, 16, 32, using the parameters of the model that was trained
in the task itself for each of these models.

Comparison between Map Label and Weight Matrix Implementations: We are grateful to the reviewers for the following
suggestion: they recommended that we should provide empirical evidence to justify the time and space requirements of our
map label notation method compared with the standard implementation that uses unrolled weight matrices.

For the S12-invariant task, the training time of SymmPermEquiv using the map label implementation was 2.26 seconds,
compared to 127.55 seconds using a weight matrix implementation, resulting in a 60× speedup.

For the S8-equivariant task, the training time of SymmPermEquiv using the map label implementation was 12.01 seconds,
compared to 2451.45 seconds using a weight matrix implementation, resulting in a 200× speedup.

These results demonstrate that what we have said in theory is true in practice, namely that the standard weight matrix
approach becomes unfeasible as n, k and l become larger, owing to constraints on storing the weight matrices in memory,
particularly in training the networks.
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Subprocedure I: How to Obtain All Possible Grouped Outputs of a (k, l)–Bipartition Diagram.

Input: A (k, l)–bipartition diagram dπ .

1. Sort the spiders in decreasing order of output wires. For spiders that have the same number of output wires,
break ties by sorting them in decreasing order of input wires. For now, ignore in the following all spiders that
do not have output wires.

2. Partition the spiders having output wires into groupings where spiders are in the same grouping if and only if
they have the same number of output wires. Call this partition π and the individual groupings {πB}.

3. For each grouping πB , form a new partition of the spiders in πB such that spiders are in the same grouping in
the new partition if and only if they have the same number of input wires. Let πB,I denote the new partition
that corresponds to the grouping πB .

4. Suppose that the number of spiders in dπ that have output wires is t. Calculate all integer partitions of t.

5. Then, for each integer partition λ of t:

(a) Assign a distinct label (i, j, k, . . . ) to each part of λ such that the label appears as many times as the size
of the part. Treating the labels as a multiset, compute all partitions of this multiset that correspond to the
original partition structure of π, modulo isomorphism: that is, identifying partitions that are equivalent
under a relabelling of the labels. Denote the non-isomorphic partitions of the multiset of labels by {L},
and for each L, denote its individual groupings by {LB}.

(b) For each non-isomorphic partition L:
i. For each grouping LB , compute all partitions of LB that correspond to the partition structure of πB,I .

Convert each partition of LB into an ordered tuple of labels by replacing curly brackets with curved
brackets and the vertical bar that splits groupings with a comma. Let TL,B denote the resulting set of
tuples corresponding to LB .

ii. Form the Cartesian product of the sets TL,B , maintaining the order of the individual groupings πB in
π. Denote the Cartesian product set of ordered labels by Tλ,L.

iii. For each tuple l ∈ Tλ,L, create a copy of the sorted diagram of dπ and label the output spiders with l,
resulting in a set Dλ,L of partially labelled diagrams that are indexed by Tλ,L.

iv. Create an empty set Rλ,L. For each partially labelled diagram in Dλ,L, merge spiders that are labelled
with the same label. If no merging took place, continue, otherwise:

A. Reconsider the newly merged bipartition diagram dθ (retaining but ignoring its labels for now) and
apply Steps 1, 2, and 3 to dθ. This gives a partition θ whose individual groupings are {θB}, and for
each grouping θB , it is further partitioned into θB,I .

B. For each grouping θB , form a set from the labels of the grouping and remove the labels from the
diagram. This gives a partition of labels L̃ into individual groupings {L̃B}.

C. Apply Step 5b to this partition of labels L̃ for θB,I up to and including Step 5(b)ii.
D. Then, for each tuple l in the newly created Tλ̃,L̃, create a copy of the sorted diagram of dθ with its

labels removed and label the output spiders with l. Add the resulting diagram for each tuple l to
Rλ,L.

v. Take the set union of Dλ,L and Rλ,L. This gives a full set of partially labelled diagrams for each
non-isomorphic partition of the multiset of labels L. Denote this set by Pλ,L.

(c) Take the set union of the Pλ,L over all non-isomorphic partitions of the multiset of labels L. This gives a
full set of partially labelled diagrams for each integer partition λ of t. Denote this set by Pλ.

6. Take the set union of Pλ over all integer partitions λ of t. Denote this set by P . For each diagram in P , reorder
the labelled spiders in lexicographical order. Propagate the labels to the ends of the output wires. Partition the
set P into subsets such that diagrams are in the same subset if and only if their tuples of output indices are the
same. Label each subset with its shared tuple of output labels; each label represents a grouped output for dπ .

Output: All possible grouped outputs for dπ and, for each one, its associated set of partially labelled diagrams.
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Subprocedure II: How to Determine All Fully Labelled Diagrams for a Partially Labelled Diagram of a
Grouped Output.

Input: A partially labelled diagram for a grouped output of a (k, l)–bipartition diagram dπ .

1. Suppose that the partially labelled diagram has t labelled spiders, each with a separate label, and s spiders with
no label. Call the labels in the partially labelled diagram fixed. Let LX denote the set of fixed labels. Any other
labels that are created in the following are said to be free.

2. Leaving the labelled spiders as they are, sort the unlabelled spiders in decreasing order of input wires.

3. Partition the sorted unlabelled spiders into groupings where spiders are in the same grouping if and only if they
have the same number of input wires. Call this partition π and the individual groupings {πB}.

4. Consider all possible ways of labelling the unlabelled spiders, where k of them are fixed and the remaining
s− k of them are free, for k = 0, 1, . . . , s. Then, for each value of k:

(a) Create a multiset of k X symbols (to denote fixed) and s− k F symbols (to denote free). Compute all
partitions of this multiset that correspond to the original partition structure of π. Denote this set by ΠX,F .

(b) Now calculate all possible k-size multisets choosing labels from LX , allowing repeats, and all possible
(s− k)-size multisets choosing free labels (by introducing them as needed), also allowing repeats. Taking
their Cartesian product gives all possible ways of choosing k fixed indices and s− k free indices.

(c) For each pair of k fixed indices and s− k free indices in this set:
i. For each partition πX,F ∈ ΠX,F , compute all partitions of this pair of k fixed indices and s − k

free indices that correspond to the original partition structure of πX,F , modulo isomorphism: that is,
identifying partitions that are equivalent under a relabelling of the free indices only.

ii. For each non-isomorphic partition, create a copy of the sorted partially labelled diagram from Step 2
and label the output spiders in order from left to right to create a fully labelled diagram.

(d) Take the set union of the set of fully labelled diagrams for all pairs of k fixed indices and s−k free indices.

5. Finally, take the set union of the set of the fully labelled diagrams for all values of k. Merge all of the spiders in
each fully labelled diagram, and remove any duplicates. If it is desired, propagate the labels to the ends of the
wires.

Output: A set of fully labelled diagrams for the partially labelled diagram of a grouped output.

Subprocedure III: How to Convert a Fully Labelled Diagram into a Grouped Map Label.

Input: A fully labelled diagram of a (k, l)–bipartition diagram dπ .

Convert the fully labelled diagram into a grouped map label as follows:

1. Create the arrow
g←−.

2. On its left, write the tuple that is formed from propagating the labels of the fully labelled diagram to the output
wires. In particular, distinct labels that appear on the left hand side of the arrow represent distinct values.

3. On its right, write the tuple that is formed from propagating the labels of the fully labelled diagram to the input
wires, summing over any labels that do not appear on the left hand side, and not allowing any summation labels
to equal each other nor any label that appears on the left hand side.

Output: A grouped map label.
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Subprocedure IV: How to Convert the Grouped Map Label for a Fully Labelled Diagram into a Left Grouped
Map Label.

Input: A grouped map label for a fully labelled diagram of a (k, l)–bipartition diagram dπ .

1. Consider the right hand side of the grouped map label. The summation indices correspond to free indices in
Subprocedure II, and all other indices correspond to fixed indices in Subprocedure II. (Each fixed index should
also appear on the left hand side of the grouped map label.)

2. Replace the tuple of indices by a sum of all permutations of the tuple, modulo isomorphism under a relabelling

of the free indices only. Also replace
g←− with

lg←−.

Output: A left grouped map label for a fully labelled diagram of a (k, l)–bipartition diagram dπ .

Subprocedure V: How to Unroll the Left Hand Side of a Left Grouped Map Label.

Input: A left grouped map label.
Create a set of map labels for the left grouped map label by unrolling the left hand side as follows:

1. Calculate all permutations of the left hand side of the left grouped map label modulo isomorphism: any two
permutations are said to be equivalent if the first can be bijectively relabelled to become the second, using the
multiset of letters of letters formed from the left hand side of the left grouped map label.

2. For each resulting permutation, create a map label by letting it be the left hand side of the arrow←. To its right
is exactly the right hand side of the left grouped map label, unchanged.

Output: A set of map labels corresponding to the left grouped map label.

40


