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Abstract

With the rise in the prevalence of cross-
disciplinary research, there is a need to develop
methods to characterize its practices. Current
computational methods to evaluate interdisci-
plinary engagement—such as affiliation diver-
sity, keywords, and citation patterns—are insuf-
ficient to model the degree of engagement be-
tween disciplines, as well as the way in which
the complementary expertise of co-authors is
harnessed. In this paper, we propose an au-
tomated framework to address some of these
issues on a large scale. Our framework tracks
interdisciplinary citations in scientific articles
and models: 1) the section and position in
which they appear, and 2) the argumentative
role that they play in the writing. To show-
case our framework, we perform a preliminary
analysis of interdisciplinary engagement in pub-
lished work at the intersection of natural lan-
guage processing and computational social sci-
ence in the last decade.

1 Introduction

As scholarly disciplines have become increasingly
specialized, there is a growing need to share knowl-
edge across traditional interdisciplinary boundaries
in order to address broader challenges (Vosskamp
et al., 1986). Recognizing this trend, scholarly in-
stitutions have established interdisciplinary centers
(Turner et al., 2015; Leahey and Barringer, 2020)
and funding agencies are incentivizing such collab-
orative efforts (Hackett, 2000; Rhoten and Parker,
2024). However, it is unclear how this interdisci-
plinarity is reflected in the main outcome of science:
scientific publications.

Existing measures of interdisciplinarity are
overly simplistic and fail to capture the depth
of cross-disciplinary integration in research (Mc-
Carthy and Dore, 2023). Current metrics, such
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as affiliation diversity, keywords, and citation pat-
terns (Porter and Rafols, 2009; Van Noorden, 2015;
Chen et al., 2021) often overlook how co-authors’
expertise is used, and keywords fail to truly reflect
a paper’s content. Moreover, where and how a
citation is made within papers remains largely un-
explored. For example, citing papers from other
fields in the opening paragraph of the introduction
might signal higher interdisciplinarity than doing
so in a footnote of the method section. In turn,
using these references to ground findings and sub-
stantiate claims signals a deeper cross-disciplinary
engagement than briefly discussing the connections
between two bodies of work.

To address this challenge, we propose an auto-
mated framework for characterizing and measuring
the degree of meaningful cross-disciplinary engage-
ment in scientific publications by explicitly mod-
eling the structure (i.e., where do interdisciplinary
references appear?) and content (i.e., how are these
references used to make claims?) of scientific pa-
pers. To do this, we track all interdisciplinary ci-
tations in a given article. We consider a citation
to be interdisciplinary if it belongs to a venue out-
side of the current paper discipline. Then, for each
sentence containing an interdisciplinary citation,
we identify its argumentation type. To define argu-
mentation types we build on the schema proposed
by Lauscher et al. (2018), which distinguishes be-
tween claims made about the author’s own work,
claims made about the background of the author’s
work, and factual statements that serve as evidence
for or against a claim. Details about the implemen-
tation of this framework are provided in Sec. 3.

As a case study, we apply our framework to
research papers in the interdisciplinary field of nat-
ural language processing (NLP) and computational
social science (CSS). In the past decade, greater
volumes of text data and more accessible methods
have caused a growth in popularity of this research
area (Grimmer and Stewart, 2013), including a
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dedicated workshop in leading NLP conferences”.
However, like other interdisciplinary research, the
synergy between NLP and CSS is often violated
due to a misalignment between the research out-
look, requirements, and expertise of the researchers
in the corresponding fields. In recent work, Mc-
Carthy and Dore (2023) manually review a set of
CSS papers that incorporate text analysis meth-
ods, and conclude that many of these contributions
present what they call descriptive findings: papers
that present descriptive catalogs of evidence de-
rived from analyzing social data (e.g., word distri-
butions found in tweets about mass shootings) but
that fail to integrate these findings with relevant
social science theory. They contrast these contri-
butions with integrative findings, which seek to
achieve synergistic methodology to meet the stan-
dards of both disciplines, furthering theory. Simi-
larly, Baden et al. (2022) note that available NLP
methods often fail to meet the needs of social sci-
ence research, where a limited ability to incorpo-
rate theory damages methods’ validity. Our work
presents the first large-scale analysis of the way in
which authors working on NLP+CSS have engaged
with the literature in fields outside of computer sci-
ence and linguistics over the past 10 years.

We make the following contributions: 1) We pro-
pose a first step towards a general computational
framework to analyze interdisciplinary engagement
in scientific publications. 2) We construct a compre-
hensive dataset of computational social science ar-
ticles published in NLP venues in the last 10 years.
3) We perform a large scale analysis of interdis-
ciplinary engagement in NLP+CSS research, and
show that while interest in NLP+CSS work is grow-
ing, there is a decreasing trend in the engagement
with outside disciplines in the mainstream NLP
conferences. We explore these trends in the con-
text of the main topics of interest in the NLP+CSS
community and how they have shifted over time.
We also show that dedicated workshops like the
NLP and Computational Social Science Workshop
attract highly interdisciplinary contributions, ful-
filling their mission of providing an outlet for this
type of work.

2 Related Work

Most previous studies at the intersection of NLP
and the Science of Science have analyzed scientific
publications by looking at their citation patterns.

“https://aclanthology.org/venues/nlpcss/

Some of this work has focused on the way citation
behavior relates to the scientific content of arti-
cles. For example, Jurgens et al. (2018) studied the
effect of framing contributions through citations,
Qazvinian and Radev (2008) incorporated citation
networks in document summarization, and Cohan
et al. (2020) used citation graphs to learn scientific
document embeddings. Another line of research
has studied citation behavior in the NLP literature,
by looking at how scientific articles are distributed
across geographies (Rungta et al., 2022), or over
different types of NLP papers (short, long, demo,
etc.) (Mohammad, 2020).

While language-centered approaches are scarce
in science of science research, there have been
some prior efforts in this direction. Some notable
examples are: studying cross-field jargon interpre-
tation (Lucy et al., 2023), the influence of articles
in the scientific community (Yogatama et al., 2011;
McKeown et al., 2016; Gerow et al., 2018), the evo-
lution of scientific topics (Prabhakaran et al., 2016),
and the prevalence of different research themes
(Mendoza et al., 2022).

In this paper, we look at when and how inter-
disciplinary citations are used in scientific articles.
Previous work looking at citation context in scien-
tific discourse has modeled the sentiment towards
cited articles (Athar and Teufel, 2012; Munkhdalai
et al., 2016), citation intent (Kunnath et al., 2022),
purpose and influence (N. Kunnath et al., 2021),
and critical vs non-critical arguments (Te et al.,
2022). In our study, we focus on the location and
argumentation role of interdisciplinary citations.

Our work is broadly related to the argumenta-
tion mining literature (Peldszus and Stede, 2013;
Lawrence and Reed, 2020). We study argumenta-
tion in the context of scientific publications. While
previous studies focus on identifying argumentative
discourse units (Binder et al., 2022) and their rela-
tions (Lauscher et al., 2018; Gao et al., 2022), we
study how work coming from outside disciplines is
used to make arguments in scientific articles.

3 Framework

In this section, we describe our automated frame-
work to model the content and structure of
NLP+CSS papers. Our framework is composed of
three sub-tasks: 1) Identifying papers that present
CSS findings and contributions, 2) For each rele-
vant paper, identifying all cross-disciplinary cita-
tions, and 3) For each cross-disciplinary citation,
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Figure 1: Resulting dataset of NLP+CSS publications
over the last decade

identifying the type of argument being made.

3.1 Data Collection

To perform our analysis, we first need to construct
a dataset of representative CSS articles published
in NLP conferences. To do this, we first collect all
long papers published in the ACL Anthology be-
tween 2014 and 2024 in all main NLP conference
proceedings (ACL, EMNLP, NAACL, EACL and
AACL), as well the Workshop on NLP and Com-
putational Social Science (NLP+CSS). This results
in a dataset of about 13,000 scientific papers.
Next, we need to identify which of those 13,000
papers correspond to CSS contributions. In the
next section, we outline our method to achieve this.

3.2 CSS Track Identification

With the goal of building a classifier to identify
CSS papers, we label a subset of about 1,800 ex-
ample papers with their track to serve as training
data. Namely, we collect all papers that were listed
under the “Computational Social Science and Cul-
tural Analytics” track in schedules and conference
handbooks available online for the years of 2021,
2022 and 2023 and consider them as positive ex-
amples. We also add all papers published in the
NLP+CSS Workshop proceedings in any given year
to the set of positive examples. To generate nega-
tive examples, we follow the same procedure for
each additional track (e.g., Language Generation,
Machine Translation). This results in 236 positive
and 1,552 negative examples.

We build a binary classifier to automatically
identify papers within the dataset that fall under
NLP+CSS, and are thus pertinent to our analysis.
To do so, we fine-tune a pre-trained RoBERTa clas-

sifier using the abstracts of the labeled subset of
data. General statistics for the resulting dataset
are shown in Fig. 1, and a more detailed dataset
breakdown may be found in App. A.1.

3.3 Cross-Disciplinary Citation Mapping

To study interdisciplinary engagement, we need
to track all citations in papers that reference work
outside of NLP, Linguistics and Computer Science.
We are particularly interested in identifying the
sections in the paper where these citations appear,
as we hypothesize that this might signal different
types of interdisciplinary engagement.

To do this, we extract the content of the each
article using Grobid . Then, we use the SciPDF
Parser * to convert the extracted content into a dic-
tionary format including the article text and cita-
tions, as well as section breakdowns. We model
each publication as a set of canonical section head-
ers typical of NLP papers paired with their corre-
sponding in-text citations. We consider the follow-
ing canonical sections: “Introduction”, “Related
Work”, “Method”, “Experiments”, “Conclusion”
and “Appendix”. To arrive at this canonical section
breakdown, the sections initially parsed by Grobid
are assigned to one of these headers using a rule-
based approach based on string matching. Then, all
in-text citations within a section are mapped to the
corresponding “canonical” section. Details about
this process are outlined in Appendix A.2.

In addition, information for each entry in the
“References” section of a publication (title, jour-
nal, publication data, id, etc.) is extracted. For all
references with an available, valid id (DOI, arXiv,
or url), we query the Semantic Scholar API (Kin-
ney et al., 2023) for a “field of study”. To handle
entries with no valid id, we match venues to the
appropriate field of study using Google Scholar’s
lists of venues per field. All remaining unassigned
venues were annotated manually by the authors of
the paper. Finally, all in-text citations were mapped
to reference entries by string matching the author
name and the publication year.

3.4 Argument Analysis

Once we have identified all interdisciplinary refer-
ences, we are interested in modeling the argumen-
tative role they play in the article. To do this, we
build on the argumentation schema proposed by
Lauscher et al. (2018). This schema builds on the

Thttps:// github.com/kermitt2/grobid
*https://github.com/titipata/sci_pdf_parser
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Toulmin model (Toulmin, 2003), one of the most
widely used theoretical frameworks of argumenta-
tion. The Toulmin model was originally conceived
for the legal domain, and recognizes six types of
argumentative components: claim, data, warrant,
backing, qualifier, and rebuttal. Lauscher et al.
(2018) do an annotation study on scientific docu-
ments, and simplify the Toulmin model by focusing
only on claims and data. Further, they break down
claims into own claims and background claims to
differentiate between claims that relate to the au-
thor’s own work, and claims that relate to the back-
ground of the author’s work (e.g., about related
work or common practices).

We build a classifier to identify whether interdis-
ciplinary references correspond to data (e.g., fact
or example that serve as evidence for or against a
claim), background claims, or own claims. To do
so, we fine-tune a pre-trained BERT classifier using
the dataset provided by Lauscher et al. (2018). This
dataset is comprised of 13,592 arguments: 6,004
own claims 3,291 background claims, and 4,297
data statements. Upon closer inspection of the
dataset, we found that many examples correspond
to figure titles and standalone citations. To deal
with this, we removed all training examples with
no verb phrases using spaCy. This results in 8,737
arguments: 4,968 own claims, 2,613 background
claims, and 1,156 data statements.

4 Experiments and Analysis

To validate our framework, we first perform an
experimental evaluation of each component. Then,
we use the full framework to perform an extensive
analysis of interdisiciplinary engagement for our
full dataset of CSS+NLP papers.

4.1 Framework Evaluation

To train and evaluate the track identification and ar-
gument type classifiers, we performed 5-fold cross-
validation and trained using the AdamW optimizer,
the cross-entropy loss, and a learning rate of 1e — 5.
For early stopping, we used the macro F1 on the
validation set, consisting of 20% of the training
examples for each fold.

We present the resulting metrics of our track clas-
sifier in Tab. 1. We obtain strong performance for
this task considering the highly imbalanced nature
of the data. This suggests that we can trust that
our dataset of NLP+CSS papers is representative

Class ‘ Precision Recall F1

CSS 0.8189 0.8326 0.8257
Not CSS 0.9742 0.9716 0.9729
Macro Avg ‘ 0.8965 0.9021 0.8993

Table 1: Avg. Results for Track Prediction

Class Precision Recall Fl1

Own Claim 0.7460 0.7693  0.7564
Background Claim | 0.6289 0.6184 0.6218
Data 0.5233 0.4669 0.4745
Macro Avg 0.6327 0.6182 0.6176

Table 2: Avg. Results for Argument Type Prediction

of the real distribution. Detailed results per fold are
shown in Tab. 8 in Appendix A.3.

We present the resulting metrics of our argument
type classifier in Tab. 2. We obtain relatively good
performance for the two types of claims, but strug-
gle with data statements. This is a challenging task,
and our results are in line with the skewed nature
of the dataset, where there is considerably less sup-
port for data examples. Detailed results per fold
are shown in Tab. 10 in Appendix A.3.

4.2 Analysis of Interdisciplinary Engagement

In this section, we use the framework introduced in
Sec. 3 to perform an exhaustive analysis of the en-
gagement of NLP+CSS papers with work outside
of NLP, Computer Science and Linguistics. To do
this, we first used the CSS track classifier to derive
the dataset presented in Fig 1. Then, we ran the
citation mapping procedure. Next, for every sen-
tence involving or preceding a citation or reference,
we predict its argument type using our argument
type classifier. To train the final argument type
classifier, we used the full dataset of arguments
from Lauscher et al. (2018), containing all five
folds. Finally, we model 15 topics in the abstracts
of the NLP+CSS papers to identify growing and
shrinking trends.

The final dataset is comprised of 741 NLP+CSS
papers, published across five NLP conferences and
one workshop, and spanning 9 years (2014-2023).
Within these 741 publications, we have a total of
16,652 references annotated with the canonical sec-
tion in which they appear, their scientific discipline
and their predicted argument type.

Below, we present our analysis organized by the
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Percentage of NLP Publications Identified as NLP+CSS by Year
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Figure 2: Percentage of all gathered NLP papers that
were predicted or labelled as NLP+CSS papers

main trends that we observed in the data.

NLP+CSS research is growing. Fig. 2 shows
the number of NLP+CSS papers per year in all
five NLP conferences. In this figure, we observe
that the percentage of NLP work identifying as
NLP+CSS research has significantly increased in
the last three years. This growth comes at a time
where the volume of NLP work in general has sig-
nificantly increased. We also observe a peak in
NLP+CSS work in 2016 and 2017.

Rising and falling topic trends might explain
NLP+CSS prominence. To gain a better under-
standing of shifts in content of the NLP+CSS pa-
pers, we conducted topic modelling with gibbs sam-
pling over all abstracts using tomotopy (Lee, 2022).
We modelled 15 topics and eliminated the 50 most-
common words. Based on the top 10 words associ-
ated with each topic, as well as the top documents
associated with each topic, we manually assigned
the topic a title. Details for each of the 15 topics,
including associated words and assigned title are
presented in App. A.S5.

We used topic distribution information to under-
stand shifts in topics over the years. We identify
five topics that have become less prevalent over the
last five years (Fig. 3), and three topics that have
become increasingly popular over the full 9 year
period (Fig. 4). First, we can appreciate that the
2016-2017 peak in NLP+CSS papers corresponds
with increased interest in topics related to politics,
public discourse and hate speech. We hypothesize
that these trends could be related to the U.S. gen-
eral election and the uptake in political discourse
on social media. A similar peak can be seen for
political issues around 2020, when the next U.S.

Topics Becoming Less Popular in NLP+CSS Research
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Political Issues
Structure
—— Word Embeddings
0.10
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Figure 3: Topics becoming less popular in NLP+CSS
research
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Figure 4: Topics becoming more popular in NLP+CSS
research

general election occurred.

We also observe a decline in techniques like
structured prediction after 2016, when neural net-
works like LSTMs became more popular. Word em-
beddings experienced a pronunced peak between
2018 and 2020-coinciding with the rise of con-
textualized word representations—and it has been
decreasing since then. We hypothesize that this is
influenced by a shift to LLMs and generative solu-
tions. On the other hand, general machine learning
vocabulary has been steadily increasing in the last
9 years. This is unsurprising, as NLP research has
become increasingly more entangled with machine
learning research. However, this has not caused a
shift in focus away from social topics, as we also
observe a steady incline in research around mental
health and hate speech.

Finally, we observe a sharp decrease in papers
dealing with Twitter data in the last two years. This
coincides with changes in leadership at Twitter, and
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Percentage of Out-of-Discipline Citations in a Publication by Year
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Figure 5: Average % of Out-of-Discipline citations in
NLP+CSS papers per year

the increasing difficulty in accessing the data.

Cross-disciplinary engagement in NLP+CSS
articles has decreased in the last three years.
While the number of NLP+CSS papers has grown
in the last five years, the proportion of out-of-
discipline and specifically social scientific papers
cited has decreased in the same time span (Figs 5
and 7). Initially, peaks in the amount of cross-
disciplinary engagement coincide with peaks in the
prevalence of NLP+CSS work (around 2016 and
2020, as seen on Fig. 2). However, after 2020, the
trends seem to be in opposition to each other - more
NLP+CSS work but less interdisciplinary engage-
ment. Interestingly, the decrease in proportion of
interdisciplinary citations coincides with the LLM
boom in NLP research.

To further inspect this trend, we look at the
most cited papers in NLP+CSS work for each year
(Tab 3). The most cited papers prior to 2018 had
to do with social-adjacent topics such as dialog
(Prabhakaran and Rambow, 2014) and language in
social media data (Mitchell et al., 2015), and were
not as frequently cited (cited in 11-15 in-text cita-
tions). Starting in 2018, top-cited papers include a
survey of affective computing (Poria et al., 2017), a
paper about deep neural networks (Alzantot et al.,
2018), and pre-trained language models (Liu et al.,
2019). The amount of papers citing them signifi-
cantly grew (20-90 in-text citations).

Out-of-Discipline citations are older. In plot-
ting the average age of Out-of-Discipline versus
In-discipline citations at the age of reference (Fig.
6), we find that Out-of-Discipline citations are sig-
nificantly older. This may communicate a tendency
to engage only with more well-known, seminal

Average Citation Age in a Publication by Year
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@

Average Citation Age

6
—— In Domain
Qut-of-Domain

4
2014 2016 2018 2020 2022
Year

Figure 6: The average age of Out-of-Discipline citations
are significantly older at the time of reference

Percentage of Out-of-Discipline Citations Identified
as Social Science in a Publication
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Figure 7: Average percentage of Out-of-Discipline ci-
tations within a publication that are considered Social
Science-specific

papers. It is also illustrative of the much shorter
“life-span” of Al-adjacent research. Over the past
decade, this has become increasingly true (Singh
et al., 2023; Nguyen and Eger, 2024).

Dedicated workshops are more interdisciplinary.
In Fig. 8 we show boxplots for the proportion of
interdisciplinary citations per venue. We observe
no meaningful difference in the interdisciplinary
citation patterns of CSS papers between the differ-
ent NLP conferences, with the exception of AACL,
which appears to be less interdisciplinary. This
could be due to the fact that AACL is a new venue,
and therefore attracts more traditional NLP work.
However, we find a significant increase in in-
terdisciplinary citations for the NLP+CSS work-
shop. This suggests that dedicated workshops at-
tract more interdisciplinary work, which is in line
with the mission of the workshop series: to foster
the progress of CSS, and to integrate CSS with
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Year Most Cited Paper

Times Cited

2014  Predicting Power Relations between Participants in Written Dialog from a Single Thread (Prabhakaran and Rambow, 2014) 11
2015 Exploiting Similarities among Languages for Machine Translation (Mikolov et al., 2013) 10
2016 Inferring Latent User Properties from Texts Published in Social Media (Volkova et al., 2015) 15
2017 Quantifying the Language of Schizophrenia in Social Media (Mitchell et al., 2015) 12
2018 A review of affective computing: From unimodal analysis to multimodal fusion (Poria et al., 2017) 16
2019  Generating Natural Language Adversarial Examples (Alzantot et al., 2018) 19
2020 RoBERTa: A Robustly Optimized BERT Pretraining Approach (Liu et al., 2019) 20
2021 RoBERTa: A Robustly Optimized BERT Pretraining Approach (Liu et al., 2019) 39
2022 RoBERTa: A Robustly Optimized BERT Pretraining Approach (Liu et al., 2019) 61
2023 RoBERTa: A Robustly Optimized BERT Pretraining Approach (Liu et al., 2019) 90
Table 3: Most cited paper per year
Percentage of Out-of-Discipline Citations in a Publication by Venue
Percentage of Out-of-Discipline Citations in a Publication by Venue
I social_science
NLP+CSS % B interdisciplinary
04
ot

EMNLP

Venue

0.0 0.2 0.4 06 08
Average Percentage of Citations

Figure 8: % of Out-of-Discipline citations per venue

current trends and techniques in NLP.

Social science papers are the most commonly
cited. Unsurprisingly, among the number of out-
of-discipline papers cited in CSS papers, the vast
majority correspond to social science venues. This
can be observed in Fig. 7 (prop. of social science
papers among out-of-discipline papers per year)
and Fig. 9 (prop. of social science papers among
out-of-discipline papers per venue). Moreover, we
find that the trend is very stable among different
years and venues.To perform this analysis, we con-
sider the social science and humanities fields out-
lined in App A.4.

Finally, to further investigate which social sci-
ence (and humanities) fields are most commonly
cited, we plot the top-10 fields in Fig 10. We find
that psychology is the top most cited social science
/ humanities field. It is followed by political sci-
ence, general social science, sociology, business,
economics, communication, and education.

In-discipline references are used more often for
own claims and data statements. In Tab. 4 we
can appreciate the differences in argument type
between in-discipline and out-of-discipline refer-

o
I

Average Percentage of Citations

o

Venue

| I
0.0 - -

] ]

é <

Figure 9: % Out-of-Discipline per venue

EACL
EMNLP
NAACL

NLP+CSS

Citation Type ‘ Background Claim  Data  Own Claim
In-Discipline 53.98% 6.92% 39.1%
Out-of-Discipline 64.16% 4.77% 31.06%
Social Science 68.91% 4.13% 26.96%

Table 4: Percentage of Argument Types Supported by
In-Discipline, Out-of-Discipline and Social Science-
specific Out-of-Discipline Citations

ences. We find that when making claims that re-
late to the author’s own work (own claims), and
stating facts or examples that serve as evidence,
authors more often reference work within the same
discipline. Conversely, when making claims that
relate to the background of their work (background
claims), authors more often reference work outside
of their discipline. We also note that this difference
is even more pronounced in Social Science-specific
Out-of-Discipline citations. While this is an un-
surprising result, it is interesting that there is still
a significant amount of out-of-discipline citations
used to make own claims, which signals meaning-
ful interdisciplinary engagement.

Sections matter when referencing out-of-
discipline work. InFig. 11 we can appreciate sig-
nificant differences in argument types and citation
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Top 10 Social Science Fields Cited in NLP+CSS Publications
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Figure 10: Top 10 most cited social science fields

frequency by section. The number of background
claims made in the introduction increases signifi-
cantly for out-of-discipline references. This makes
sense for CSS papers that are attempting to frame
and motivate their contributions with respect to the
broader social science literature. Additionally, we
can see that for both method and experiments sec-
tions, in-discipline references are used more often
to back own claims, while out-of-discipline refer-
ences are used more evenly to support both own
claims and background claims.

Papers with higher rates of Out-of-Discipline ci-
tations are integrative. We conduct a qualitative
analysis of the three papers identified as having the
greatest proportion of Out-of-Domain references
and compare to the three papers with the lowest
proportion. Our observations for each paper are
summarized in Tab. 5.

We find that the papers identified with the most
Out-of-Discipline citations each seek to build upon
existing social science work, tying relevant theory
strongly into their motivation, methods, and dis-
cussion of results. Following (McCarthy and Dore,
2023), we are inclined to describe them as “inte-
grative” papers. Alternatively, we find that papers
with the lowest rates of Out-of-Discipline citations
are mainly method papers grounded in computer
science research. Each of these papers addresses
a relevant social issue or task, but the main focus
is on formulating a prediction task, proposing a
computational model and analyzing the prediction
performance.

5 Discussion and Future Work

We emphasize that this paper represents only a
first step toward our envisioned framework. Go-

In-Discipline Citations by Section
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Figure 11: Argument Types Supported by In-discipline
vs. Out-of-Discipline citations per Section

ing forward, we will expand our labelled dataset
for greater coverage of additional tracks and work-
shops typical of NLP conferences. We aim to pre-
dict, with high confidence, what track a paper was
submitted to, allowing for a more holistic analysis
of the field of NLP and its relationship with out-of-
discipline work. We will conduct both general and
per-track analyses to identify additional trends and
explore whether the trends observed in NLP+CSS
hold true in other types of work.

We are particularly interested in studying the last-
ing power of NLP work and how that has shifted
under recent advancements in the field. We are also
interested in expanding on (McCarthy and Dore,
2023) to further investigate the differences in inte-
grative and descriptive work and their engagement
patterns with out-of-discipline scholarship in the
field of NLP as a whole. We seek to provide exam-
ples of how integrative work may be carried out in
the age of LLMs.

In addition to expanding beyond NLP+CSS, we
are also interested in improving on our argument
analysis component. We want to experiment with
alternative frameworks, as well as with modeling
argumentative relations between claims. Moreover,
we will further investigate our hypothesis that the
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Most Interdisciplinary

(Wu et al., 2023)

(Yang et al., 2015)

This paper presents a study of values, morals and gender bias in a dataset of folk tales
spanning cultures. Most experiments are designed to reinforce a relevant theoretical claim.

This is a study of the relationship between personal traits and brand preference. The method is grounded in
theory and seeks to investigate a debated topic in marketing research through a large scale study.

This paper studies differences in word choices for significant others and indefinite people to examine shifts in societal

(CH-Wang and Jurgens, 2021)
heavily on theoretical background.

attitudes toward sexuality and gender. Motivation for their method and discussion of results relies

Least Interdisciplinary

(Yang et al., 2022)

(Zhou et al., 2016)

(Li et al., 2023)

This paper presents a method for using facial emotions to extract sentiment from sentence-image pairs.

This paper studies enhancing limited personal usage information with the goal of improved search personalization. They
mainly call on previous computational methods to motivate deign choices.

This paper examines the effectiveness of identifying stance in social media posts given background knowledge about
the topic. Their proposed method is a variant of Retrieval Augmented ChatGPT.

Table 5: Summary of observations from analysis of NLP+CSS publications with greatest and least proportion of

Out-of-Discipline citations

location of a citation within a paper may signal
higher or lower engagement. Conducting qualita-
tive analysis with a science-of-science expert will
allow us to tie these observations to meaningful
differences in engagement. We envision combining
this information with the argumentation framework
to make deeper claims about the way citations are
used within a publication. We also recognize the
need to integrate and contrast our framework with
recent Science of Science techniques such as cita-
tion network analysis.

6 Conclusion

We recognize a need to evaluate interdisciplinary
research due to its growing popularity paired with
a lack of sufficient methods for studying engage-
ment between disciplines. In line with this, we
propose a general scalable framework for tracking
interdisciplinary citations within publications. Our
framework allows for tracking the section where
interdisciplinary citations appear and the argumen-
tative role they play within a publication.

To showcase our framework, we performed a
large scale analysis on the interdisciplinary en-
gagement of research in the field of natural lan-
guage processing and computational social sci-
ence. To do this, we constructed a comprehen-
sive dataset of NLP+CSS papers published in the
NLP venues in the last decade. Our analysis re-
vealed several trends, including a growth in the
number of NLP+CSS publications, compounded
with a decrease in cross-disciplinary engagement
in NLP+CSS papers coinciding with the advent
of LLMs. These findings are in line with previ-
ous work highlighting the gaps between the two

fields (Baden et al., 2022; McCarthy and Dore,
2023). However, we also find that dedicated work-
shops, such as the NLP and Computational Social
Science workshop, attract contributions that exhibit
higher engagement with the social scientific litera-
ture.

7 Limitations

The work presented in this paper has four main
limitations: (1) We defined interdisciplinary refer-
ences as those that cited a paper outside of NLP,
Computer Science or Linguistics. We recognize
that this is a simplification and that scientific con-
tributions can vary widely within certain venues.
(2) The classifiers used to identify argument types
was trained and evaluated on out-of-domain data.
While this data was also comprised of scientific
articles, some domain drift is to be expected when
moving from the computer graphics domain to the
natural language processing domain. A post-hoc
manual evaluation is needed to check and establish
the performance for our dataset. (3) We comple-
mented our citation analysis with a topic analysis
to tie the findings to some of the most prominent
research trends in the literature. We recognize the
limitation of topic models to accurately capture
this type of information accurately. However, we
believe that this risk is diminished when looking
at aggregated trends, rather than at individual map-
ping between papers and topics. (4) The fact that
we are using automated techniques for the analy-
sis necessarily carries some uncertainty. Even if
we were to improve our models considerably, our
large-scale analysis has a margin of error. It is im-
portant to acknowledge this when presenting our
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findings.

8 Ethical Considerations

To the best of our knowledge, no code of ethics
was violated during the development of this project.
We used publicly available tools and data to de-
velop our framework and perform our analysis. We
reported all pre-processing steps, learning configu-
rations, hyperparameters, and additional technical
details. Due to space constraints, some information
was relegated to the Appendix. The results reported
in this paper support our claims and we believe that
they are reproducible. The analysis reported in
Section 4.2 was done using the outputs of match-
ing algorithms and machine learning techniques
and do not represent the authors personal views.
The uncertainty of our predictions was adequately
acknowledged in the Limitations Section, and the
estimated accuracy was reported in Sec. 4.1.
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A Appendix
A.1 Detailed Dataset Statistics

In Figure 12 we present the full dataset, including
labelled and unlabelled data, by publication year.
Figure 13 shows this dataset broken down by the
conference or workshop in which it was published.

Figure 14 shows the labelled subset of data bro-
ken down by year and label. Figure 15 breaks this
subset down by publication conference/workshop.

Number of Labelled and Unlabelled Publications in Dataset
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Figure 12: Full unlabelled dataset by year
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A.2 Details on Citation Mapping

The Grobid and SciPDF pipeline result in a dictio-
nary format including the article text and citations,
as well as section breakdowns. To assign canonical
section titles to each section, we string matched
on a set of possible titles common in publications
associated with our predetermined section titles.
These are included in Tab. 6.
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The dictionary includes in-text citations for ev-
ery section. We matched these to an entry in the
references section by string matching on first au-
thor last name and publication date.

A.3 Classifier Data Details

In Tab. 7 we show the number of examples
present in each split during 5-fold cross-validation
for the track classifier.

In Tab. 9 we show the number of examples
present in each split during 5-fold cross-validation
for the argument classifier.

A.4 Social Science Fields

accounting, anthropology, applied psychology,
art, arts and humanities (miscellaneous), biolog-
ical psychiatry, business, communication, crimi-
nology, cultural studies, demography, developmen-
tal and educational psychology, ecology, evolution,
behavior and systematics, economics, economics
and econometrics, economics, econometrics and
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Figure 15: Labeled dataset by conference
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Figure 16: Percentage of CSS papers by year and venue

finance (miscellaneous), education, environmental
science, epidemiology, ethics, experimental and
cognitive psychology, finance, gender studies, gen-
eral health science, general humanities, general
psychology, general social science, genetics, ge-
ography, geography, planning and development,
health informatics, health information manage-
ment, health policy, history, history and philosophy
of science, humanities, informatics, information
science, information systems, information systems
and management, language and linguistics, library
and information science, life-span and life-course
studies, linguistics, linguistics and language, litera-
ture, marketing, pediatrics, perinatology and child
health, philosophy, policy, political science, politi-
cal science and international relations, press/news,
psychiatry and mental health, psychology, public
administration, public health, rehabilitation, social
psychology, social science (miscellaneous), soci-
ology, sociology and political science, speech and
hearing, strategy and management
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Canonical Title Matching Sections

Introduction introduction
Related Work related work, background, related research

method, methodology, approach, notation, technique, algorithm, architecture, design, solution,

Method
method, approach, methodology, model, corpus, data
. experiment, evaluation, test, analysis, compare, accuracy, scores, our method vs.,
Experiments . .
state-of-the-art, baseline, results, performance, evaluation
Conclusion conclusion, future work, discussion, limitation, ethical consideration, ethics
Appendix appendix

Table 6: Paper section titles mapped to our canonical titles

Fold Train Validation Test

0 1145 288 358
1 1145 288 358
2 1145 288 358
3 1147 286 358 Fold Train Validation Test
4 14 287 359 0 |5313 1537 1887
Table 7: Number of examples in each data split used for ! 5608 1567 1562
5-fold cross-validation with task classifier 2 5657 1498 1582
3 5303 1779 1655
Fold | CSS Not CSS  Macro 4 478 1208 2051
0.8872  0.9354 0.9093 Table 9: Number of examples in each data split used for
0.9482 0.9482 0.9482 5-fold cross-validation with argument classifier

0.8799  0.8908 0.8852
0.8701  0.8916 0.8804
0.9031  0.8589 0.8790

Avg | 09136 0.9362 0.9249
Stdev | 0.03194 0.0158 0.0238

H WO = O

Table 8: F1 for CSS Track Prediction per Fold

A.5 Topic Modelling Details

Fold | Own Claim Background Claim Data Macro

) ) ) 0 0.7989 0.6508 0.5 0.6499
We conducted topic modelling with tomotopy 1 0.7031 0.6251 0.4367 0.5883
(Lee, 2022) over all abstracts. We modelled 15 2 0.7652 0.5957 04389 05999
topics and eliminated the 50 most-common words. 3 0.763 0.6405 0.5059 0.6365
. ) 4 0.7516 0.597 0491  0.6132

Based on the top 10 words associated with each
topi 1 ioned the toni title. Th Avg | 0.7564 0.6218 0.4745 0.6176
opic, we manually assigned the topic a title. 1he — gqey | 0.0346 0.0250 00339 0.0255

top ten words associated with each topic and the
manually assigned label are included in Tab. 11. Table 10: F1 for Argument Type Prediction per Fold
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Topic Name

Top 10 Words

Discourse
Sarcasm

State of the Art
Emotion Detection
Twitter Data
Mental Health
Gender

Political Issues
Hate Speech
Semantic Structure
Linguistics

Word Embeddings
Events

Machine Learning
Conversations

context, only, but, at, time, also, discourse, study, online, evidence

al, sarcasm, et, moral, its, aspect, have, methods, been, then

over, approach, stateoftheart, baseline, present, outperforms, stance, novel, based, annotated

emotion, knowledge, information, datasets, demonstrate, experiments, multimodal, stateoftheart, effectiveness, rumor
users, user, twitter, tweets, posts, predict, emotional, methods, individuals, studies

learning, framework, existing, health, mental, large, tasks, natural, novel, proposed

more, study, gender, than, nlp, have, may, find, groups, people

political, how, identify, us, computational, articles, through, identifying, science, issues

speech, content, hate, not, online, detecting, one, also, but, personal

semantic, used, information, annotated, human, structure, them, documents, sentences, set

features, new, research, languages, linguistic, into, english, how, across, while

approach, words, word, embeddings, use, method, all, same, two, predicting

eg, information, about, prediction, both, events, methods, also, change, event

training, bias, classification, datasets, trained, both, at, through, been, problem

conversations, conversation, strategies, computational, power, persuasion, where, framework, not, conversational

Table 11: 15 topics identified in abstracts with hand-labelled titles
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