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ABSTRACT

Large language models (LLMs) commonly boost reasoning via sample-evaluate-
ensemble decoders, achieving label free gains without ground truth. However,
prevailing strategies score candidates using only external outputs such as token
probabilities, entropies, or self evaluations, and these signals can be poorly cali-
brated after post training. We instead analyze internal behavior based on neuron
activations and uncover three findings: (1) external signals are low dimensional
projections of richer internal dynamics; (2) correct responses activate substantially
fewer unique neurons than incorrect ones throughout generation; and (3) activa-
tions from correct responses exhibit stronger cross sample agreement, whereas
incorrect ones diverge. Motivated by these observations, we propose Neuron
Agreement Decoding (NAD), an unsupervised best-of-N method that selects can-
didates using activation sparsity and cross sample neuron agreement, operating
solely on internal signals and without requiring comparable textual outputs. NAD
enables early correctness prediction within the first 32 generated tokens and sup-
ports aggressive early stopping. Across math and science benchmarks with verifi-
able answers, NAD matches majority voting; on open ended coding benchmarks
where majority voting is inapplicable, NAD consistently outperforms Avg@64.
By pruning unpromising trajectories early, NAD reduces token usage by 99% with
minimal loss in generation quality, showing that internal signals provide reliable,
scalable, and efficient guidance for label free ensemble decoding.

1 INTRODUCTION

Large language models (LLMs) have demonstrated remarkable reasoning capabilities (Wei et al.,
2022; Tang et al., 2024). To further boost their performance, sample-evaluate-ensemble methods
have been widely adopted. These methods leverage answer consistency by selecting the best re-
sponse through majority voting (Wang et al., 2022), often yielding higher quality than single re-
sponses. Notably, this approach requires no ground truth labels, essentially providing a “free lunch”
improvement. Beyond inference-time applications, this paradigm has also been integrated into un-
supervised reinforcement learning, enabling models to train at larger scales without ground truth,
thereby raising the performance ceiling.

Influence

What We See vs. What’s Inside a Large Language Model

External Behaviors Internal Behaviors

Sample-Evaluate-Ensemble

Low-dimensional
ProjectionEntropy

Confidence

Neuron-Agreement
Decoding (ours)

Text output
Activation
Pattern
Activation
Count
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Activations

Figure 1: Comparison between NAD and other
ensemble methods. Our approach relies solely on
internal signals during the sampling process, with-
out requiring comparable textual outputs.

Beyond majority voting, recent sample-evaluate-
ensemble methods have developed more sophis-
ticated ensemble strategies. Instead of treating
all responses as equally important like majority
voting, Chen et al. (2023) prompts the model
to self-evaluate before ensemble and select the
most consistent answer among candidates. An-
other line of work explores the model’s response
confidence, leveraging output states from the for-
ward pass (e.g., token probabilities) to evalu-
ate and ensemble responses. Typically, high-
confidence responses exhibit better quality and
low-confidence ones shall be pruned (Fu et al.,
2025). However, these methods rely solely on
model outputs, with confidence or entropy met-
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rics based on token probabilities — what we define as the external behaviors of LLMs. This raises
critical questions: Do models inherently encode response quality signals in their outputs? How re-
liable are such assessments? According to GPT-4 reports, LLMs lose calibration capabilities after
post-training, showing no clear linear relationship between token probability and response correct-
ness. This appears to contradict the effectiveness demonstrated in existing work.

In this paper, we further investigate the model’s internal behaviors, neuron activation vectors, to
explore their relationships with external behaviors and response correctness. Through extensive
experiments, we reveal that: 1) External behaviors (e.g., entropy) represent low-dimensional pro-
jections of internal behaviors. This is intuitive, as token probabilities determine output tokens and
are themselves determined by neuron activations across layers. 2) Consequently, internal behaviors
contain richer signals, leading to our discovery of their relationship with response quality — cor-
rect responses activate significantly fewer neurons compared to incorrect ones. 3) Finally, through
visualization, we observe patterns among correct responses. They tend to activate similar unique
neurons. These novel patterns in LLMs’ internal behaviors inspire better evaluation methods and
more efficient assessment of sampled response correctness, ultimately yielding superior ensemble
results.

Building on these insights, we propose Neuron-Agreement Decoding (NAD), an unsupervised
method that selects high-quality reasoning trajectories solely based on internal neuron activations.
Specifically, NAD favors either responses with minimal neuron activations or those that exhibit the
greatest agreement with other sampled responses. Leveraging such signals also enables us to predict
response correctness at a very early stage of generation (e.g., within the first 32 tokens), rather than
requiring full sequences as in external ensemble methods, thereby substantially improving the effi-
ciency and effectiveness of sample-then-ensemble decoding. The distinction between our approach
and existing ensemble methods is illustrated in Figure 1.

For evaluation, we consider both tasks with easily verifiable correctness (with ground truth, suitable
for majority voting) and more challenging scenarios (without ground truth or with multiple valid so-
lutions, such as code generation), validating our method’s effectiveness. Moreover, when combined
with an early-stopping strategy, NAD reduces token consumption in parallel sampling by up to two
orders of magnitude while delivering superior performance. Our contributions are summarized as
follows:

• We conduct a deep investigation into the relationships among internal neuron activation,
external behaviors, and response correctness in LLMs.

• We design a Neuron-Agreement Decoding (NAD) method for scalable best-of-N sampling.
• Experimental results validate the effectiveness of our findings and method, while the effi-

ciency gains are also achieved through the early-stopping strategy.

2 RELATED WORK

Outputs-based Voting. Self-consistency (Wang et al., 2022) is a test-time ensemble technique
that samples multiple chain-of-thought (CoT) solutions from an LLM and selects the final answer by
majority vote. This method significantly improved performance on arithmetic and commonsense QA
benchmarks, revealing that while any single chain might be incorrect, aggregating multiple solutions
can correct errors. Variants of this idea include Soft Self-Consistency (Wang et al., 2024), which
gives partial credit to similar answers rather than exact match voting. Self-consistency works well
when outputs are relatively constrained (e.g., numerical or factual answers), but is less applicable to
open-ended generation, where answers cannot be easily compared for voting.

Confidence-Based Selection. Another line of work exploits internal confidence or uncertainty
metrics. Kang et al. (2025) introduced self-certainty, which uses the model’s token-level probabil-
ities to estimate the confidence of each reasoning chain. In their best-of-N selection framework,
self-certainty scores guided the choice of the final answer, achieving better scaling with N . Fu et al.
(2025) proposed DeepConf, which monitors token prediction entropy during generation to prune
low-confidence reasoning paths on the fly, thereby saving computation while maintaining accuracy.
These approaches require access to the model’s probability distribution at each step. However, these
approaches still rely on the availability of comparable answers, which limits their applicability.
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3 PILOT STUDY OF INTERNAL BEHAVIORS

Existing ensemble methods still rely heavily on external signals, overlooking internal dynamics in
LLMs. Inspired by the model utility law (Cao et al., 2025), in this section, we investigate how
internal signals in the model (i.e., neuron activations) correlate with these external signals (e.g.
certainty and entropy), and whether we can leverage them to guide the selection of the highest-
quality trajectory in the early stage of generation. In Section 3.1, we first introduce the definition
of activated neurons; in Section 3.2, we demonstrate the correlation between neuron activations and
external signals; in Section 3.3, we present preliminary experiments about the correlation between
neuron activation patterns and model performance, which highlight two key insights to serve as the
main basis for our proposed method.

3.1 NEURON ACTIVATION SET

Neuron activation patterns can reveal the internal dynamics of LLMs, which are closely associated
with specific types of abilities in LLMs (Pan et al., 2024; Templeton et al., 2024). Here, we adopt the
definition of activated neurons of Cao et al. (2025): Given an LLM with an input x, it can generate an
output token sequence y = (y1, y2, . . . , yt) from a single sampling, the SwiGLU-based (Chowdhery
et al., 2023) contribution of neuron i in layer l to output token yj as:

fneuron(i, l, yj | y<j) =
(
WuW

l
out ◦ SiLU

(
xl
tW

l
g

))
yj ,i

, (1)

where y<j = (y1, y2, . . . , yj−1) denotes the response sequence before the j-th token yj , SiLU is
the Swish activation (Shazeer, 2020), Wl

out,W
l
g are the output/gate projections in FFN, Wu is the

unembedding matrix transforming the hidden states into distributions over the vocabulary, ◦ is an
element-wise product with broadcasting, and xl

j−1 denotes the hidden input of token yj−1 to the
FFN at l-th layer. For a given threshold η, the activated neuron set for a sample (x,y) is defined as:

Nactivated(x,y) =
{
(i, l)

∣∣∣ ∃yj ∈ y, fneuron (i, l, yj | x⊕ y<j) > η
}
, (2)

where l = 1, 2, ..., L represents the layer index, and i = 1, 2, ..., N indicates the neuron index in
each layer. The implementation of the threshold function η can be found in Appendix B.

In this work, we refine the definition into a more fine-grained form to better capture activations
throughout the reasoning process. Specifically, we divide the entire reasoning process into B-sized
chunks y = (y1,y2, ...,y⌈t/B⌉), compute the activation set for each chunk using the definition in
Eq.(2), and then take their union:

Nactivated(x,y) =

⌈t/B⌉⋃
i=1

Nactivated(x,yi) (3)

This modification allows us to better capture localized information within the reasoning process.

3.2 NEURON ACTIVATIONS: APPROXIMATE PREIMAGES OF CONFIDENCE METRICS

We hypothesize (operationally) that a model’s internal dynamics during inference—captured as the
set of activated neurons—can be viewed as giving rise to approximate low-dimensional summaries
such as self-certainty; reducing behavior to such scalars discards much of the underlying high-
dimensional information. We test this via two complementary findings: (1) activated neurons can,
to some extent, aggregate into those scalar metrics, i.e., the set of activated neurons contains
the information needed to compute those metrics; and (2) activated neurons exhibit patterns that
scalar metrics cannot capture.

Concretely, we use Qwen3-4B-Think to generate 64 responses per instance on AIME24, record-
ing for each response both several scalar metrics and its corresponding set of activated neurons.
For (1), we count the number of activated neurons per chunk and compute each chunk’s mean
self-certainty and entropy, then measure the correlation between neuron counts and the conven-
tional scalar metrics. The results, shown in Fig. 2, demonstrate significant correlations (with p-value

3
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Figure 2: Scatter plots of the number of activated neurons versus confidence-based metrics (Self-
Certainty and Entropy). The neuron counts show significant correlations with both metrics, in-
dicating that the activated neuron states provide a high-dimensional representation of traditional
confidence measures.

less than 0.05): neuron count correlates positively with entropy and negatively with self-certainty,
thereby supporting (1). For (2), to uncover structure in how different samples activate neurons, we
embed samples with t-SNE using the Jaccard index between activated-neuron sets as the similarity
measure, i.e.

Sij =
|Nactivated(x,yyyi)

⋂
Nactivated(x,yyyj)|

|Nactivated(x,yyyi)
⋃

Nactivated(x,yyyj)|
. (4)

Where yyyi, yyyj are different responses. The t-SNE visualization in Fig. 3 colors each sample by
the sequence’s average entropy. The plot reveals clear clustering of responses by their activated-
neuron patterns; importantly, samples within the same cluster do not necessarily share similar en-
tropy values, and samples from different clusters can exhibit similar entropy. This indicates that
the activated-neuron patterns encode high-dimensional structure that scalar metrics such as entropy
cannot represent.
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Figure 3: t-SNE representation of activated
neurons, with point colors indicating the av-
erage entropy of the corresponding samples.
No clear consistency is observed between
entropy and the resulting clusters, suggest-
ing that the activated neurons contain high-
dimensional structural information not cap-
tured by entropy.

Taken together, these results suggest that confidence-
type scalar metrics are effectively low-dimensional
projections of high-dimensional activated-neuron
states1. This observation naturally raises the ques-
tion: if scalar confidence can guide answer selection,
can we exploit richer, higher-dimensional state infor-
mation to guide selection more effectively? To ex-
plore this possibility, in the next section we conduct
a deeper analysis of the relationship between neuron
activation patterns and response correctness.

3.3 PRELIMINARY EXPERIMENTS

To investigate the correlation between neuron acti-
vation patterns and model performance, we continue
with the same experimental setup, while recording
both the correctness of each response and its corre-
sponding set of activated neurons.

Figure 4(a) shows the visualization of multiple sam-
ples for selected instances, where green points corre-
spond to correct responses and red points to incorrect
ones. We observe two clear patterns: 1) Neuron acti-
vation patterns across different responses tend to form
natural clusters, indicating a form of consensus; 2) Incorrect responses tend to lie at the margins of

1We cannot exhaust all possible activated neuron patterns and their mappings to scalar metrics. In future
work, we aim to explore more combinations.
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Figure 4: Preliminary AIME24 results. (a) t-SNE of responses to one prompt: center clusters share
similar reasoning; outliers diverge. (b) Correct answers activate far fewer neurons than incorrect
ones. (c) Token-wise trajectories show incorrect responses repeatedly shift strategies, engaging
more neurons. These observations motivate Insight 1 and Insight 2 presented in Section 3.3.

clusters, farther from neighboring samples, whereas correct reasoning trajectories align more tightly
with the central distribution. These lead to our first key insight:

Insight 1. By leveraging neuron activation patterns across responses, we can define consensus and
identify reasoning trajectories more likely to be correct without requiring text-level matching.

Complementing the clustering result, we compare neuron activations for correct vs. incorrect sam-
ples during generation (Fig. 4(b,c)). In Fig. (b), correct samples consistently exhibit substantially
fewer activated neurons than incorrect ones, consistent with the view that successful trajectories
balance exploration and exploitation—reaching answers with fewer trial-and-error steps—whereas
failures over-explore. Fig. (c) tracks the growth of unique activated neurons with generated tokens
for each sampling; correct trajectories activate fewer neurons throughout. This pattern aligns with
the overall statistics and suggests using activation signals to terminate low-quality generations early.
These observations lead to our second key insight:

Insight 2. The number of activated neurons in the early stage of generation can serve as a signal to
distinguish high-quality answers from low-quality ones. Specifically, high-quality answers tend to
activate fewer neurons.

Aligned by generation step (Fig. 4(c)), correct chains activate fewer neurons at matched tokens,
indicating a non-length effect and motivating chunk-conditioned early stopping.

Building on these two insights, we can design corresponding algorithms that leverage neuron acti-
vation patterns across samples to uncover consensus and identify higher-quality answers.

4 METHODOLOGY

Building on the insights from above preliminary experiments (Section 3.3), we aim to operationalize
two key observations regarding neuron activations in sampled reasoning trajectories. These obser-
vations suggest two complementary strategies for selecting high-quality reasoning trajectories. In
the following, we introduce two independent methods that correspond to these insights. Figure 5
illustrates the overall framework.

4.1 NEURON-AGREEMENT DECODING (NAD)

To operationalize the notion of consensus, we build directly on Insight 1. Samples of the same
input exhibiting similar neuron activation patterns tend to correspond to correct reasoning, while
incorrect ones deviate substantially. We capture consensus by exploiting these internal dynamics of
the model.

Concretely, for a given input x, we generate n sampled trajectories {(x,yi)}ni=1, and obtain their
activated neuron sets {Nactivated(x,yi)}ni=1 as defined in Section 3.1. Pairwise similarities among
samples, already formalized by the Jaccard index in Section 3.3, provide a relational structure over
the sampled responses. The resulting consensus matrix S ∈ [0, 1]n×n captures agreement among
samples at the level of neuron activations.

5
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Figure 5: Framework of Neuron Agreement Decoding (NAD). NAD selects high-quality answers by
leveraging the consensus of internal neuron activations during the sampling process, without relying
on canonical textual outputs. This consistency can be identified using the proposed kNN-based
approach, among others. Moreover, this procedure can be applied at an early stage of sequence
generation, pruning low-quality responses in advance and reducing token usage.

Building upon this representation, our goal is to identify consensus samples — those most consistent
with others in their neuron activations — and thereby select trajectories that are more likely to be
correct. We propose the following structure discovery methods:

kNN-Agreement. For each sample i, compute the sum of its top-k pairwise similarity scores to
other solutions, denoted as si. Select the solution î with the highest si.

Global Medoid. The medoid denotes the point that minimizes the total distance to all other samples.
Under the Jaccard Index metric, this corresponds to maximizing the sum of similarities:

î = argmax
i

n∑
j=1

Sij .

DBSCAN. We apply the clustering algorithm to the distance matrix D = 1− S to identify clusters.
Select the largest cluster C, then find the medoid within this cluster:

î = argmax
i

∑
p∈C

∑
q∈C

Spq.

Building on Insight 2, we propose an alternative selection strategy: since correct reasoning trajec-
tories tend to activate relatively fewer neurons, we choose the trajectory with the fewest activated
neurons among the n samples:

î = argmin
i

|Nactivated(x,yyyi)|.

This approach does not rely on pairwise similarities between samples; instead, it treats the number
of activated neurons in a single sample as a proxy for its quality, allowing us to select trajectories
that are more likely to be correct efficiently. We denote this approach as MinAct.

4.2 EARLY STOPPING STRATEGY

Early stopping in parallel sampling improves LLM inference by terminating weak reasoning traces
and reallocating compute to stronger ones, reducing redundancy. Based on preliminary experi-
ments, we hypothesize that a trace’s correctness can be predicted early from its neuron activation
patterns. We apply these methods to prune low-quality traces. Specifically, for a partial output
y≤j = (y1, y2, . . . , yj), we compute the set of neurons activated by x up to the current position j as
Nactivated(x,y≤j) by Eq.(3), employ the selection schemes from Section 4.1, and resume generation
from the selected trace by itself. We set j equal to the chunk size, B = 32 for the experiments. The
choice of the early stopping position will be further discussed in Section 5.3.
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5 EXPERIMENTS

5.1 SETUP

Models. We evaluate NAD on three models: Qwen3-4B-thinking-0527, Qwen3-4B-Instruct-
0527 (Team, 2025) and DeepSeek-R1-0528-Qwen3-8B (DeepSeek-AI, 2025). For each input, we
generate n = 64 samples with a temperature of 0.6 and a top-p value of 0.9.

Datasets. We evaluate NAD on two settings: (1) scientific reasoning with canonical answers, in-
cluding AIME24, AIME25 (Art of Problem Solving, 2024a;b; 2025a;b) and GPQA (Rein et al.,
2024)); and (2) open-ended code generation, including LiveCodeBench v5 (Jain et al., 2024), Hu-
manEval (Chen et al., 2021) and MBPP (Austin et al., 2021), where majority voting is inapplicable.

Protocol & Baselines. Under this protocol we report two baselines: (i) Avg@64 (mean accuracy
over all n samples); (ii) Cons@64 majority vote for tasks with canonical answers (ties count as
failure). We evaluate under a fixed sampling budget n = 64 and a low-interaction regime that
mirrors deployments where repeated environment calls are expensive; for code, we adopt a single-
execution protocol (only the finally selected candidate is executed once).

Model Method Math Reasoning Code Generation Avg.
AIME24+25 GPQA HumanEval LCBv5 MBPP

Qwen3-4B-Think

Avg@64 74.6 66.3 96.0 61.9 84.6 76.7
Cons@64 86.7 68.2 – – – –
NAD-kNN 85.0 68.7 98.2 61.7 86.0 79.9

NAD-Medoid 81.7 66.2 97.0 59.3 85.2 77.9
NAD-DBSCAN 83.4 66.2 97.6 59.9 85.0 78.4
NAD-MinAct 85.0 66.7 92.7 58.1 83.8 77.3

R1-Qwen3-8B

Avg@64 70.6 58.1 92.1 58.5 83.7 72.6
Cons@64 78.3 62.6 – – – –
NAD-kNN 78.3 62.6 89.6 57.5 84.4 74.5

NAD-Medoid 75.0 61.1 91.5 55.1 85.4 73.6
NAD-DBSCAN 73.3 60.1 90.9 55.7 85.4 73.1
NAD-MinAct 75.0 61.1 90.2 59.3 79.0 72.9

Qwen3-4B-Instruct

Avg@64 51.7 59.2 90.8 34.1 75.4 62.2
Cons@64 66.7 61.1 – – – –
NAD-kNN 55.0 61.1 91.5 37.1 74.2 63.8

NAD-Medoid 55.0 61.1 92.1 36.5 75.2 64.0
NAD-DBSCAN 60.0 61.1 92.1 36.5 75.8 65.1
NAD-MinAct 61.7 60.6 91.5 31.1 75.0 64.0

Table 1: Main results of our experiments. Our methods achieve performance competitive with
majority voting and consistently surpass sampling average.

5.2 RESULTS

The main results are summarized in Table 1, which indicate that: 1) Our approach substantially
outperforms baselines in terms of overall performance, with the kNN variant yielding consistently
strong performance; 2) On math reasoning datasets with extractable ground-truth answers, our meth-
ods demonstrate clear advantages over sampling average while remaining competitive with majority
voting. On code generation benchmarks, where existing sample-evaluate-ensemble methods are not
applicable, our methods still yield performance gains over our curated baseline on most tasks; 3)
Compared to alternative methods that leverage the global structure across n samples, the minimum-
activation method relies solely on the number of activated neurons, which limits its effectiveness;
nevertheless, it still significantly surpasses baselines.

Table 2 reports performance changes and token savings on scientific benchmarks under the early-
stopping scheme in Section 4.2; code results appear in Appendix Table 3. Relative to parallel sam-
pling, our method permits stopping after the first chunk, sharply reducing tokens while consistently
surpassing random sampling in accuracy. These gains show that early internal neuron activations
provide reliable signals of answer quality.
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Model Method AIME24+25 GPQA Avg. Acc.
Acc. Token (∆%) Acc. Token (∆%)

Qwen3-4B-Think

Avg@64 74.6 55.2 66.3 102.2 70.4
NAD-kNN 80.0 1.3 (-97.6%) 67.2 2.0 (-98.0%) 73.6

NAD-Medoid 81.7 1.3 (-97.6%) 68.2 2.0 (-98.0%) 75.0
NAD-DBSCAN 81.7 1.3 (-97.6%) 65.7 2.0 (-98.0%) 73.7
NAD-MinAct 80.0 1.2 (-97.8%) 67.7 1.8 (-98.2%) 73.9

R1-Qwen3-8B

Avg@64 70.6 48.1 58.1 99.6 64.4
NAD-kNN 78.4 1.0 (-97.9%) 56.1 1.8 (-98.2%) 67.3

NAD-Medoid 75.0 1.1 (-97.7%) 54.0 1.9 (-98.1%) 64.5
NAD-DBSCAN 75.0 1.1 (-97.7%) 54.5 1.9 (-98.1%) 64.8
NAD-MinAct 76.7 0.9 (-98.1%) 58.1 1.7 (-98.3%) 67.4

Qwen3-4B-Instruct

Avg@64 51.7 32.0 59.2 41.6 55.5
NAD-kNN 55.0 0.4 (-98.8%) 58.6 0.9 (-97.8%) 56.8

NAD-Medoid 55.0 0.6 (-98.1%) 56.6 1.0 (-97.6%) 55.8
NAD-DBSCAN 55.0 0.6 (-98.1%) 56.6 1.0 (-97.6%) 55.8
NAD-MinAct 61.7 0.4 (-98.8%) 63.1 0.9 (-97.8%) 62.4

Table 2: Accuracy and total token consumption of different methods on scientific reasoning bench-
marks after applying early stopping introduced in Section 4.2. Token consumption is reported in
millions (M). Our method achieves a two-order-of-magnitude reduction in token usage while main-
taining accuracy advantages over random sampling.
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Figure 6: Comparison between minimizing and maximizing activated neurons. On scientific reason-
ing benchmarks, responses with minimal activated neurons are significantly better; while on coding
benchmarks, the performance gap narrows or even reverses.

5.3 ANALYSIS

Different implementations for activated neuron computation. In Section 3.1, we aggregate ac-
tivated neurons by simply taking the union of all chunks, treating them equally. To investigate the
effect of this aggregate method, we adopt top-k operation (Cao et al., 2025; Wang et al., 2025) to
merge neurons across sequences. Specifically, we retain only the neurons with the top-k contri-
bution scores, where k ranges from 2K to 200K, and eventually no top-k filtering is applied (our
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Figure 7: Effect of different top-k settings on the distribution of activated neurons for correct and
incorrect responses. From left to right: top-k = 2K, 200K, and no top-k. The no-top-k setting
achieves the best separation.
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method). The corresponding distributions of activated neurons are shown in Figure 7. We observe
that as k increases: (1) the distribution of activated neurons for correct samples gradually shifts to
the left, while that for incorrect samples shifts to the right; (2) the distribution of incorrect samples
becomes increasingly uniform. Overall, the distinction between the two distributions becomes more
pronounced. We hypothesize that when k is small, the activated neurons focus on high-contribution
reasoning paths, losing some finer details. As k increases, more detailed information is incorporated,
providing a more comprehensive and discriminative view of the model’s internal states.
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Figure 8: Accuracy and token consump-
tion as a function of early stopping position.
The results show that performance does not
monotonically improve as the stopping posi-
tion is delayed, suggesting that token gener-
ation may introduce noise; stopping at 32 to-
kens achieves relatively good performance.

The Effect of Early Stopping Position. In the main
experiments, we fix the early stopping position at
B = 32. Intuitively, the later the truncation point
in generation, the richer the information conveyed by
activated neurons. In this section, we investigate how
different early stopping positions affect model perfor-
mance and token consumption. Results across posi-
tions ranging from 32 to 16384 are shown in Figure 8.
Interestingly, we find that later stopping does not nec-
essarily yield better answer quality (For more results,
please refer to Figure 9-Figure 10 in the Appendix).
For example, on the AIME24+25 dataset, the kNN
method achieves higher accuracy when stopping at
the 4096th token compared to using the full response
(86.7 vs. 85.0). This phenomenon may be attributed
to noise accumulation and signal dilution: as gener-
ation proceeds, additional activations may introduce
redundancy or errors that obscure the earlier, more re-
liable signals, leading to degraded answer selection
despite longer reasoning traces.

Relationship between neuron activation and performance. In Section 3.3, we observed on
AIME24 that correct responses activate fewer neurons than incorrect ones. To further examine this
phenomenon, we compare it against the opposite strategy: selecting the reasoning trajectory that
maximizes neuron activations. The results are reported in Figure 6. On math and science reasoning
benchmarks, our hypothesis is confirmed: responses selected based on minimal activations achieve
significantly higher accuracy than those based on maximal activations; whereas on code generation
tasks, the difference is much less pronounced, and in some cases, the maximal-activation strategy
even outperforms the minimal-activation ones. We suggest that this is because (1) code generation is
more open-ended, with multiple valid ways to implement the same functionality, and (2) it inherently
requires the model to draw upon a broader range of knowledge, including programming languages,
libraries, and domain-specific conventions, which thereby weakens the relationship between neuron
activations and performance. We hope that further exploration of this line of research can facilitate
extending parallel reasoning to more general domains.

6 CONCLUSION

In this work, we analyze LLM internals via neuron-activation patterns in correct vs. incorrect out-
puts. Correct outputs activate fewer neurons and align more, a reliable quality signal. We propose
Neuron-Agreement Decoding (NAD), selecting responses from internal activations. On math, sci-
ence, and coding, NAD matches majority voting on well-defined tasks and beats average sampling
on open-ended coding. Early pruning cuts tokens up to 99% without quality loss. These results
show that neuron-level signals improve efficiency and reliability, motivating the ensemble decoding
based on internal dynamics.
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A LIMITATIONS

Despite efficient early selection, open issues remain: (1) Selector impact: we introduced several se-
lectors but did not determine which is most effective under different sampling patterns. (2) Storage
overhead: compute cost is small, yet storing neuron activations requires substantial disk and mem-
ory; more space-efficient representations of internal dynamics are a key direction. Our comparisons
use a fixed budget n = 64 and a single-execution protocol for code; approaches with many more
samples or multiple executions target a different resource regime. Engineering-wise, storage can be
non-trivial, but bitset or bitmap encodings and parallel Jaccard under early stopping (@32 token)
keep added overhead small.

B IMPLEMENTATION FOR THRESHOLD FUNCTION

In this paper, we adopt a top-k threshold function for key neuron selection, which can be calculated
as follows:

1. Calculate the highest activations on the j-th token yj in each layer l:

Fjl = topk(A(yj , l), 64), (5)

where A(yj , l) ∈ RN denotes the contribution score matrix on token yj in layer l, with [A(yj , l)]i =
fneuron(i, l, yj | x⊕ y<j). Here, topk(A, k) returns the k largest values in A.
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Figure 9: Accuracy and token consumption as a function of early stopping position of
R1-Qwen3-8B on AIME24.
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Figure 10: Accuracy and token consumption as a function of early stopping position of
R1-Qwen3-8B on AIME25.

2. Find the threshold by aggregating activations across the sequence:

η(j, k) = min{topk([Fj1;Fj2; . . . ;Fjl], k)}. (6)

In all experiments, we set k = 500. Note that the threshold is equivalent to taking the top-k across
all activation values on token yj when 64 in Eq. (5) is scaled up to N . We choose to use 64 instead
of N for computational efficiency considerations. This token-level thresholding is always applied
in our main method. Unless otherwise noted (Sec. 5.3), we do not apply any sequence-level global
top-k across tokens; when we do, it is clearly marked as an ablation.

C DETAILED EXPERIMENT RESULTS

Model Method HumanEval LCBv5 MBPP Avg. Acc.
Acc. Token (∆%) Acc. Token (∆%) Acc. Token (∆%)

Qwen3-4B-Think

Avg@64 97.0 52.2 58.7 191.9 85.6 169.8 80.4
NAD-kNN 97.6 1.1(-97.9%) 63.5 3.2(-98.3%) 85.2 3.5(-98.0%) 82.1

NAD-Medoid 97.6 1.1(-97.9%) 59.9 3.3(-98.3%) 85.0 3.5(-98.0%) 80.8
NAD-DBSCAN 97.6 1.1(-97.9%) 61.1 3.3(-98.3%) 85.2 3.6 (-97.9%) 81.3
NAD-MinAct 96.3 1.0(-98.1%) 65.9 3.2(-98.3%) 85.2 3.1(-98.2%) 82.4

R1-Qwen3-8B

Avg@64 92.1 49.3 61.1 190.4 84.6 171.6 79.3
NAD-kNN 94.5 0.9(-98.2%) 56.9 3.2(-98.3%) 83.2 3.3(-98.1%) 78.2

NAD-Medoid 91.5 1.0(-98.0%) 58.7 3.2(-98.3%) 84.0 3.5(-98.0%) 78.1
NAD-DBSCAN 91.5 1.0(-98.0%) 61.7 3.2(-98.3%) 83.0 3.5(-98.0%) 78.7
NAD-MinAct 93.9 0.9(-98.2%) 58.7 2.9(-98.4%) 82.4 3.0(-98.2%) 78.3

Qwen3-4B-Instruct

Avg@64 89.6 6.0 31.1 26.6 74.9 37.1 65.2
NAD-kNN 90.2 0.4(-93.3%) 35.9 0.6(-97.7%) 73.9 1.4(-96.2%) 66.7

NAD-Medoid 90.9 0.4(-93.3%) 36.5 0.7(-97.4%) 74.7 1.5(-96.0%) 67.4
NAD-DBSCAN 90.9 0.4(-93.3%) 35.9 0.7(-97.4%) 76.2 1.5(-96.0%) 67.7
NAD-MinAct 92.1 0.4(-93.3%) 31.7 0.6(-97.7%) 77.0 1.4(-96.2%) 66.9

Table 3: Accuracy and total token consumption of different methods on code benchmarks after
applying early stopping introduced in Section 4.2. Token consumption is reported in millions (M).
Our method achieves a two-order-of-magnitude reduction in token usage while maintaining accuracy
advantages over random sampling.
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