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Abstract— Learning with little data is challenging but often
inevitable in various application scenarios where the labeled
data are limited and costly. Recently, few-shot learning (FSL)
gained increasing attention because of its generalizability of
prior knowledge to new tasks that contain only a few samples.
However, for data-intensive models such as vision transformer
(ViT), current fine-tuning-based FSL approaches are inefficient
in knowledge generalization and, thus, degenerate the down-
stream task performances. In this article, we propose a novel
mask-guided ViT (MG-ViT) to achieve an effective and efficient
FSL on the ViT model. The key idea is to apply a mask on image
patches to screen out the task-irrelevant ones and to guide the
ViT focusing on task-relevant and discriminative patches during
FSL. Particularly, MG-ViT only introduces an additional mask
operation and a residual connection, enabling the inheritance of
parameters from pretrained ViT without any other cost. To opti-
mally select representative few-shot samples, we also include
an active learning-based sample selection method to further
improve the generalizability of MG-ViT-based FSL. We evaluate
the proposed MG-ViT on classification, object detection, and seg-
mentation tasks using gradient-weighted class activation mapping
(Grad-CAM) to generate masks. The experimental results show
that the MG-ViT model significantly improves the performance
and efficiency compared with general fine-tuning-based ViT and
ResNet models, providing novel insights and a concrete approach
toward generalizing data-intensive and large-scale deep learning
models for FSL.

Index Terms— Domain adaptation, few-shot learning (FSL),
mask, vision transformer (ViT).
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I. INTRODUCTION

DEEP neural networks (DNNs) have achieved great suc-
cess in many computer vision tasks with a large amount

of labeled data [1], [2]. However, learning with little data is
often inevitable in a variety of application scenarios in which
the labeled data are limited and costly. Recently, few-shot
learning (FSL) has attained increasing interest in reconciling
the demand and scarcity of large-scale labeled data in DNNs
because of its generalizability of prior knowledge to new tasks
given only a few samples. Existing literature has devoted
extensive efforts to improving the effectiveness and efficiency
of FSL from three aspects [3], data augmentation [4], [5],
model design [6], and algorithm development [7], and corre-
spondingly obtained promising results. By simply freezing the
backbone and merely fine-tuning the last few layers, previous
fine-tuning-based FSL approaches have achieved promising
performances [8], [9], [10].

However, for data-intensive models with even more
parameters, e.g., vision transformer (ViT) [11], current fine-
tuning-based FSL approaches are inefficient in knowledge
generalization [12]. For example, the large ViT model per-
forms worse than ResNets when pretrained on a small dataset
such as ImageNet, and the full benefit of larger models is
observed only with large JFT-300M dataset [11]. One effective
solution is transfer learning, which uses pretrained parameters
from large-scale data. However, probably due to the nature of
data-intensive models, such as ViT, which do not inherently
encode the inductive biases that are useful for smaller datasets
and, thus, require a large amount of labeled data to figure out
the underlying modality-specific rules [11], [13], it results in
unsatisfying performance when the labeled data are limited
in FSL scenario. Therefore, figuring out how to efficiently
generalize the domain knowledge of data-intensive models for
FSL is still an open question and worth more effort to explore.

In this article, we propose a novel mask-guided ViT
(MG-ViT) to efficiently and effectively adapt the domain
knowledge of pretrained ViT to FSL tasks. The key idea of
MG-ViT is to apply a mask on input image patches before the
first transformer encoder layer to screen out the task-irrelevant
patches and to guide ViT focusing on task-relevant and dis-
criminative ones during FSL (see Fig. 1). The salience map is
utilized to pinpoint patches that are highly relevant to the task
and possess discriminative features, achieved by employing the
gradient-weighted class activation mapping (Grad-CAM) [14]
on images. In detail, the salience map is generated based on the
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Fig. 1. Mask operation to select most task-relevant and discriminative image
patches for MG-ViT model.

comparison of the target dataset with the most similar images
from the source dataset. The proposed mask operation can
take better advantage of the prior knowledge from the source
domain and reduce the deviation between the source and target
domains. Moreover, as visible patches that remain unmasked
preserve task-relevant details but may lose essential global
information, particularly positional information within the
image, we introduce a residual connection between the initial
and final encoder layers of ViT to maintain this global context.
For FSL [9], MG-ViT adopts a two-stage training approach.
The initial stage involves training exclusively on a base dataset
using the vanilla ViT. Subsequently, in the second stage, the
model undergoes fine-tuning on both novel and base datasets
using the proposed MG-ViT. Notably, MG-ViT integrates the
aforementioned mask operation and residual connection into
ViT, seamlessly inheriting parameters from the pretrained ViT
without necessitating additional resource-intensive pretraining
steps.

To further enhance the overall generalizability of MG-ViT in
FSL, we incorporate an active learning-driven sample selection
method [15], [16]. The motivation stems from the fact that
general FSL seeks to predict a substantial number of unlabeled
samples by leveraging a restricted amount of labeled data [3].
The integration of active learning is envisaged to enhance
the efficacy of model learning by annotating representative
samples, consequently augmenting the model’s predictive
capability on other unlabeled samples [15], [17]. As part
of this effort, we introduce a cluster-based sample selection
method designed to judiciously identify representative
few-shot samples.

We evaluate the MG-ViT model through comprehensive
evaluations of image classification, object detection, and seg-
mentation tasks. Extensive comparisons are conducted with
the conventional fine-tuning-based ViT model and the widely
employed ResNet model. The experimental findings unequiv-
ocally establish that the proposed MG-ViT model markedly
enhances task performance and efficiency, surpassing the out-
comes achieved by both the general fine-tuning-based ViT and
ResNet models.

In general, the main novelties and contributions of our work
are listed in the following.

1) We introduce a refined mask operation applied to image
patches, offering guidance to the ViT in focusing on

task-relevant and discriminative patches during FSL.
In addition, a residual connection is incorporated to
preserve global features from visible image patches
while upholding the foundational structures of ViT.
This innovative and artful approach contributes to the
improvement of model effectiveness and efficiency,
leveraging the inheritance of parameters from the pre-
trained ViT without incurring any additional costs.

2) We incorporate an active learning-based sample
selection method to further enhance the efficiency of
FSL within the proposed MG-ViT. This methodology
strategically selects representative few-shot samples,
thereby augmenting the overall efficiency of FSL within
the MG-ViT framework. This represents a notable
advancement in the optimization of FSL techniques.

3) We propose an effective and efficient FSL framework
specifically tailored for data-intensive models (ViT
in this study) and remarkably yields outstanding
performance in image classification, object detection,
and segmentation tasks. This accomplishment not only
underscores the efficacy of the proposed approach but
also provides novel insights into the generalization of
data-intensive and large-scale deep learning models for
FSL. This significant contribution advances the current
understanding of FSL techniques within the context of
sophisticated neural network architectures.

II. RELATED WORK

A. Vision Transformer

ViT [11] is transferred from the structure of the transformer
in natural language processing (NLP) tasks [18]. Recently,
several refined ViT models such as DeiT [19], CeiT [20], local
ViT [21], and NesT [22] are introduced with useful strategies,
including knowledge distillation, depthwise convolution and
tree-like structure, and achieve improved model performance
and efficiency in the image classification task.

However, the data-intensive ViT is difficult to quickly adapt
to the target domain with a small amount of labeled data.
By using a distillation approach [16], smoothing the loss
landscapes at convergence [23], or incorporating CNNs such as
CCT [24] and NesT [22], ViT can reduce the demand for large
sample data to some extent. Moreover, MAE [25] is proposed
to mask most of the image patches and apply an unsuper-
vised image reconstruction method to pretrain transformer to
improve its generalizability for downstream tasks. BEiT [26]
and BEiT v2 [27] propose a mask mechanism similar to MAE
but reconstruct on latent codes of discrete VAE to better
pretrain and solve the data-hungry issue. The MFGN [28] is
a feature-augmentation approach based on the mask with a
strong performance on FSL. However, these studies are still
far from the requirement of fast adaption to the target domain
for FSL.

B. Few-Shot Learning

FSL is proposed for learning with only a few samples [3].
Metalearning, which is also known as learning-to-learn, is a
crucial approach for FSL [29]. In recent studies for FSL,
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Fig. 2. Overall framework of MG-ViT for FSL. Left: model structure of MG-ViT. The proposed additional mask operation is highlighted with blue background,
and the residual connection is highlighted with red line. The continued or discrete image patch mask of task-irrelevant regions is generated based on the
salience map by Grad-CAM on the patch embedding layer. Right: orange triangles are representative few-shot samples selected from the novel dataset by active
learning. Orange squares are identified neighborhood samples from the base dataset having lower loss values (i.e., higher similarity) with the representative
few-shot samples. The identified neighborhood samples and representative few-shot samples highlighted in the red box are the training data during the joint
fine-tuning stage. CLS: class token. DET: detect token.

Zhang et al. [7] proposed a novel absolute-relative learning
paradigm to fully use the binary label and soft similarity
information. Ma et al. [6] designed an inverted pyramid
network (IPN) with global and local stages to learn the
support–query relation and precise query-to-class similarity
embedding. Yang et al. [4] calibrated the distribution of
few sample classes by transferring statistics from the classes
with sufficient examples subject to a Gaussian distribution of
each feature representation. For transformer-based FSL, recent
studies [30], [31], [32] merely fix the CNN-based feature
extractor trained on the base class and apply the attention
mechanisms to exploit the correlation between query and
support sets to perform classification on FSL, which does
not take full advantage of the powerful learning representation
of ViT.

C. Active Learning

Previous studies usually randomly select certain images
from the dataset as training samples and have the model
learn from examples [15]. However, by actively selecting a
fixed number of training data, active learning is provably
more powerful and with better generalizability [15], [17].
For example, Chitta et al. [16] designed an ensemble active
learning method and achieved better performance on the test
data with less training data. Therefore, active learning may
improve the efficiency of FSL by labeling representative few-
shot samples [3]. For example, Yan et al. [5] reported a better

and more efficacy result on FSL using a graph convolution
network (GCN)-based active learning data selection policy.

III. METHODS

The overall framework, as depicted in Fig. 2, includes two
distinct parts: data augmentation from the base images and
mask-guided model training. We first illustrate the definitions
of our problem and ViT architecture in Section III-A. We next
demonstrate the detailed structure of MG-ViT in Section III-B
and the generation of image patch mask in Section III-C.
We then introduce the identification of neighborhood image
in Section III-D and active learning-based few-shot sample
selection in Section III-E. Finally, we provide the overall
training scheme in Section III-F.

A. Problem Definition and ViT

1) Problem Definition: Given a base dataset Db = {(x, y)},
where y ∈ Yb, and a novel dataset Dn = {(x, y)}, where
y ∈ Yn , Yb ∪ Yn = Y and Yb ∩ Yn = ∅, where Y denotes the
whole set of class. The base dataset is with a large amount
of labeled data, while the novel dataset is with only a few
labeled data. Our aim is to train a model with both base and
novel datasets while achieving satisfying generalizability on
the novel dataset for FSL. The common practice to evaluate
the fast adaptation ability and generalizability of the FSL
model is to build a N -way-K -shot task, where N is the
number of classes and K is the number of labeled data in
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the novel dataset. The model is trained with only N × K
labeled data from the novel dataset. The performance of
the FSL model is evaluated on the test split of the novel
dataset.

2) Vision Transformer: ViT [11] receives a patch embed-
ding sequence xPATCH ∈ RN×D , where N = (H ∗ W/P2)

is the number of patches, D is the output dimension, and
(H, W ) and (P, P) are the resolutions of the image and patch,
respectively. For different downstream tasks, xPATCH concate-
nates different tokens, e.g., xCLS ∈ R1×D class token [11]
for the image classification task and xDET ∈ R100×D detect
token [33] for the object detection task. To retain the position
information of patches in the whole image, position embedding
P ∈ R(N+1+100)×D is also added to the concatenated inputs.
Therefore, the input sequence z0 of ViT with both class token
and detect token is described as follows:

z0 = [xPATCH; xDET; xCLS] + P. (1)

The encoder layer of Transformers consists of one multihead
self-attention (MSA) block and one multilayer perceptron
(MLP) block. LayerNorm (LN) and residual connections are
applied before and after every block, respectively. Therefore,
the output embedding of the lth layer is

z′

l = MSA(LN(zl−1)) + zl−1, l = 1, . . . , L (2)

zl = MLP
(
LN

(
z′

l

))
+ z′

l , l = 1, . . . , L . (3)

For different downstream tasks, the task-relevant tokens are
fed into the task-special MLP header for final prediction. For
the image classification task

yclass = MLP(xCLS). (4)

For object detection task

yclass =
[
MLPc

(
x1

DET

)
; · · · ; MLPc

(
x100

DET

)]
(5)

ybbox =
[
MLPb

(
x1

DET

)
; · · · ; MLPb

(
x100

DET

)]
. (6)

For segmentation task

yseg = C N Ns(xPATCH). (7)

B. Mask-Guided ViT

We introduce the detailed structure of the proposed MG-ViT
as follows. One of the core issues for FSL is to effectively
and efficiently adapt the prior knowledge learned from the
source domain (base dataset) to the target domain (novel
dataset). Inspired by He et al. [25], we add an image patch
mask (as detailed in Section III-C) to the patch embeddings
before the first encoder layer of the transformer to screen
out the task-irrelevant image patches and to guide ViT focus-
ing on task-relevant and discriminative ones. Different from
masking random patches in MAE [25], our design masks
the task-irrelevant ones to focus on the task-relevant prior
knowledge for better generalizability. Note that we only apply
the mask operation on the base dataset but not on the novel
dataset for two reasons. First, we want to make full use of the
few-shot sample information in the novel dataset for better
FSL. Second, it is difficult to identify the important features

within only a few samples, which may lead to a noisy salience
map. Therefore, the input of the first encoder layer zmasked

0 is

zmasked
0 = [xPATCH ⊙ Mask; xDET; xCLS]

+ [PPATCH ⊙ Mask; PDET; PCLS] (8)

where PPATCH, PDET, and PCLS are the patch position embed-
ding, detect position embedding, and class position embedding
in P , respectively. ⊙ is the elementwise production.

Moreover, we introduce a residual connection between the
first and last encoder layers of ViT to retain the global features,
especially the position information, of visible patches. Inspired
by He et al. [25], [34], we add the embeddings of all image
patches before the first encoder layer to the input of the last
encoder layer, as shown in Fig. 2. The input of the last encoder
layer ẑL−1 is

ẑL−1 =
[
x̂ L−1

PATCH; x L−1
DET ; x L−1

CLS

]
x̂ L−1i

PATCH =

{
x L−1i

PATCH + x0i

PATCH, if Maski = 1

x0i

PATCH, otherwise
(9)

where x̂ L−1
PATCH = {x L−1i

PATCH|i = 1, . . . , N }, x L−1
DET , and x L−1

CLS are
the image patch token, detect token, and class token of the
last layer, respectively.

Compared to the vanilla ViT model, MG-ViT only intro-
duces an additional mask operation and a residual connection,
thus enabling the model to focus on the most task-relevant
image patches and to inherit parameters from pretrained ViT
without any other retraining. On the other hand, the compu-
tational costs of MLP (two-layer with hidden dimension d
and d ′) and MSA in each ViT layer are 2Ndd ′ and 2N 2d +

4Nd (where N is the patch number), respectively [35]. There-
fore, the introduction of a mask reduces the computational
costs in the masked layer with smaller N . We will also discuss
the effects of mask areas and mask layers in Section V-E.
In summary, MG-ViT can achieve fast domain adaption for
FSL on ViT.

C. Generation of Image Patch Mask

In order to take better advantage of the prior knowledge
and to reduce the deviation between the source domain (base
dataset) and the target domain (novel dataset), we generate
the image patch mask based on the most task-relevant and
discriminative patches from the salience map calculated by
Grad-CAM [14]. Transformer treats graphs consisting of
patches of nodes as complete graphs for processing, which
requires the model to be able to accurately identify important
nodes, so as to avoid the influence of background information
on the model, e.g., shortcut learning [36]. Therefore, in order
to enable the model to focus on important nodes faster when
dealing with the task of fewer samples, we used the model
interpretability-based techniques [37] to identify important
nodes and restrict the model to process only these important
nodes by adding a mask to the attention operation. Specifically,
we first adopt Grad-CAM [14] to calculate the salience map of
the identified neighborhood samples from the base dataset (as
detailed in Section III-D). We then select top k salient patches
with the largest absolute sum values of the gradient of image
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Fig. 3. Cluster-based active learning method for few-shot sample (triangles in the last subfigure) selection.

patch features after patch embedding in the salience map as
the most task-relevant and discriminative ones. We finally
perform a binary operation on the salience map to label those
top k salient patches as 1 and the remaining ones as 0. The
generation of the image patch mask is written as follows:

gi = Sum|
∂L( f (x), y)

∂x i
PATCH

|, i = 1, 2, . . . , N (10)

Maski
=

{
1, if gi in topk G
0, otherwise

(11)

where G ∈ RN
= {g1, g2, . . . , gN } is the salience map of

patches xPATCH = {x1
PATCH, . . . , x N

PATCH}, topk is the set of
selected salient patches, and Mask = {Mask1, . . . , MaskN

}

is the binary mask. Besides the discrete mask generated
from the Grad-CAM-based salience map, we also generate a
continued one based on the center coordinates and designated
length and width of the discrete mask in order to provide
more contour information of target localization for object
detection task (see Fig. 2).

D. Identification of Neighborhood Samples From the Base
Dataset

Identifying neighborhood samples [38] from the base
dataset, which is similar to the few-shot samples in the novel
dataset for joint fine-tuning, can improve the performance
for FSL [4], [39], [40]. Inspired by Paul et al. [41] using
the gradient normed and error l2-norm scores to identify the
important samples that are hard for model training with large
loss, we measure the similarity as the negative loss value of
the sample in the base dataset, with the model trained on the
selected few-shot samples from the novel dataset (as detailed
in Section III-E). The similarity of sample (xi , yi ) ∈ Db with
Dn is written as follows:

Sim(xi , Dn) = −L( fŴ (xi ), yi ) (12)

Ŵ = arg minW L( fW (x), y), ∀(x, y) ∈ Dn (13)

where L(∗) is the loss function, f (∗) represents the model’s
output of input x , W is the set of parameters of the model,
and Ŵ is the set of parameters of the model with least loss.

In this way, we effectively combine both the model
characteristics and labeling information of the data without
performing complex similarity calculations between the two
datasets. The proposed method of loss-based image similarity
is similar to the anomaly score in anomaly detection [42],
which measures the distance of a data point from the center
of a sphere. The lower loss allows the model to focus more

on learning the representation of the novel dataset, which
contributes to the performance of FSL.

E. Active Learning-Based Few-Shot Sample Selection

To identify samples more conducive to model learning and
further improve the generalizability of MG-ViT-based FSL,
we introduce a cluster-based sample selection method to
optimally select representative few-shot samples. Considering
that the elaborate active learning methods may lead to
overfitting problems, we design a simple and efficient method
inspired by [39] and [43], as illustrated in Fig. 3. We first
use a CNN-based model as a feature extractor to extract
image features, then perform an unsupervised clustering to
identify k clusters as k-shot, and, finally, select the image
with the highest node degree in each cluster as the few-shot
sample. In this way, for each cluster divided by unsupervised
clustering, we can get a representative sample of each
cluster for model training, thus improving the model learning
efficiency. In this study, we use the pretrained ResNet-101 [34]
as the backbone, which contains 43 M parameters to extract
features and is pretrained on ImageNet with labeled data for
the classification task. We use the k-means to cluster image
features and the Euclidean distance as the weight of adjacency.

F. Overall Training Scheme

The overall training scheme of MG-ViT consists of two
stages. The first stage is to train on the base dataset only with
the vanilla ViT, and the second stage is to fine-tune the model
on both the base and novel datasets with the proposed MG-
ViT. We demonstrate the fine-tuning scheme at the second
stage in Algorithm 1. Note that before we fine-tune MG-ViT
with the novel dataset, we first initialize fine-tuning of the
model on the base dataset for a few epochs since the change
of computational flow of the model at the fine-tuning stage
may lead to deviations in the input of the last encoder part.

IV. EXPERIMENTS

We evaluate our MG-ViT based on ViT-S and ViT-B [11]
and conduct experiments on image classification, object detec-
tion, and segmentation tasks. We compare our methods with
the general fine-tuning-based FSL methods [9]. We report the
average accuracy (ACC) for the image classification task, the
average precision (AP) score for the object detection task,
and the mean Dice coefficient on the test split of the novel
dataset.
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TABLE I
AVERAGED ACCURACY FOR DIFFERENT NUMBERS OF SHOTS IN IMAGE CLASSIFICATION TASK AT SEVEN DIFFERENT DATASETS

Algorithm 1 Fine-Tuning Scheme With MG-ViT
Input: base dataset Db and novel dataset Dn

Initialize: model pre-training on Db

for epoch in initial fine-tuning step do
train_one_epoch(model, (Db, Mask = None))

end for
while training do

for (x, y) in Db do
Simxi = −loss( f (xi ), yi )

end for
Dsub

b = topk(Simxi )

Maskb = Grad − C AM(model, Dsub
b ) as Eq.10

train_one_epoch(model,(Dn,None)∪(Dsub
b ,Maskb))

end while

A. Image Classification

1) Dataset: We carry out the image classification task based
on Agri-ImageNet [45], Flower17 [46], miniImageNet [47],
COCO [48], CIFAR-FS [49], CUB200 [50], and Stanford-
Dogs [51] dataset. The Agri-ImageNet dataset contains three
parent classes including fruit, weed, and vegetable. We ran-
domly select the fruit (with nine subclasses) and weed (with
eight subclasses) parent classes as the base dataset and the
vegetable (with four subclasses) one as the novel dataset. The
Flower17 dataset contains 17 kinds of flowers with 60 images
for each class. We perform a four-way few-shot image classi-
fication task on Agri-ImageNet since there are four subclasses
in the vegetable parent class and also in the Flower17 dataset.
For the datasets miniImageNet, COCO, CIFAR-FS, CUB200,

and StanfordDogs that have the class numbers 100, 80, 100,
200, and 120, respectively, we perform a 20-way few-shot
image classification task. The base dataset is randomly split
into training/test with 75%/25%. The remaining data in the
novel dataset except for the actively selected few-shot samples
is the test split of a novel dataset. For the training dataset,
Rand-Augment [52], Random Erasing [53], and RandomRe-
sizeCrop to 224 × 224 are applied for data augmentation. For
the test dataset, images are only resized and center-cropped
to 224 × 224.

2) Setting: The ImageNet-1k pretrained model is first
trained on the base dataset with the vanilla ViT. We adopt
an AdamW optimizer with 100 epochs using a cosine decay
learning rate scheduler and 10 epochs of linear warm-up. The
batch size is set to 64, the initial learning rate is set to 0.0001,
and the weight decay is set to 0.0001. Then, we fine-tune the
model on the few-shot samples in the novel dataset together
with the neighborhood samples from the base dataset with
MG-ViT. We keep the same setting of regular training except
for the initial learning rate of 0.001 and epochs to 30. The
cross-entropy loss is adopted, and the label smoothing is set
to 0.1. The topk is set to 7 × 7 to select the salient patches
for mask generation.

3) Result: We compare our MG-ViT with other vision mod-
els, including ResNet101, Swin, and ViT based on fine-tuning
methods, and mask-based methods, including MAE, BEiT, and
BEiT v2. As reported in Table I, we see that MG-ViT achieved
the highest accuracy on most datasets and the average result
in FSL tasks, demonstrating the superiority of the proposed
MG-ViT in FSL. Fig. 4 displays visualizations of the patch
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Fig. 4. Four representative patch salience maps generated by the proposed
MG-ViT and ViT on Agri-ImageNet and Flower17 datasets.

salience maps, demonstrating that MG-ViT exhibits a higher
precision in identifying task-relevant patches compared to fine-
tuning-based ViT approaches.

B. Object Detection

1) Dataset: We apply the object detection task on the apple
class of the ACFR Orchard Fruit Dataset [54]. The dataset
collected in 2016 and 2017 is used as the base and novel
dataset, respectively. The base dataset is randomly split into
training/validation/test with 64%/16%/20%. The remaining
data in the novel dataset except for the few-shot samples are
the test split of a novel dataset. For the training dataset, data
augmentation includes resizing and cropping the input images
so that the shortest side is between 432 and 720 pixels and
the longest one is at most 960 pixels. For the test dataset, the
images are only resized to 720 × 960 and normalized.

2) Setting: We follow Fang et al. [33] and use the provided
ImageNet-1k pretrained ViT-S as the backbone. We continue
pretraining the model on the Agri-ImageNet and Flower17
and keep the same setting as the training on the base dataset
for better performance. Since the pretrained model is trained
on images with a resolution of 224 × 224, while the ones
in the apple dataset are with higher resolution, we adopt a
bicubic interpolation [19] for position embedding to fit the
apple images. AdamW optimizer with a cosine decay learning
rate scheduler is employed during the training on the base
dataset. Batch size, epochs, initial rate, and weight decay are
set to 1, 200, 0.0001, and 0.0001, respectively. We use the
same hyperparameters except for the initial rate and epochs
set to 0.00001 and 400, respectively, during the fine-tuning of
the novel dataset. We use the same loss function as in [55].
The topk is set to 24 × 32 to select the salient patches for
mask generation.

3) Result: We compare the proposed MG-ViT with the
baseline method, a pure transformer structural object model
of YOLOS-S [4] with fine-tuning [9]. As reported in Table II,
we see that fine-tuning the full network (Ft-full) performs
better than only fine-tuning the backbone (Ft-part) of the
model, which is contrary to the conclusion of CNN-based few-
shot object detection. By performing the mask operation, our
MG-ViT outperforms the general fine-tuning-based method
(ViT-S) by 2.7% from 47.9% to 50.6% in five-shot, 9.1% from
56.2% to 65.3% in ten-shot, and 1.1% from 74.9% to 76.0%
in 30-shot. The patch salience maps of MG-ViT and YOLOS

TABLE II
AP SCORES FOR DIFFERENT NUMBERS OF SHOTS IN OBJECT

DETECTION TASK BASED ON THE ACFR APPLE DATASET

TABLE III
MEAN DICE COEFFICIENT FOR DIFFERENT NUMBERS OF SHOTS IN

SEGMENTATION TASK BASED ON THE PASCAL
VOC2012 DATASET

are further visualized and compared in Fig. 5 to illustrate that
MG-ViT can locate the object (i.e., apple) more accurately
compared to YOLOS.

C. Segmentation

1) Dataset: We perform the segmentation task on the
PASCAL visual object classes (VOCs) 2012 Dataset [56]. The
images containing the categories “sheep,” “sofa,” “train,” and
“TV monitor” are used as novel datasets, and the rest of the
remained images are the base dataset. In the novel dataset, all
the data except for the selected few-shot images are used as
a test set. The input images are all resized to 224 × 224 in
both the training and test sets.

2) Setting: We follow Strudel et al. [57] and use the
provided ImageNet-1k pretrained ViT-S and ViT-B as the
backbone to extract the features from images. We simplified
our segmentation process by replacing the decoder with two
CNN layers and one interpolation layer for efficient predic-
tion. The Adam optimizer with a cosine decay learning rate
scheduler is employed during the training on the base dataset.
Batch size, epochs, initial learning rate, and min learning rate
are set to 128, 100, 0.0001, and 0.00001, respectively. We use
the same hyperparameters except for batch size and epochs set
to 4 and 30, respectively, during the fine-tuning of the novel
dataset. We use the Dice loss function as in [58]. The topk is
set to 49 to select the salient patches for mask generation.

3) Result: We compare the proposed MG-ViT with the
baseline, i.e., a pure ViT structural model. As reported in
Table III, our method MG-ViT-S achieved mean Dice coef-
ficient of 43.7%, 44.7%, and 52.5% for the five-, ten-,
and 30-shot tasks, respectively, MG-ViT-B achieved mean
Dice coefficient of 45.9%, 51.3%, and 54.7%, respectively,
and ViT-S and ViT-B achieved mean Dice coefficient of
36.2%, 39.6%, 43.8%, and 38.1%, 45.8%, 46.6%, respectively.
Intriguingly, our results suggest a relationship between the size
of model parameters and the number of train data in enhancing
segmentation. Increasing both parameters (from ViT-S/MG-
ViT-S to ViT-B/MG-ViT-B) and data (five-shot, ten-shot, and
30-shot) progressively improves segmentation performance.
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Fig. 5. Two representative patch salience maps (top) and predict bbox (bottom, red: ground truth and blue: predicted) in MG-ViT and YOLOS, respectively.
In each subfigure, yellow circle highlights the enlarged view of one example salient region.

TABLE IV
PERFORMANCES OF W/ AND W/O ACTIVE LEARNING-BASED FEW-SHOT

SAMPLE SELECTION ON AGRI-IMAGENET IMAGE CLASSIFICATION
AND ACFR APPLE OBJECT DETECTION WITH MG-ViT

V. ABLATION STUDY

In this section, we perform ablation studies to demonstrate
the effectiveness of our model design including the active
learning-based few-shot sample selection and neighborhood
samples’ identification. We also evaluate the influence of
different mask shapes on different downstream tasks in our
method.

A. Effect of Active Learning-Based Few-Shot Sample
Selection

We compare the effect of active learning-based few-shot
sample selection with randomly selected few-shot samples in
MG-ViT. As reported in Table IV, for the image classification
task, active learning-based few-shot sample selection improves
the accuracy by 1.0% from 84.6% to 85.6% in one-shot, 1.6%
from 96.5% to 98.1% in five-shot, and 1.9% from 96.6%
to 98.5% in ten-shot. Similarly, for object detection task,
it improves the accuracy by 3.4% from 47.2% to 50.6% in
five-shot, 9.0% from 56.3% to 65.3% in ten-shot, and 0.9%
from 75.1% to 76.0% in 30-shot.

B. Effect of Neighborhood Samples’ Identification

We compare the effect of adopting identified neighborhood
samples with randomly selected images from the base dataset
in ViT. As reported in Table V, for image classification task,

TABLE V
PERFORMANCES OF W/ AND W/O NEIGHBORHOOD SAMPLES’

IDENTIFICATION ON AGRI-IMAGENET IMAGE
CLASSIFICATION AND ACFR APPLE

OBJECT DETECTION WITH ViT

adopting identified neighborhood samples for joint fine-tuning
with the novel dataset improves the accuracy by 5.1% from
77.0% to 82.1% in one-shot, 7.4% from 90.4% to 97.8%
in five-shot, and 1.2% from 96.7% to 97.9% in ten-shot.
Similarly, for the object detection task, it improves the
accuracy by 0.4% from 48.2% to 48.6% in five-shot, 0.9%
from 63.2% to 64.1% in ten-shot, and 2.4% from 72.9% to
75.3% in 30-shot.

C. Effect of Mask Strategy

We compare the down-stream task performance between
w/ and w/o the proposed mask strategy. For the model w/o
masks, the identified neighborhood samples from the base
dataset were only applied compared with ViT. As reported in
Table VI, for the image classification task, adopting masks for
joint fine-tuning improves the accuracy from 82.1% to 85.6%
in one-shot, from 97.8% to 98.1% in five-shot, and from 97.9%
to 98.5% in ten-shot. Similarly, for the object detection task,
it improves the accuracy from 48.6% to 50.6% in five-shot,
from 64.1% to 65.3% in ten-shot, and from 75.3% to 76.0%
in 30-shot.

D. Effect of Discrete or Continued Mask

We evaluate the effect of using a discrete or continued
mask in MG-ViT. As reported in Table VII, the discrete mask
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TABLE VI
AVERAGED ACC IN IMAGE CLASSIFICATION TASK AND AP IN

OBJECT DETECTION TASK FOR DIFFERENT NUMBERS OF
SHOTS W/ AND W/O MASK

TABLE VII
PERFORMANCES OF DISCRETE AND CONTINUED MASKS ON

FIVE-SHOT IMAGE CLASSIFICATION AND TEN-SHOT
OBJECT DETECTION WITH MG-ViT

performs better for image classification, while the continued
one performs better for object detection. This difference may
derive from the fact that the continued mask could provide
more contour information of target localization, which benefits
object detection, while the discrete mask may provide more
global semantic information for image classification tasks.
We leave the exploration of different types of masks for
different downstream tasks in FSL to future work.

E. Effect of Mask Areas and Mask Layers

We evaluate the effect of different sizes of mask areas (i.e.,
number of patches) and different numbers of mask layers in
MG-ViT.

The image classification task on Agri-ImageNet is selected
as an example, and the five-shot accuracy is illustrated in
Fig. 6. We see that the accuracy of the model shows an overall
decrease tendency as the size of mask areas increases. To fur-
ther investigate the relationship between mask area size and
model accuracy, we conducted linear regression analyses on
five- and ten-shot accuracies on the StanfordDogs dataset. The
results, as visualized in Fig. 6, consistently revealed a trend of
decreased accuracy as the size of mask areas increased. One
possible reason is that increasing the size of mask areas could
introduce certain task-irrelevant patches and, thus, decrease the
accuracy of the model, which also validates the effectiveness
of our model that focuses on task-relevant areas by mask for
FSL. Moreover, although we use 11-layer mask layer in this
study in order to minimize the computational cost and obtain
superior performance compared to other methods, we see that
the accuracy of the model is further increased as the number
of mask layers decreases, indicating the effectiveness of our
proposed mask strategy.

VI. DISCUSSION

Our innovative MG-ViT strategically directs attention to the
most task-relevant regions for optimal FSL. Our experiments

Fig. 6. Five-shot ACC (purple solid line) on Agri-ImageNet with different
sizes of mask areas (top left) and the number of layers (top right). The orange
dashed line shows the computational cost of vanilla ViT, while the orange
solid line shows the computational cost of MG-ViT, which is evaluated in
Section III-B (mask area = 9). The five-shot ACC (bottom left) and ten-shot
ACC (bottom right) on StanfordDogs with different sizes of mask areas.
P and R2 are key statistics arising from linear regression analysis.

Fig. 7. Mean Euclidean distance between the first layer patches and
other layers patches in ImageNet-1k pretrained ViT-B (left), ViT-S (middle),
and ViT-Ti (right) on the ImageNet-1k validation dataset. The task-relevant
(important) patches, compared to those task-irrelevant and less important ones,
have higher similarity with the CLS token.

including image classification, object detection, and segmenta-
tion revealed superior performance of MG-ViT over the vanilla
ViT. This improvement can be attributed to two key factors.
First, MG-ViT mitigates redundant computations inherent in
vanilla ViT. As depicted in Fig. 7, the model adeptly pro-
cesses task-relevant and crucial patches while disregarding
those that are task-irrelevant and less significant. Second, the
mask-guided mechanism efficiently alleviates shortcut learning
by eliminating unimportant patches within specific layers,
as detailed in our findings.

VII. CONCLUSION

We propose a novel MG-ViT to guide ViT more effectively
and efficiently learn from the task-relevant prior knowledge for
FSL. By simply adding an image patch mask operation and a
residual connection to the vanilla ViT, MG-ViT significantly
outperforms the general fine-tuning-based methods for FSL.
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Our results are in agreement with ViT that learning the rele-
vant patterns directly from data is sufficient, even beneficial.
To further improve the efficiency of FSL, we also introduce
an effective active learning-based few-shot sample selection
method. Our two-stage fine-tuning-based framework could be
widely applied to different downstream tasks, such as image
classification, object detection, and segmentation in this study.
In general, MG-ViT provides a concrete approach toward gen-
eralizing data-intensive and large-scale deep learning models
for FSL. In the future, we can systematically explore the
effectiveness of different types (e.g., size, shape, and data
modality) of image patch masks for different downstream
tasks for different downstream tasks such as brain disease
identification [59] and brain cognitive assessment [60] based
on medical images. Further combining the proposed mask
operation with other models and modalities in other tasks such
as NLP is another exciting direction of future work.
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