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Abstract001

Chain-of-Thought (CoT) prompting signifi-002
cantly enhances model reasoning, yet its in-003
ternal mechanisms remain poorly understood.004
We analyze CoT’s operational principles by005
reversely tracing information flow across de-006
coding, projection, and activation phases. Our007
quantitative analysis suggests that CoT may008
serve as a decoding space pruner, leveraging an-009
swer templates to guide output generation, with010
higher template adherence strongly correlating011
with improved performance. Furthermore, we012
surprisingly find that CoT modulates neuron en-013
gagement in a task-dependent manner: reduc-014
ing neuron activation in open-domain tasks, yet015
increasing it in closed-domain scenarios. These016
findings offer a novel mechanistic interpretabil-017
ity framework and critical insights for enabling018
targeted CoT interventions to design more ef-019
ficient and robust prompts. We released our020
code and data at https://anonymous.4open.021
science/r/cot-D247.022

1 Introduction023

Large language models (LLMs) excel in diverse024

tasks but falter in multi-step reasoning. Chain-025

of-Thought (CoT) prompting, introduced by (Wei026

et al., 2022), mitigates this by guiding models027

through step-by-step reasoning, markedly improv-028

ing performance in arithmetic, commonsense, and029

symbolic reasoning tasks (Wang et al., 2023; Jin030

et al., 2024; Prabhakar et al., 2024; Nayab et al.,031

2025). Despite its effectiveness, CoT’s underlying032

mechanisms remain poorly understood.033

Prior studies propose hypotheses for CoT’s effi-034

cacy. For instance, Madaan et al. (2023) argue that035

CoT reduces task complexity, making tasks more036

manageable for models. Similarly, Madaan and037

Yazdanbakhsh (2022) propose that models imitate038

answer templates in CoT prompts, and Schaeffer039

et al. (2023) suggest that prompt features unrelated040

to logical reasoning drive performance gains. Al-041

though these insights are intuitively compelling,042

they lack direct experimental support linking mod- 043

els’ internal states to observed outcomes. 044

This work advances our understanding of CoT’s 045

mechanisms by adopting a mechanistic inter- 046

pretability approach (Dumas et al., 2024; Lee et al., 047

2024). Mechanistic interpretability aims to “open” 048

the model’s “black box”, investigating how its in- 049

ternal “parts” (computational units) and “wiring” 050

(connection units) enable information to be sequen- 051

tially processed and flow. It is crucial for CoT that 052

significantly alters model behavior. Consistent with 053

prior work (Chia et al., 2023; Madaan et al., 2023; 054

Jin et al., 2024), we focus on vanilla CoT (Wei 055

et al., 2022), as its internal mechanisms remain 056

underexplored. Figure 7 shows our framework. 057

To investigate CoT’s mechanisms, we select six 058

models (ranging from 3B to 70B) and nine datasets 059

spanning three core reasoning types: arithmetic, 060

commonsense, and symbolic reasoning, covering 061

a wide range of task complexities, input formats, 062

and answer spaces (e.g., open-domain GSM8K and 063

closed-domain AQuA). Our multi-faceted analysis 064

yields several key mechanistic insights: 065

◦ We propose a novel mechanism by which 066

CoT may constrain the decoding space by 067

leveraging answer templates. While previous 068

work has hinted at the importance of prompt 069

structure, we quantify this by demonstrating a 070

strong correlation between reasoning structure 071

adherence and performance. 072

⋄ Our analysis demonstrates that CoT yields 073

concentrated probability distributions, poten- 074

tially minimizing prediction uncertainty, pro- 075

viding new evidence for CoT’s role in enhanc- 076

ing model confidence. 077

⋆ We identify a task-dependent modulation of 078

neuron engagement by CoT, which may vary 079

across datasets: reducing activation in open- 080

domain tasks, while unexpectedly increasing 081

it in closed-domain tasks, a phenomenon not 082

previously reported. 083
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These findings provide a more nuanced understand-084

ing of CoT’s mechanisms and offer a novel mech-085

anistic interpretability and critical insights for de-086

signing more efficient and robust prompts.087

2 Related Work088
This section reviews mechanistic interpretability089

for LLM analysis and CoT prompting with its influ-090

encing factors. We then position our work, which091

applies mechanistic interpretability to investigate092

CoT’s internal mechanisms.093
Mechanistic Interpretability Mechanistic inter-094

pretability endeavors to reverse-engineer neural net-095

work computations. Unlike approaches focused096

solely on input-output correlations, it constructs097

mappings from inputs via internal states to outputs098

through an analysis of the model’s internal struc-099

ture (Nanda et al., 2023). Specific components have100

been investigated. Transformer feed-forward net-101

works (FFNs), for instance, are interpreted as key-102

value memories linking textual patterns to output103

distributions (Geva et al., 2021b). Studies also char-104

acterize neuron properties and functions, such as105

identifying universal neurons (Gurnee et al., 2024),106

analyzing activation patterns of reasoning neurons107

in FFNs (Rai and Yao, 2024), and investigating108

activation sparsity (Voita et al., 2024).109

Other mechanistic interpretability approaches110

analyze the flow and representation of information111

through intermediate layers. Techniques include112

patching intermediate representations to localize113

computations (Fierro et al., 2025), tracking the tra-114

jectory of embeddings through input, concept, and115

output spaces (Wendler et al., 2024), and extending116

methods like the logit lens on vocabulary embed-117

dings (Cancedda, 2024). Collectively, these meth-118

ods offer tools to dissect LLM internal processing119

and investigate mechanisms.120
Chain-of-Thought CoT prompting enhances121

LLM reasoning by generating intermediate steps122

before the final answer (Wei et al., 2022). This is123

effective across diverse reasoning tasks (Tanneru124

et al., 2024) and leads to numerous extensions (Li125

and Qiu, 2023; Bi et al., 2024; Chen et al., 2024b).126

Subsequent research on factors influencing CoT127

indicates that prompt format may be more crucial128

than the specific content or logical validity of rea-129

soning steps. For instance, models perform effec-130

tively even with irrelevant (Webson and Pavlick,131

2022) or logically invalid steps (Wang et al., 2023;132

Schaeffer et al., 2023), or when keywords are ab-133

sent, provided the overall reasoning structure is134

preserved (Li et al., 2025). Supporting this notion,135

counterfactual analyses have revealed that consis- 136

tent patterns and common text formats, rather than 137

specific symbols or grammatical details, are key to 138

CoT prompting (Madaan et al., 2023). 139

Furthermore, other factors influencing CoT effi- 140

cacy include the length of reasoning steps, where 141

longer rationales boost performance while shorter 142

ones diminish it (Jin et al., 2024). Other works 143

suggest CoT primarily enhances imitation of style 144

and instructions rather than factuality or problem- 145

solving (Gudibande et al., 2024), influences the 146

robustness of feature attribution scores (Wu et al., 147

2023), benefits from diverse reasoning skills shown 148

across exemplars (Ye et al., 2023), and is affected 149

by factors like probability, memorization, and noisy 150

reasoning in specific tasks (Prabhakar et al., 2024). 151

Despite these insights, a key gap remains in 152

understanding how CoT alters a model’s internal 153

states to produce these effects, which drives our 154

investigation. 155

3 Experimental Setup 156
Following (Wei et al., 2022; Chia et al., 2023; 157

Madaan et al., 2023; Jin et al., 2024), we selected 158

nine datasets spanning three core reasoning task 159

types: arithmetic, commonsense, and symbolic rea- 160

soning, where CoT demonstrates substantial per- 161

formance gains. Examples are shown in Table 2. 162
Arithmetic reasoning tasks. These tasks require 163

to solve mathematical problems through multi- 164

step calculations. We used three widely adopted 165

datasets: GSM8K (Cobbe et al., 2021), SVAMP 166

(Patel et al., 2021), and AQuA (Ling et al., 2017). 167
Commonsense reasoning tasks. These tasks in- 168

volve answering questions based on commonsense 169

knowledge. We employed four commonly used 170

datasets: Bamboogle (Press et al., 2023), Strate- 171

gyQA (Geva et al., 2021a), Date, and Sports (bench 172

authors, 2023). 173
Symbolic reasoning tasks. These tasks involve 174

processing symbolic sequences using logical rules. 175

We considered two available datasets: the Coin Flip 176

(Wei et al., 2022) and the Last Letters Concatena- 177

tion (Kojima et al., 2022). 178

3.1 Models & Parameters Settings 179
Consistent with prior work (Chia et al., 2023; 180

Madaan et al., 2023; Jin et al., 2024), we focus 181

on vanilla CoT (Wei et al., 2022), as its internal 182

mechanisms remain underexplored. We used 4- 183

shot prompts derived from (Wei et al., 2022; Ko- 184

jima et al., 2022; Wang et al., 2023). We evaluated 185

six pretrained models from diverse families and 186

scales: LLaMA3.1 (8B, 70B) (Grattafiori and etc., 187
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Task Dataset (Answer
Space)

Example

GSM8K / SVAMP
(Open, Numerical)

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking?
Answer: There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. So the answer is 5.

Arithmetic AQuA (Closed,
Options)

Question: A person is traveling at 20 km/hr and reached his destiny in 2.5 hr then find the distance?
Choices: (a) 53 km (b) 55 km (c) 52 km (d) 60 km (e) 50 km
Answer: The distance that the person traveled would have been 20 km/hr × 2.5 hrs = 50 km. So the answer is (e).

Bamboogle (Open,
Text)

Question: Who lived longer, Theodor Haecker or Harry Vaughan Watkins?
Answer: Theodor Haecker was 65 years old when he died. Harry Vaughan Watkins was 69 years old when he died. So the
answer is Harry Vaughan Watkins.

Common
sense

StrategyQA / Sports
(Binary, Yes/No)

Question: Do hamsters provide food for any animals?
Answer: Hamsters are prey animals. Prey are food for predators. Thus, hamsters provide food for some animals. So the
answer is Yes.

Date (Formatted) Question: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today. What is the date 10 days
ago in MM/DD/YYYY?
Answer: One day after 06/01/1943 is 06/02/1943, so today is 06/02/1943. 10 days before today is 05/23/1943. So the
answer is 05/23/1943.

Coin Flip (Binary,
Yes/No)

Question: A coin is heads up. Maybelle flips the coin. Shalonda does not flip the coin. Is the coin still heads up?
Answer: The coin was flipped by Maybelle. So the coin was flipped 1 time, which is an odd number. The coin started heads
up, so after an odd number of flips, it will be tails up. So the answer is No.

Symbolic Last Letters (Open,
Text)

Question: Take the last letters of each words in “Lacey Nora Debra Ashleigh” and concatenate them.
Answer: The answer is yaah.

Table 2: Part Dataset Examples (Full examples is in Appendix B).

2024), Gemma2 (2B, 9B, 27B) (Team, 2024), and188

LLaMA3.2-3B (AI, 2024). Greedy decoding with a189

300-token limit ensured deterministic output. Each190

dataset’s test set was evaluated, with performance191

measured by accuracy, extracted via regular expres-192

sions. CoT prompt exemplars are shown in Table193

2, with full prompts in Appendix L. This study194

compared LLM behaviors under CoT and standard195

prompts. Due to space constraints, representative196

results are presented here, with comprehensive re-197

sults in Appendix E ∼ J.198

4 Methodology199
CoT prompts elicit step-by-step generation, so our200

analysis starts with decoding (generated tokens),201

tracing backward through projection (probability202

projections) to activation (FFN neurons). By ana-203

lyzing these interconnected layers, we aim to pro-204

vide a comprehensive understanding of CoT.205

4.1 Decoding206
CoT prompting reshapes model outputs by guiding207

the generation of intermediate reasoning steps be-208

fore the final answer. We hypothesize that this guid-209

ance narrows the decoding space, yielding more210

structured, task-relevant outputs. To investigate211

this, we analyzed the characteristics of the gener-212

ated text from two perspectives: the imitation of213

specific keywords present in prompts and questions,214

and the adherence to a answer structure defining215

CoT reasoning.216

Keyword Imitation Analysis Prior work217

(Madaan and Yazdanbakhsh, 2022; Madaan et al.,218

2023; Gudibande et al., 2024) suggest that CoT219

improves reasoning by prompting models to mimic 220

prompt formats, but the degree of imitation remains 221

unquantified. To bridge this gap, we first sought 222

to measure imitation by identifying specific key- 223

words and comparing their presence in model out- 224

puts against the input (prompts and questions). To 225

this end, we introduce the concept of “test points”, 226

which are keywords reflecting key reasoning as- 227

pects as observed in the generated CoT steps. 228

Test Points. We classified test points into four 229

types based on observed patterns in input imita- 230

tion: 1) time (e.g., “before”, “therefore), indicating 231

temporal order, logical sequence, or causality; 2) 232

action (e.g., “add”, “increase”), representing op- 233

erations; 3) location and people (loc & peo) (e.g., 234

“there”, “someone”); and 4) numbers (e.g., “1”, 235

“two”). Keywords were extracted by analyzing 236

prompts and questions across all test datasets. Us- 237

ing the Spacy library, we performed part-of-speech 238

tagging to identify candidate words (e.g., verbs for 239

actions, adverbs for time), followed by manual ver- 240

ification for accurate categorization. The keyword 241

list is shown in Table 6. Imitation is measured as 242

the proportion of test points in the model’s gener- 243

ated text that match those in the prompt or question. 244

Additionally, to assess the generalizability of CoT 245

prompts and models’ adaptability to diverse reason- 246

ing structures, we conducted cross-dataset prompt 247

transfer experiments. CoT prompts designed for 248

dataset X were applied to dataset Y , and we evalu- 249

ated changes in generated content characteristics. 250

Analysis. Figure 1 illustrates the average propor- 251
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Figure 1: Keyword imitation results (Gemma2-27B is reported).

tion of generated tokens that correspond to the four252

defined test points for both prompts and questions253

across different datasets. Our analysis of keyword254

imitation reveals two primary patterns, shedding255

light on how CoT influences the structure and con-256

tent of generated reasoning steps. First, we ob-257

serve varied imitation patterns by source: Mod-258

els tend to imitate “time” and “action” keywords259

more frequently from the CoT prompts, suggest-260

ing that prompts effectively convey sequential and261

operational structuring cues for the reasoning pro-262

cess. In contrast, “number” keywords are often263

imitated more from the input questions, particu-264

larly in arithmetic datasets like GSM8K, SVAMP,265

AQUA, and Date (i.e., Figure 1a ∼ 1c, and 1f).266

This indicates that while CoT prompts provide the267

structural framework, models primarily extract spe-268

cific content and entities directly from the problem269

statement to populate this structure.270
Second, we find varied imitation patterns271

across datasets: Imitation of question test points is272

notably lower for tasks requiring significant exter-273

nal commonsense knowledge, such as Bamboogle,274

StrategyQA, and Sports (Figure 1d, 1e, and 1g).275

This is likely because the necessary reasoning infor- 276

mation is not contained within the input question, 277

compelling models to rely more heavily on their 278

internal knowledge. Similarly, in Coin Flip (Figure 279

1h), the reasoning involves concepts not explicit 280

in the question, reducing direct keyword imitation 281

from the input. Conversely, the Last Letters Con- 282

catenation (Figure 1i) exhibits balanced imitation, 283

reflecting the high relevance of both prompt and 284

question keywords to its structured symbolic task. 285

These findings demonstrate that CoT prompting 286

effectively steers models to produce text that con- 287

forms to a specified reasoning structure by selec- 288

tively imitating structural keywords (e.g., “time”, 289

“action”) from the prompt, while incorporating task- 290

relevant content (e.g., “number”) by mimicking 291

keywords from the input question. This differen- 292

tial keyword imitation underpins CoT’s ability to 293

impose order on model outputs. We posit that such 294

structural guidance narrows the decoding space, 295

enhancing the focus and accuracy of token predic- 296

tions, as further explored in the subsequent analysis 297

of probability projections. 298

4



Reasoning Structure Adherence Analysis299

Building upon the keyword imitation findings, we300

further analyze the model’s adherence to a higher-301

level, abstract reasoning structure commonly ob-302

served in effective CoT generations. Our observa-303

tion that “time”, “action”, “loc&peo”, and “number”304

frequently fulfill specific syntactic roles within the305

reasoning process motivates the formalization of a306

CoT Reasoning Structure:307

Reasoning Structure: Ep
O−→ Eg + Sl, (1)308

309
where Ep represents input entities (often corre-310

sponding to “number” or “loc&peo”), O represents311

reasoning operations or predicates (i.e., “action”),312

Eg signifies derived intermediate entities, and Sl is313

the final answer statement (i.e., “the answer is...”).314

For example, in a step like “3 + 2 = 5. So the an-315

swer is 5.”, “3” and “2” are Ep, “+” is O, “5” is Eg,316

and “So the answer is 5.” is Sl. By quantifying the317

extent to which generated samples adhere to this318

structure (measured as “Imitation Count” based319

on keyword patterns and their sequence), we aim320

to assess the model’s ability to capture the struc-321

tural properties of CoT reasoning. We hypothesize322

that this ability to generate structurally coherent323

reasoning steps is essential for multi-step problem-324

solving, as it provides a clear path towards the325

correct answer, thereby helping the model navigate326

the problem space more effectively.327

Analysis. We examined the relationship between328

the adherence level (“Imitation Count”) and task329

performance (Accuracy) on the GSM8K dataset,330

utilizing the original CoT prompt and several trans-331

ferred CoT prompts as shown in Figure 2.332

We first observe a consistent strong positive333

correlation between Imitation Count and Accu-334

racy. As more samples align with the CoT reason-335

ing structure, performance on GSM8K improves,336

providing evidence that the performance benefits337

of CoT are strongly coupled with the model’s abil-338

ity to generate content adhering to the reasoning339

structure. These findings quantitatively validate our340

hypothesis: CoT-induced coherent reasoning struc-341

tures are critical for performance gains in multi-342

step reasoning tasks.343

Second, scatter plots reveal differences between344

prompt types. Prompts with reasoning patterns345

aligning with the target task’s structural needs, such346

as sequential or arithmetic structures (e.g., Date or347

GSM8K’s native prompt), are effective at inducing348

high adherence to the defined reasoning structure349

and lead to better performance. Conversely, incom-350

patible prompts, like the commonsense-focused351

0 250 500 750 1000 1250 1500
Imitation Count

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Ac
cu

rac
y

(a) LLaMA3.2-3B
0 250 500 750 1000 1250 1500

Imitation Count
0.3

0.4

0.5

0.6

0.7

0.8

0.9

Ac
cu

rac
y

(b) Gemma2-9B

0 250 500 750 1000 1250 1500
Imitation Count

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Ac
cu

ra
cy

(c) Gemma2-27B
0 250 500 750 1000 1250 1500

Imitation Count
0.3

0.4

0.5

0.6

0.7

0.8

0.9

Ac
cu

ra
cy

(d) LLaMA3.1-70B
Prompt

CoT
Date-CoT

Coin Flip-CoT
Strategy-CoT

Sports-CoT
Last Letters Concat-CoT

Figure 2: Correlation between reasoning structure ad-
herence and accuracy on GSM8K dataset.

Sports-CoT applied to arithmetic GSM8K, result 352

in low structural adherence and poorer perfor- 353

mance. These findings reveal that CoT’s effective- 354

ness hinges on this structural alignment – its abil- 355

ity to guide the model’s decoding process towards 356

generating a coherent sequence of reasoning steps 357

that follows the expected format. This structural 358

guidance, rather than the strict logical correctness 359

of the content within steps, appears to be the key 360

factor. This provides insight into why logically in- 361

correct steps in CoT can still be effective: as long 362

as these generated steps maintain the overall rea- 363

soning structure and adhere to the expected format 364

(which our “Imitation Count” measures), the model 365

can follow this structural template during decoding, 366

even if the step’s content is logically flawed. The 367

adherence to the structural template is prioritized 368

over the logical validity of the step’s content. 369

4.2 Projection 370
To examine how CoT reshapes model behavior 371

within the information flow framework, we ana- 372

lyzed the projection phase, where internal states 373

are mapped to probability distributions over the 374

vocabulary. We study this phase from two perspec- 375

tives: the probability of generated sequences and 376

the probability distribution of individual tokens. 377

Probability of Generated Token Sequences. To 378

evaluate the model’s generation confidence, we 379

analyzed the probability of generated token se- 380

quences, focusing on the common phrase “an- 381

swer is ...” across all datasets and prompt types. 382

We select this phrase as it marks the final deci- 383
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Figure 3: Kernel density estimation (Gemma2-9B is reported, see Appendix H for more details).
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Figure 4: Entropy (Gemma2-27B is reported, see Appendix I for more details)

sion point, revealing CoT’s impact on decision384

certainty. We model the probability sequence as385

P = [p(“answer”), p(“is”), . . .] and compute ker-386

nel density estimates (KDE) to visualize the prob-387

ability distribution’s density. See Appendix H for388

details about KDE.389

Analysis. As shown in Figure 3, the generated390

probabilities of CoT (PCoT) are consistently higher391

and more concentrated than those of standard392

prompts (PStandard). This implies that with CoT,393

the model is assigning significant probability mass394

to a smaller and more specific set of next tokens395

at each step of generation. This shift in proba-396

bility distribution indicates that CoT’s structural397

guidance, provided through the intermediate steps398

(as discussed in Section 4.1), effectively constrains399

the decoding space. By limiting the set of plausi-400

ble next tokens and narrowing down the possible401

continuations, this guidance leads to reduced uncer-402

tainty and increased model conviction, facilitating403

more decisive generation of the concluding tokens.404

Probability Distribution of Individual Tokens.405

Beyond specific token probabilities, we analyzed406

the entire probability distribution across the vocab-407

ulary at each generation step. This allows us to408

understand how the model’s attention was divided409

across vocabulary. We used entropy, calculated as410

H(P) = −
∑n

i=1 pi log(pi) for a probability dis-411

tribution H(P), to measure the uncertainty in the412

distribution, where lower entropy indicates a more413

concentrated distribution. Additionally, to provide414

a controlled setting allowing us to verify the prob-415

abilities correspond to legitimate answer choices,416

we strategically selected closed-domain datasets 417

with fixed answer options, including AQuA (an- 418

swer space: “a, b, c, d, e”), Sports, and Coin Flip 419

(answer space: “yes, no”). 420
Analysis. Continuing our investigation into how 421

CoT shapes information flow, Figure 4 presents 422

the entropy values of the probability distribution 423

over tokens, reflecting the model’s predictive un- 424

certainty during the Projection phase. Our analysis 425

reveals two key findings. First, we observe that 426

correct answers consistently exhibit lower entropy 427

than incorrect ones. This finding aligns with pre- 428

vious work (Li et al., 2024), suggesting that the 429

model is more certain when its output is correct. 430

Second, and more significantly for understanding 431

CoT’s mechanism, CoT prompts consistently lead 432

to substantially lower entropy values compared 433

to standard prompts. This implies that CoT ef- 434

fectively narrows the model’s predictive focus to 435

a smaller set of more relevant tokens at decision 436

points, thereby sharpening its decision boundaries 437

in the probability landscape. n essence, CoT ap- 438

pears to foster a more concentrated distribution 439

and reduced predictive uncertainty. This reduction 440

in uncertainty provides strong evidence that CoT 441

fundamentally alters the model’s output generation 442

process by reducing the ambiguity in token predic- 443

tion. This complements our findings on structural 444

adherence in the Decoding phase. 445

4.3 Activation 446
Motivated by the findings of Yi et al. (2024); Rai 447

and Yao (2024); Chen et al. (2024a); Voita et al. 448

(2024), which showed that different neurons are 449
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activated by different types of information, we an-450

alyzed the activated neurons in FFNs, which is451

formulated as:452

h(l) = W
(l)
down(Act(h̃(l)W

(l)
up ),453

454
where h̃(l) ∈ Rd is the hidden state output by455

attention module, serving as the input information456

flow to the FFN layer. W
(l)
up ∈ Rd×d1 is the up-457

ward projection weight, projecting h̃(l) into higher-458

dimensional space (typically d1 ≫ d), enabling the459

FFN to represent a far greater number of features460

than its neuron count. Act(·) denotes the activa-461

tion function (e.g., SwiGLU) and W
(l)
down ∈ Rd1×d462

maps the processed high-dimensional features back463

to the original space, reflecting the outflow of in-464

formation. Act(h̃(l)W
(l)
up ) ∈ Rd1 represents the465

neurons. For GeLU or SwiGLU activation func-466

tions, a neuron is considered activated if its output467

is greater than zero, i.e., Act(h̃(l)W
(l)
up ) > 0. This468

definition aligns with prior work by Geva et al.469

(2021b); Voita et al. (2024)470

Overall Neuron Activation. At the generation471

step t ∈ [1, · · · , T ], the amount of activated neu-472

rons is calculated by:473

A
(l)
t =

d1∑
j=1

I
[
Act(h̃(l)

t ,W
(l)
up )j > 0

]
,474

475 where I[·] is the indicator function and h̃
(l)
t rep-476

resents the hidden state for token xt at layer l. The477

average Neuron Activation Count during genera-478

tion is Ā = 1
T

∑T
t=1At and At =

∑L
l=1A

(l)
t .479

Analysis. Figure 5 presents the average Neuron480

Activation Count for CoT and standard prompts481

across various datasets for the LLaMA3.1-70B482

model. Across datasets, the distribution of CoT483

generally exhibits a downward shift compared to484

standard prompts, resulting in a lower overall num-485

ber of activated neurons during the generation pro-486

cess. For instance, on the AQuA dataset, stan-487

dard prompts engage ∼ 820K neurons on average,488

whereas CoT prompts induce a lower average acti-489

vation of ∼ 790K neurons.490

This observation suggests that CoT facilitates a491

more focused processing regimen. Drawing upon492

our earlier findings, a potential mechanism is that493

CoT’s structured decomposition of complex prob-494

lems into sequential steps guides the model’s pro-495

cessing attention. This focused guidance may al-496

low FFNs to operate more selectively, activating497

a smaller, task-relevant subset of neurons at each498

step. This selective processing is hypothesized to499

be related to the reduced predictive uncertainty ob-500

served in the Projection phase.501

AQuA Coin Flip GSM8k Date

740000

760000

780000

800000

820000

840000

Ac
tiv

at
io

n 
St

re
ng

th

LLaMA-3.1-70b
Prompt

CoT
Standard

Figure 5: Average Neuron Activation Count (Full results
are in Appendix K).

Furthermore, we observed that the distribution 502

for Coin Flip appears relatively “short and wide”, 503

indicating a more concentrated range of activation 504

counts, while that for other datasets (e.g. GSM8K) 505

is “tall and narrow”, suggesting a tighter cluster 506

around the mean. These differences likely reflect 507

the varying activation patterns associated with dif- 508

ferent reasoning tasks. Tasks requiring discrete 509

state tracking (e.g., “head up”, “even/odd”) might 510

involve a different distribution of neural activity 511

compared to tasks requiring continuaus processing 512

of information (e.g, 25− 9 = 16, 16 + 3 = 19). 513

While these task-dependent variations in the dis- 514

tribution of overall activation counts are observed, 515

the precise mechanistic implications of these spe- 516

cific distribution shapes and their relation to dif- 517

ferent reasoning strategies warrant further detailed 518

investigation in future work. While this analysis 519

of overall activation provides insight into the gen- 520

eral efficiency changes induced by CoT, a more 521

nuanced and task-dependent picture of how CoT 522

modulates neural activity emerges when examining 523

activation differences at the layer level. 524

Layer-wise Activation Differences. To under- 525

stand precisely where in the model CoT influences 526

neuron activation, we analyzed the difference in 527

activated neuron count between CoT and Standard 528

prompts at each layer. This layer-wise activation 529

difference is defined as: 530

A(l) =
1

T

T∑
t=1

A(l)t, ∆A(l) = ACoTl−A(l)
Standard 531

532Analysis. Figure 6 illustrates the evolution of 533

this layer-wise activation difference (∆A(l)) across 534

model layers (l) for representative datasets, with 535

more intense colors represent larger |∆A(l)|. This 536

visualization reveals that: 537

Concentration in Later Layers. The most pro- 538

nounced differences consistently occur in the final 539

1/3 of the model’s layers. This implies that CoT 540

primarily influences the later stages of processing 541

within the model, which are typically associated 542
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Figure 6: Layer-wise activation differences across layers for models (3B, 8B, 70B) and datasets (GSM8K and Coin
Flip). For full datasets results, please refer to Appendix J.

with higher-level semantic processing, reasoning,543

and output generation. This observed concentration544

of CoT’s impact in later layers may support that545

CoT’s guidance is most relevant during the struc-546

turing of final reasoning steps and the formulation547

of the answer, processes that are predominantly548

handled by these later layers.549

Model Size Influence. Larger models (e.g.,550

70B) exhibit generally larger and more widespread551

layer-wise activation differences compared to552

smaller models (e.g., 3B). While the precise rea-553

sons are complex, these larger differences might554

reflect how CoT allows larger models to better uti-555

lize their greater representational capacity or in-556

teract differently with their hierarchical structures,557

potentially influencing a broader range of neuron558

functions or abstraction levels.559

Task-Specific Patterns. A key finding is the560

emergence of contrasting task-specific patterns in561

the layer-wise activation differences ∆A(l), partic-562

ularly in later layers. Specifically, for open-domain563

tasks like GSM8K and Bamboogle, we consistently564

observe ∆A(l) < 0 in the final layers, conversely,565

for closed-domain tasks such as Coin Flip, AQUA,566

and Sports, we find ∆A(l) > 0 in the later layers.567

These contrasting patterns reflect how CoT struc-568

tures the model’s processing in response to differ-569

ent task demands. We hypothesize that in open-570

domain tasks, which often require navigating a vast571

solution space, CoT’s step-by-step guidance facili-572

tates a more focused processing mode. By explic-573

itly laying out a reasoning path, CoT could allow574

the model to selectively engage relevant features575

or knowledge, leading to the observed reduction576

in later-layer activation. Conversely, for closed- 577

domain tasks, where the primary challenge is dis- 578

criminating among limited options, CoT’s guidance 579

might encourage the model to thoroughly evaluate 580

features associated with all plausible choices. 581

This comprehensive consideration of options, 582

potentially by activating relevant FFNs encoding 583

those features, could explain the observed increase 584

in later-layer activation. These distinct modes 585

of modulation suggest interpretive analogies for 586

CoT’s function at the neural level: akin to a “pruner” 587

reducing activity in open-domain tasks, and an 588

“amplifier” boosting relevant features within the 589

predefined answer space for closed-domain task, 590

revealing that CoT’s influence on model processing 591

(observed here at the activation level) maybe not 592

uniform but dynamically tailored to the demands 593

of the task, providing novel insights into its opera- 594

tional principles. 595

5 Conclusion 596

In this work, we provided a comprehensive mech- 597

anistic interpretability analysis of CoT prompting 598

by tracing information flow from decoding to ac- 599

tivation. Our findings suggest that CoT may con- 600

strain the decoding space, reduces predictive un- 601

certainty, and modulates neuron engagement in a 602

task-dependent manner. These findings provide 603

a deeper understanding of CoT’s internal mecha- 604

nisms and offer a novel mechanistic interpretability 605

framework for analyzing and comparing prompt- 606

ing techniques for LLMs. Future research should 607

investigate the interplay between task properties 608

(including difficulty and type) in shaping activation 609

patterns and information flow. 610
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Limitations611

This study offers valuable mechanistic insights into612

the effects of CoT prompting on LLMs by analyz-613

ing information flow across different internal stages.614

However, it is crucial to contextualize our findings615

within the broader limitations inherent to the cur-616

rent state of LLM interpretability research and the617

fundamental opacity of these complex systems.618

Modern LLMs, with their immense scale and619

intricate architectures, largely function as “black620

boxes”. Our understanding of the precise roles of621

individual modules, the nature of high-dimensional622

representations, and how billions of parameters623

collectively give rise to complex behaviors like624

CoT-guided reasoning remains nascent. This fun-625

damental lack of transparency makes it exceedingly626

difficult to establish definitive causal links between627

external inputs (like a CoT prompt) and specific in-628

ternal computational processes or neural activities629

that drive observed outputs and performance gains.630

The problem of attribution, i.e., pinpointing why631

a model behaves in a certain way, is a significant632

challenge in this nascent field.633

Consequently, research in LLM interpretabil-634

ity, including this work, is often necessarily frag-635

mented. Studies tend to focus on isolated aspects of636

the model (e.g., specific layers, activation patterns,637

or particular types of inputs/outputs) or employ spe-638

cific analytical techniques to probe individual phe-639

nomena. While each such piece contributes to the640

overall puzzle, assembling these disparate findings641

into a complete, unified, and fully causal mech-642

anistic account of complex behaviors like CoT’s643

influence is a significant undertaking that lies at the644

frontier of the field and is beyond the scope of any645

single study at this time.646

Furthermore, a common challenge in current647

interpretability research, stemming from the dif-648

ficulty in establishing clear causal chains within649

the black box, is that the relationship between ex-650

perimental observations and derived conclusions is651

often heuristic or suggestive rather than strictly con-652

clusive. We can observe strong correlations (e.g.,653

between structural adherence and performance, or654

CoT and certain activation patterns) and propose655

plausible mechanistic hypotheses based on these656

correlations. However, definitively proving causal-657

ity through direct intervention or formal verifica-658

tion within large-scale models remains a complex659

methodological hurdle for the field. Our findings,660

while empirically supported and offering valuable661

insights, should be interpreted as strong evidence 662

supporting particular mechanistic hypotheses about 663

CoT’s operation within the constraints of current 664

interpretability methods. 665

This work contributes significantly to empiri- 666

cally grounded investigations of CoT mechanisms 667

under these prevailing conditions. A comprehen- 668

sive and ultimately causal understanding of how 669

CoT fundamentally alters LLM processing will 670

require continued advancements across the entire 671

field of mechanistic interpretability. 672
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Figure 7: Framework of our method
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B Examples of Tested Datasets 889

Task Dataset (Answer
Space)

Example

GSM8K (Open,
Numerical)

Question: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking?
Answer: There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. So the answer is 5.

Arithmetic SVAMP (Open,
Numerical)

Question: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many lollipops did
Jason give to Denny?
Answer: Jason started with 20 lollipops. Then he had 12 after giving some to Denny. So he gave Denny 20 − 12 = 8. So
the answer is 8.

Arithmetic AQuA (Closed,
Options)

Question: A person is traveling at 20 km/hr and reached his destiny in 2.5 hr then find the distance?
Choices: (a) 53 km (b) 55 km (c) 52 km (d) 60 km (e) 50 km
Answer: The distance that the person traveled would have been 20 km/hr × 2.5 hrs = 50 km. So the answer is (e).

Bamboogle (Open,
Text)

Question: Who lived longer, Theodor Haecker or Harry Vaughan Watkins?
Answer: Theodor Haecker was 65 years old when he died. Harry Vaughan Watkins was 69 years old when he died. So the
answer is Harry Vaughan Watkins.

Common
sense

StrategyQA (Binary,
Yes/No)

Question: Do hamsters provide food for any animals?
Answer: Hamsters are prey animals. Prey are food for predators. Thus, hamsters provide food for some animals. So the
answer is Yes.

Sports (Binary,
Yes/No)

Question: Is the following sentence plausible? “Kyle Palmieri was called for slashing”
Answer: Kyle Palmieri is a hockey player. Being called for slashing is part of hockey. So the answer is Yes.

Date (Formatted) Question: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today. What is the date 10 days
ago in MM/DD/YYYY?
Answer: One day after 06/01/1943 is 06/02/1943, so today is 06/02/1943. 10 days before today is 05/23/1943. So the
answer is 05/23/1943.

Coin Flip (Binary,
Yes/No)

Question: A coin is heads up. Maybelle flips the coin. Shalonda does not flip the coin. Is the coin still heads up?
Answer: The coin was flipped by Maybelle. So the coin was flipped 1 time, which is an odd number. The coin started heads
up, so after an odd number of flips, it will be tails up. So the answer is No.

Symbolic Last Letters
Concatenation (Open,
Text)

Question: Take the last letters of each words in “Tim Candace Cecil Misael” and concatenate them.
Answer: The last letter of “Tim” is “m”. The last letter of “Candace” is “e”. The last letter of “Cecil” is “l”. The last letter
of “Misael” is “l”. Concatenating them is “mell”. So the answer is mell.

Table 4: Full Dataset Examples

C Test Points 890

Test points Contained words

time originally, then, after, so, start, first, next, last, finally, before, later, afterwards,
subsequently, meanwhile, during, while, when, once, as, since, because, due,
hence, therefore, thus, consequently, accordingly, result, resulting, resulted,
initially, earlier, until, at the same time

action +, -, *, /, =, >, <, add, subtract, multiply, divide, average, increase, decrease,
equal, calculate, total, square, root, cube, prime

loc&peo there, location, site, area, spot, venue, someone, somebody, anyone, nobody,
everyone, person, individual, participant, operator, handler, ’s, his, her, their, its,
he, she, they, it

number “it was obtained by regular expression”

Table 6: Test points and their associated words.
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D Results on Tested Datasets891

Table 7: LLaMA3.1-8B

Closed-domain Open-domain

Metric AQuA Sports Coin Flip GSM8K Date Last Letter Concat

Standard Acc 0.3110 0.7497 0.4580 0.1774 0.4417 0.0
CoT Acc 0.4961 0.9395 1.000 0.7771 0.7100 0.4496
Relative Improvement +59.49% +25.30% +118.34% +338.03% +67.4% +∞
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E Resutls of Keyword Imitation 892
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Figure 8: Results of Gemma2-2b.
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Figure 9: Results of Gemma2-9b.

0.00

0.02

0.04

0.06

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8ksvamp
bamboogle sports date

strategyqacoinflip
lastletters0.00

0.02

0.04

0.06

Pr
op

or
tio

n

Question

(a) AQuA

0.00

0.05

0.10

Pr
op

or
tio

n

Prompt
time action loc&peo number

aquasvamp
bamboogle sports date

strategyqacoinflip
lastletters0.00

0.05

0.10

Pr
op

or
tio

n

Question

(b) GSM8K

0.00

0.05

0.10

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aqua
bamboogle sports date

strategyqacoinflip
lastletters0.00

0.05

0.10

Pr
op

or
tio

n

Question

(c) SVAMP

0.00

0.02

0.04

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp sports date
strategyqacoinflip

lastletters0.00

0.02

0.04

Pr
op

or
tio

n

Question

(d) Bamboogle

0.000

0.025

0.050

0.075

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp
bambooglesports

strategyqacoinflip
lastletters0.000

0.025

0.050

0.075

Pr
op

or
tio

n

Question

(e) Date

0.00

0.01

0.02

0.03

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp
bamboogle sports datecoinflip

lastletters0.00

0.01

0.02

0.03

Pr
op

or
tio

n

Question

(f) StrategyQA

0.00

0.02

0.04

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp
bamboogle date

strategyqacoinflip
lastletters0.00

0.02

0.04

Pr
op

or
tio

n

Question

(g) Sports

0.00

0.02

0.04

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp
bamboogle sports date

strategyqa
lastletters0.00

0.02

0.04

Pr
op

or
tio

n

Question

(h) Coin Flip

0.00

0.01

0.02

0.03

Pr
op

or
tio

n

Prompt
time action loc&peo number

gsm8k aquasvamp
bamboogle sports date

strategyqacoinflip
0.00

0.01

0.02

0.03

Pr
op

or
tio

n

Question

(i) Last Letter
Figure 10: Results of LLaMA2-13b.
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F Quantifying Structure Adherence893

Evaluating the fidelity of the model’s generated894

content to the CoT reasoning format involved a895

three-stage assessment. Initially, entities were ex-896

tracted from the input prompts. The definition897

and extraction methodology varied by task domain:898

numbers for arithmetic tasks; names, locations, and899

temporal entities using SpaCy for commonsense900

benchmarks (e.g., Bamboogle, Sports), regular ex-901

pressions for the Date dataset, names for symbolic902

reasoning like Coin Flip, and target words for the903

Last Letter Concatenation. Subsequently, we de-904

termined the presence of intermediate reasoning905

steps. For most tasks, this involved identifying the906

generation of new entities not present in the initial907

prompt. However, for tasks less prone to explicit908

entity generation (e.g., Coin Flip, Last Letter), a909

verb-based heuristic was employed: counting oc-910

currences of key process verbs such as “flips, is,911

was, are, be, were”. A count exceeding four for912

these tasks was taken as an indicator of reasoning913

activity. Finally, the completion of the reasoning914

process with a conclusive answer was verified by915

locating the explicit phrase “the answer is” at the916

terminal position of the generated text. Content917

was deemed to exhibit CoT adherence if it satisfied918

all three aforementioned conditions.919
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G Probability Distribution of Individual920

Tokens921

We conducted experiments on all test datasets922

across various models, obtaining the token se-923

quences and their corresponding generation prob-924

ability sequences under both CoT and Standard925

prompting methods. Figure 11 presents the test926

results for the Gemma2-2b model, Figure 12 shows927

the results for the LLaMA2-13b model, and Fig-928

ure 13 illustrates the results for the Gemma2-27b929

model. The experimental results indicate that the930

probability trends for token generation under both931

CoT and Standard prompts are consistent across932

models of different sizes and series.933
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1.2

1.4

Pr
ob

ab
ilit

y  The

 answer is

 India

.

 The second

 tallest
 statue

 in

 the
 world  is

 the
 Statue

 of

 Liberty

.
 The

 Statue

 of
 Liberty

 is

 located

 in

 New

 York

 City

,

 New

 York

,

 United

 States

.

 So

 the
 answer

 is

 United

 States

.

Standard Prompt Chain-of-Thought Prompt

(d) Bamboogle

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The  answer  is

 yes

.
 Wayne

 Rooney

 is
 a

 soccer

 player

.

 Be

ating
 the

 buzzer  is

 part

 of

 basketball

,

 not

 soccer
.

 So
 the

 answer
 is

 no
.

Standard Prompt Chain-of-Thought Prompt

(e) Sports

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The answer is  
1 1

/

2

8

/
2 0

0

1
.

 

 Thanksgiving

 is

 on

 the

 fourth

 Thursday

 of

 November

,

 so

 

1

1

/

2

4

/

2
0 0 1

 is

 Thanksgiving

.

 Today

 is

 

1
1

/

2

3

/
2

0

0

1

,  so

 tomorrow

 is

 1
1

/
2

4

/
2

0
0

1

.
 So

 the

 answer
 is

 
1

1
/

2
4

/
2

0
0

1

.

 

Standard Prompt Chain-of-Thought Prompt

(f) Date

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The answer is

 yes

.

 The

 coin
 was
 flipped

 by Lucio

 and
 Víctor

.

 So
 the

 coin
 was
 flipped

 

2
 times

,
 which

 is
 an
 even
 number

.

 The

 coin

 started
 heads

 up
,
 so

 after
 an
 even
 number

 of
 flips

,
 it
 will

 still

 be
 heads

 up
.

 The

 coin
 was

 flipped

 by

 Lester
 and

 Allie. So
 the

 coin
 was
 flipped

 
2
 times

,
 which

 is
 an
 even
 number

. The coin started

 heads

 up
,
 so
 after

 an
 even
 number

 of
 flips

,
 it
 will

 still
 be
 heads

 up
.

 So

 the

 answer

 is
 yes

.

Standard Prompt Chain-of-Thought Prompt

(g) Coin Flip

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The answer is

 x
is

.
 The

 last
 letter

 of
 "

Dan
"

 is
 "

n

".
 The

 last
 letter

 of
 "

Ruth

"
 is

 "

h

".
 The

 last
 letter

 of
 "
Xavier

"
 is

 "

x

".
 The

 last
 letter

 of
 "

Is
idro

"
 is

 "

o

".
 Con

caten
ating

 them
 is

 "

nh

xo

".
 So

 the
 answer

 is

 nh

xo
.

Standard Prompt Chain-of-Thought Prompt

(h) Last Letter Concatenation

Figure 11: Probability value of each generated token (results of Gemma2-2b is shown).

19



Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

Theanswer is (

d

).

The

maximum

number

of

books

that

are

bothhard

cover
and

fiction

is

1

0

.

3

0

hard

cover

books

and

2

0 fictionbooks

.

So

the
answer

is
(

a
).

Standard Prompt Chain-of-Thought Prompt

(a) AQuA

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

Theansweris

1

2

.

The
fire

fig

h

ters

have

raised

$ 2

1
0

0

in

the

first
3
hours

.

They
need

to
raise

$

6

3
0

0

-

$ 2
1

0
0

=
$

4
2

0
0

.

So

they

need

toraise

$

4 2
0

0

in

the

remaining

hours

.

Standard Prompt Chain-of-Thought Prompt

(b) GSM8K

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

The
answeris

2

2

.6

red

pe

aches

,

9
0
yellow

pe

aches

and

1
6

green
pe

aches

are

in

the
basket.

6

+

9

0

+

1
6

=
1

0
2

.

So

the

answer

is

1 0

2

.

Standard Prompt Chain-of-Thought Prompt

(c) SVAMP

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
Pr

ob
ab

ilit
y

Theansweris

India

.

The

Stat

ue
of

Unity

is

a

statue

of

Indianstates

man

S

ard
ar

Vall
ab

h
b

hai
Pat

el

.

It

is

located

in

theIndian

state
of

Gu
jar

at

.

It

is

the
tall

est

statue
in the

world

.

So

the
final

answer
is

India

.

Standard Prompt Chain-of-Thought Prompt

(d) Bamboogle

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

The answer is

no

.

Wayne

Ro
oney

is

a

s occer
player

.

Be

ating
the

bu
z

zer
is

part

of

basketball

,

not
s

occer
.

So

the
answer

is
no

.

Standard Prompt Chain-of-Thought Prompt

(e) Sports

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

Theansweris
1

1

/
2

3

/ 2 0 0 1

.

Thanks

g
iving

ison

the

fourth

Th
urs

day

of

November

,

so

Thanks

g
iving

in

2
0

0
1

is

on

1
1

/
2

2

/
2

0

0

1

.

Today

is

Thanks

g
iving

in

2
0

0

1

,

so
today

is 1
1

/
2

2
/

2
0

0
1

.

So

tomorrow

is

1
1

/
2

3
/

2
0

0
1

.

So

the
answer

is 1
1

/
2

3
/

2
0

0
1

.

Standard Prompt Chain-of-Thought Prompt

(f) Date

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

Theansweris

no

.

The

coin
was

f li
pped

by

Lu

cio

,

L

ester

,

and
All

ie

.
So

the
coin

was
f

li
pped 3

times
,
which

is

an

odd
number

.
The

coin
started

heads
up

,
so

after
an

odd
number

of

f

li
ps

,
it

will
be

t
ails

up
.

So
the
answer

is
no

.

Standard Prompt Chain-of-Thought Prompt

(g) Coin Flip

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

Theansweris

x

id

r

.
The

last
letter

of
"
Dan

"

is
"

n

".
The

last
letter

of
"

R
uth

"
is

"

h

".
The

last
letter

of
"

X
avier

"
is

"

r

".
The

last
letter

of
"

Is
id

ro
"

is
"

r

".
Conc

aten
ating

them
is

"

dn

hr

r

".
So

the
answer

is
d

n
hr

r
.

Standard Prompt Chain-of-Thought Prompt

(h) Last Letter Concatenation

Figure 12: Probability value of each generated token (the results of LLaMA2-13b is shown).
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Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y  The

 answer  is  (

d

).

 The

 maximum

 number
 of

 books

 that

 are

 both

 hardcover

 and
 fiction

 is

 the
 smaller

 of
 the

 two

 numbers

,

 which

 is

 
2

0

.
 So

 the

 answer
 is

 (

d
).

Standard Prompt Chain-of-Thought Prompt

(a) AQuA

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The
 answer is  

9

.

 The

 firefighters

 want

 to

 raise

 $

6
3

0
0

. After

 

3
 hours

,

 they

 have

 raised

 $ 2
1

0
0

.

 So

 they

 have

 $

6
3

0
0  -

 $

2
1

0
0 = $

4
2

0
0

 left

 to raise
.

 If

 they

 raise

 an

 equal
 amount

 in

 every

 hour

,

 then they
 need

 to

 raise

 $

4
2

0
0

 /

 

3

 =

 $
1

4
0

0

 per

 hour

.

 So
 the

 answer is

 

3

.

Standard Prompt Chain-of-Thought Prompt

(b) GSM8K

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The
 answer  is  2 2

.

 There

 are
 

6

 red
 peaches

 and

 
1

6
 green

 peaches

.

 

6  +
 

1
6

 =

 
2

2
.

 So

 the
 answer

 is
 

2
2 .

Standard Prompt Chain-of-Thought Prompt

(c) SVAMP

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4
Pr

ob
ab

ilit
y

 The
 answer  is

 China

.

 The

 second

 tallest

 statue

 in

 the
 world

 is

 the

 Spring

 Temple
 Buddha

.
 The

 Spring

 Temple
 Buddha  is

 located

 in

 China

.

 So

 the
 answer

 is
 China

.

Standard Prompt Chain-of-Thought Prompt

(d) Bamboogle

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The  answer  is

 no

.

 Wayne

 Rooney
 is

 a
 soccer

 player

.

 Be

ating
 the

 buzzer  is

 part

 of

 basketball

,

 not
 soccer

.
 So

 the
 answer

 is
 no

.

Standard Prompt Chain-of-Thought Prompt

(e) sports

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The answer is  1 1 / 2 3 / 2 0 0 1 .

 The

 fourth

 Thursday of November

 is

 

1

1

/
2

2

/

2
0 0 1

,

 so

 today is
 

1
1

/
2

2
/

2
0

0
1

.

 So

 tomorrow
 is

 
1

1
/

2
3

/
2

0
0

1
.

 So

 the
 answer

 is
 

1
1

/
2

3
/

2
0

0
1

.

Standard Prompt Chain-of-Thought Prompt

(f) Date

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The
 answer is

 no

.

 The

 coin
 was

 flipped

 by
 Lucio

,

 Lester

,

 and
 Allie

.
 So

 the
 coin

 was
 flipped

 
3
 times

,
 which

 is
 an

 odd
 number

.
 The

 coin
 started

 heads

 up
,

 so
 after

 an
 odd

 number
 of

 flips
,

 it
 will

 be
 tails

 up
.

 So the
 answer

 is
 no

.

Standard Prompt Chain-of-Thought Prompt

(g) Coin Flip

Token Index0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Pr
ob

ab
ilit

y

 The answer is

 h

ix

d

.
 The

 last
 letter

 of
 "

Dan
"

 is
 "

n
".

 The
 last

 letter
 of

 "
Ruth

"
 is

 "
h

".
 The

 last
 letter

 of
 "
Xavier

"
 is

 "
r

".
 The

 last
 letter

 of
 "

Is
idro

"
 is

 "
o

".
 Con

caten
ating

 them
 is

 "

nh

ro
".

 So
 the
 answer

 is
 nh

ro
.

Standard Prompt Chain-of-Thought Prompt

(h) Last Letter Concatenation

Figure 13: Probability value of each generated token (the results of Gemma2-27b is shown).
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H Kernel Density Estimate934

Kernel Density Estimation (KDE) is a non-935

parametric method for estimating the probability936

density function (PDF) of a dataset. It provides937

a smooth, continuous approximation of the under-938

lying data distribution by summing localized ker-939

nel functions centered at each observed data point.940

The mathematical formulation of KDE is given by941

Equation 2:942

f̂(x) =
1

nh

n∑
i=1

K

(
x− xi

h

)
, (2)943

where f̂(x) is the estimated density at point x, n944

is the number of data points, h is the bandwidth (a945

smoothing parameter), xi represents the observed946

data points, and K(·) is a kernel function. In this947

work, we employed the standard Gaussian kernel,948

defined as shown in Equation 3:949

K(x) =
1√
2π

e−
x2

2 . (3)950

Given that our data are confined to a bounded951

range [0, 1], the standard Gaussian kernel was ap-952

plied, and the resulting density estimates are plotted953

within this domain. We conducted experiments us-954

ing four different models: Gemma2-2b, Gemma2-955

9b, LLaMA2-13b, and Gemma2-27b. The KDE956

plots illustrating the experimental results for these957

models are presented in Figure 14 (Gemma2-2b),958

Figure 3 (Gemma2-9b), Figure 15 (LLaMA2-13b),959

and Figure 16 (Gemma2-27b).960
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Figure 14: Kernal density of Gemma2-2B.

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

1

2

3

4

5

6

7

De
ns

ity

AQuA
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

2

4

6

8

10

12

De
ns

ity

GSM8K
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

2

4

6

8

De
ns

ity

SVAMP
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

2

4

6

8

10

12

14

De
ns

ity

Bamboogle
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

5

10

15

20

25

30

De
ns

ity

Sports
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

5

10

15

20

25

30

De
ns

ity

Date
Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

25

50

75

100

125

150

175

200

De
ns

ity
Coin Flip

Standard
CoT

0.0 0.2 0.4 0.6 0.8 1.0
Probability of generated token

0

5

10

15

20

25

De
ns

ity

Last Letter Concatenation
Standard
CoT

Figure 15: Kernal density of LLaMA2-13B.
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Figure 16: Kernal density of Gemma2-27B.
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I Entropy of Probability Distribution961

To investigate the model’s confidence when predict-962

ing answers, we examined the probability distribu-963

tion over candidate answers for the token gener-964

ated at the answer prediction step. We focused on965

datasets AQuA, Sports, and Coin Flip, where the966

number of answer tokens is 1, and the answer space967

is finite. For datasets with multiple answer tokens968

and open-domain questions, it is not feasible to re-969

trieve all potential answers and their corresponding970

probabilities. Surprisingly, for the AQuA dataset,971

the top five probabilities at the answer prediction972

step corresponded exactly to the answer space op-973

tions: “a ”, “b ”, “c ”, “d ”, and “e”. Similarly,974

for the Sports and Coin Flip datasets, the top two975

probabilities corresponded to their answer spaces,976

“yes” and “no”. We selected the top k probabilities977

at the answer prediction step (where k is the size of978

the answer space), normalized them, calculated the979

entropy, and plotted a scatter plot to compare the980

entropy of answer probabilities generated using the981

Standard and CoT methods. Figure 17 shows the982

experimental results for Gemma2-2b, Figure 19 for983

LLaMA2-13b, and Figure 18 for Gemma2-9b.984
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Figure 17: Results of Gemma2-2b.
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Figure 18: Results of Gemma2-9b.
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Figure 19: Results of LLaMA2-13b.
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Figure 20: Layer-wise activation differences across layers for models (3B, 8B, 70B) .
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L Prompts Used in This Study987

This study employs two primary prompt types:988

Standard prompts and Chain-of-Thought (CoT)989

prompts, adapted from prior work (Wei et al.,990

2022; Wang et al., 2023; Kojima et al., 2022).991

Specifically, the Standard and CoT prompts for the992

AQuA, GSM8K, SVAMP, Sports, Date, and Coin993

Flip datasets are derived from Wei et al. (2022),994

those for the Bamboogle dataset are sourced from995

Wang et al. (2023), and those for the Last Letter996

Concatenation dataset are based on Kojima et al.997

(2022). Minor modifications were applied to these998

prompts to ensure consistency; for instance, CoT999

prompts conclude with the phrase “So the answer1000

is...” while Standard prompts use “The answer is...”1001

to present the final response.1002

For each dataset, we provide four exemplars per1003

prompt type. The following subsections detail the1004

specifications of the Standard and CoT prompts for1005

each dataset.1006

L.1 Standard Prompts1007

The Standard Prompt supplies the model with mul-1008

tiple question-answer pairs, enabling the model1009

to directly generate the final answer without pro-1010

ducing intermediate reasoning steps. The specific1011

Standard Prompts for each dataset are presented1012

as follows: Table 8 for the GSM8K dataset, Table1013

10 for the AQuA dataset, Table 11 for the SVAMP1014

dataset, Table 9 for the Bamboogle dataset, Table1015

12 for the Date dataset, Table 13 for the Sports1016

dataset, Table 14 for the Coin Flip dataset, and1017

Table 15 for the Last Letter Concatenation dataset.1018
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GSM8K (Standard)

Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?
A: The answer is 6.

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?
A: The answer is 39.

Q: There were nine computers in the server room. Five more computers were installed each day, from
Monday to Thursday. How many computers are now in the server room?
A: The answer is 29.

Q: Michael had 58 golf balls. On Tuesday, he lost 23 golf balls. On Wednesday, he lost 2 more. How
many golf balls did he have at the end of Wednesday?
A: The answer is 33.

Table 8: Standard Prompt exemplars for the GSM8K dataset, adapted from Wei et al. (2022).

Bamboogle (Standard)

Q: Who lived longer, Theodor Haecker or Harry Vaughan Watkins?
A: The answer is Harry Vaughan Watkins.

Q: Why did the founder of Versus die?
A: The answer is shot.

Q: Who is the grandchild of Dambar Shah?
A: The answer is Rudra Shah.

Q: Are both the director of the film FAQ: Frequently Asked Questions and the director of the film The
Big Money from the same country?
A: The answer is no.

Table 9: Standard Prompt exemplars for the Bamboogle dataset, adapted from Wang et al. (2023).
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AQuA (Standard)

Q: John found that the average of 15 numbers is 40. If 10 is added to each number, then the mean of the
numbers is?
Answer Choices: (a) 50 (b) 45 (c) 65 (d) 78 (e) 64
A: The answer is (a).

Q: If a / b = 3/4 and 8a + 5b = 22, then find the value of a.
Answer Choices: (a) 1/2 (b) 3/2 (c) 5/2 (d) 4/2 (e) 7/2
A: The answer is (b).

Q: A person is traveling at 20 km/hr and reached his destination in 2.5 hr. Then find the distance?
Answer Choices: (a) 53 km (b) 55 km (c) 52 km (d) 60 km (e) 50 km
A: The answer is (e).

Q: How many keystrokes are needed to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480 (d) 1562 (e) 1788
A: The answer is (b).

Table 10: Standard Prompt exemplars for the AQuA dataset, adapted from Wei et al. (2022).

SVAMP (Standard)

Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
A: The answer is 5.

Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: The answer is 8.

Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does
he have now?
A: The answer is 9.

Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
A: The answer is 8.

Table 11: Standard Prompt exemplars for the SVAMP dataset, adapted from Wei et al. (2022).

Date (Standard)

Q: 2015 is coming in 36 hours. What is the date one week from today in MM/DD/YYYY?
A: The answer is 01/05/2015.

Q: The first day of 2019 is a Tuesday, and today is the first Monday of 2019. What is the date today in
MM/DD/YYYY?
A: The answer is 01/07/2019.

Q: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today. What is the date
10 days ago in MM/DD/YYYY?
A: The answer is 05/23/1943.

Q: Jane was born on the last day of February in 2001. Today is her 16th birthday. What is the date
yesterday in MM/DD/YYYY?
A: The answer is 02/27/2017.

Table 12: Standard Prompt exemplars for the Date dataset, adapted from Wei et al. (2022).
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Sports (Standard)

Q: Is the following sentence plausible? “Kyle Palmieri was called for slashing.”
A: The answer is yes.

Q: Is the following sentence plausible? “Joao Moutinho caught the screen pass in the NFC championship.”
A: The answer is no.

Q: Is the following sentence plausible? “Carson Wentz set the pick and roll.”
A: The answer is no.

Q: Is the following sentence plausible? “Malcolm Brogdon banked the shot in.”
A: The answer is yes.

Table 13: Standard Prompt exemplars for the Sports dataset, adapted from Wei et al. (2022).

Coin Flip (Standard)

Q: A coin is heads up. Ka flips the coin. Sherrie flips the coin. Is the coin still heads up?
A: The answer is yes.

Q: A coin is heads up. Maybelle flips the coin. Shalonda does not flip the coin. Is the coin still heads up?
A: The answer is no.

Q: A coin is heads up. Millicent does not flip the coin. Conception flips the coin. Is the coin still heads
up?
A: The answer is no.

Q: A coin is heads up. Ryan flips the coin. Shaunda flips the coin. Is the coin still heads up?
A: The answer is yes.

Table 14: Standard Prompt exemplars for the Coin Flip dataset, adapted from Wei et al. (2022).

Last Letter Concatenation (Standard)

Q: Take the last letters of each word in “Tim Candace Cecil Misael” and concatenate them.
A: The answer is mell.

Q: Take the last letters of each word in “Alina Alessandra Amina Bianca” and concatenate them.
A: The answer is aaaa.

Q: Take the last letters of each word in “Felipe Heidi Nino Bradley” and concatenate them.
A: The answer is eioy.

Q: Take the last letters of each word in “Lacey Nora Debra Ashleigh” and concatenate them.
A: The answer is yaah.

Table 15: Standard Prompt exemplars for the Last Letter Concatenation dataset, adapted from Kojima et al. (2022).
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L.2 Chain-of-Thought Prompts1019

The Chain-of-Thought Prompt incorporates inter-1020

mediate reasoning steps within the exemplars pro-1021

vided to the model, guiding it to derive the final1022

answer through a step-by-step process. The CoT1023

Prompts for each dataset are presented as follows:1024

Table 16 for the GSM8K dataset, Table 18 for the1025

AQuA dataset, Table 17 for the SVAMP dataset,1026

Table 19 for the Bamboogle dataset, Table 21 for1027

the Date dataset, Table 20 for the Sports dataset,1028

Table 22 for the Coin Flip dataset, and Table 23 for1029

the Last Letter Concatenation dataset.1030
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GSM8K (CoT)

Q: There are 15 trees in the grove. Grove workers will plant trees in the grove today. After they are done,
there will be 21 trees. How many trees did the grove workers plant today?
A: There are 15 trees originally. Then there were 21 trees after some more were planted. So there must
have been 21 - 15 = 6. So the answer is 6.

Q: Leah had 32 chocolates and her sister had 42. If they ate 35, how many pieces do they have left in
total?
A: Originally, Leah had 32 chocolates. Her sister had 42. So in total they had 32 + 42 = 74. After eating
35, they had 74 - 35 = 39. So the answer is 39.

Q: There were nine computers in the server room. Five more computers were installed each day, from
Monday to Thursday. How many computers are now in the server room?
A: There were originally 9 computers. For each of 4 days, 5 more computers were added. So 5 * 4 = 20
computers were added. 9 + 20 = 29. So the answer is 29.

Q: Michael had 58 golf balls. On Tuesday, he lost 23 golf balls. On Wednesday, he lost 2 more. How
many golf balls did he have at the end of Wednesday?
A: Michael started with 58 golf balls. After losing 23 on Tuesday, he had 58 - 23 = 35. After losing 2
more, he had 35 - 2 = 33. So the answer is 33.

Table 16: Chain-of-Thought Prompt exemplars for the GSM8K dataset, adapted from Wei et al. (2022).

SVAMP (CoT)

Q: If there are 3 cars in the parking lot and 2 more cars arrive, how many cars are in the parking lot?
A: There are originally 3 cars. 2 more cars arrive. 3 + 2 = 5. So the answer is 5.

Q: Jason had 20 lollipops. He gave Denny some lollipops. Now Jason has 12 lollipops. How many
lollipops did Jason give to Denny?
A: Jason started with 20 lollipops. Then he had 12 after giving some to Denny. So he gave Denny 20 - 12
= 8. So the answer is 8.

Q: Shawn has five toys. For Christmas, he got two toys each from his mom and dad. How many toys does
he have now?
A: Shawn started with 5 toys. If he got 2 toys each from his mom and dad, then that is 4 more toys. 5 + 4
= 9. So the answer is 9.

Q: Olivia has $23. She bought five bagels for $3 each. How much money does she have left?
A: Olivia had 23 dollars. 5 bagels for 3 dollars each will be 5 × 3 = 15 dollars. So she has 23 - 15 dollars
left. 23 - 15 = 8. So the answer is 8.

Table 17: Chain-of-Thought Prompt exemplars for the SVAMP dataset, adapted from Wei et al. (2022).
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AQuA (CoT)

Q: John found that the average of 15 numbers is 40. If 10 is added to each number, then the mean of the
numbers is?
Answer Choices: (a) 50 (b) 45 (c) 65 (d) 78 (e) 64
A: If 10 is added to each number, then the mean of the numbers also increases by 10. So the new mean
would be 40 + 10 = 50. So the answer is (a).

Q: If a / b = 3/4 and 8a + 5b = 22, then find the value of a.
Answer Choices: (a) 1/2 (b) 3/2 (c) 5/2 (d) 4/2 (e) 7/2
A: If a / b = 3/4, then b = 4a / 3. So 8a + 5(4a / 3) = 22. This simplifies to 8a + 20a / 3 = 22, which means
44a / 3 = 22. So a = (22 × 3) / 44 = 3/2. So the answer is (b).

Q: A person is traveling at 20 km/hr and reached his destination in 2.5 hr. Then find the distance?
Answer Choices: (a) 53 km (b) 55 km (c) 52 km (d) 60 km (e) 50 km
A: The distance that the person traveled would be 20 km/hr × 2.5 hr = 50 km. So the answer is (e).

Q: How many keystrokes are needed to type the numbers from 1 to 500?
Answer Choices: (a) 1156 (b) 1392 (c) 1480 (d) 1562 (e) 1788
A: There are 9 one-digit numbers from 1 to 9. There are 90 two-digit numbers from 10 to 99. There are
401 three-digit numbers from 100 to 500. 9 × 1 + 90 × 2 + 401 × 3 = 9 + 180 + 1203 = 1392. So the
answer is (b).

Table 18: Chain-of-Thought Prompt exemplars for the AQuA dataset, adapted from Wei et al. (2022).

Bamboogle (CoT)

Q: Who lived longer, Theodor Haecker or Harry Vaughan Watkins?
A: Theodor Haecker was 65 years old when he died. Harry Vaughan Watkins was 69 years old when he
died. So the answer is Harry Vaughan Watkins.

Q: Why did the founder of Versus die?
A: The founder of Versus was Gianni Versace. Gianni Versace was shot and killed on the steps of his
Miami Beach mansion on July 15, 1997. So the answer is shot.

Q: Who is the grandchild of Dambar Shah?
A: Dambar Shah (? - 1645) was the king of the Gorkha Kingdom. He was the father of Krishna Shah.
Krishna Shah (? - 1661) was the king of the Gorkha Kingdom. He was the father of Rudra Shah. So the
answer is Rudra Shah.

Q: Are both the director of the film FAQ: Frequently Asked Questions and the director of the film The
Big Money from the same country?
A: The director of the film FAQ: Frequently Asked Questions is Carlos Atanes, who is Spanish. The
director of the film The Big Money is John Paddy Carstairs, who is British. So the answer is no.

Table 19: Chain-of-Thought Prompt exemplars for the Bamboogle dataset, adapted from Wang et al. (2023).

Sports (CoT)

Q: Is the following sentence plausible? “Kyle Palmieri was called for slashing.”
A: Kyle Palmieri is a hockey player. Being called for slashing is a common penalty in hockey. So the
answer is yes.

Q: Is the following sentence plausible? “Joao Moutinho caught the screen pass in the NFC championship.”
A: Joao Moutinho is a soccer player. The NFC championship is an American football event, and catching
a screen pass is specific to football, not soccer. So the answer is no.

Q: Is the following sentence plausible? “Carson Wentz set the pick and roll.”
A: Carson Wentz is an American football player. The pick and roll is a basketball play, not used in football.
So the answer is no.

Q: Is the following sentence plausible? “Malcolm Brogdon banked the shot in.”
A: Malcolm Brogdon is a basketball player. Banking the shot in is a common basketball term. So the
answer is yes.

Table 20: Chain-of-Thought Prompt exemplars for the Sports dataset, adapted from Wei et al. (2022).
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Date (CoT)

Q: 2015 is coming in 36 hours. What is the date one week from today in MM/DD/YYYY?
A: If 2015 is coming in 36 hours, then it is coming in 2 days. 2 days before 01/01/2015 is 12/30/2014, so
today is 12/30/2014. So one week from today will be 01/05/2015. So the answer is 01/05/2015.

Q: The first day of 2019 is a Tuesday, and today is the first Monday of 2019. What is the date today in
MM/DD/YYYY?
A: If the first day of 2019 was Tuesday, then 01/01/2019 was a Tuesday. Today is the first monday, would
be six days later. So today is 01/07/2019. So the answer is 01/07/2019.

Q: The concert was scheduled to be on 06/01/1943, but was delayed by one day to today. What is the date
10 days ago in MM/DD/YYYY?
A: One day after 06/01/1943 is 06/02/1943, so today is 06/02/1943. 10 days before today is 05/23/1943.
So the answer is 05/23/1943.

Q: Jane was born on the last day of Feburary in 2001. Today is her 16-year-old birthday. What is the date
yesterday in MM/DD/YYYY?
A: The last day of February is the 28th, so Jane was born on 02/28/2001. Today is her 16-year old birthday,
so today is 02/28/2017. So yesterday was 02/27/2017. So the answer is 02/27/2017.

Table 21: Chain-of-Thought Prompt exemplars for the Date dataset, adapted from Wei et al. (2022).

Coin Flip (CoT)

Q: A coin is heads up. Ka flips the coin. Sherrie flips the coin. Is the coin still heads up?
A: The coin was flipped by Ka and Sherrie. So the coin was flipped 2 times, which is an even number.
The coin started heads up, so after an even number of flips, it will still be heads up. So the answer is yes.

Q: A coin is heads up. Maybelle flips the coin. Shalonda does not flip the coin. Is the coin still heads up?
A: The coin was flipped by Maybelle. So the coin was flipped 1 time, which is an odd number. The coin
started heads up, so after an odd number of flips, it will be tails up. So the answer is no.

Q: A coin is heads up. Millicent does not flip the coin. Conception flips the coin. Is the coin still heads
up?
A: The coin was flipped by Conception. So the coin was flipped 1 time, which is an odd number. The
coin started heads up, so after an odd number of flips, it will be tails up. So the answer is no.

Q: A coin is heads up. Ryan flips the coin. Shaunda flips the coin. Is the coin still heads up?
A: The coin was flipped by Ryan and Shaunda. So the coin was flipped 2 times, which is an even number.
The coin started heads up, so after an even number of flips, it will still be heads up. So the answer is yes.

Table 22: Chain-of-Thought Prompt exemplars for the Coin Flip dataset, adapted from Wei et al. (2022).

Last Letter Concatenation (CoT)

Q: Take the last letters of each words in “Tim Candace Cecil Misael” and concatenate them.
A: The last letter of “Tim” is “m”. The last letter of “Candace” is “e”. The last letter of “Cecil” is “l”.
The last letter of “Misael” is “l”. Concatenating them is “mell”. So the answer is mell.

Q: Take the last letters of each words in “Alina Alessandra Amina Bianca” and concatenate them.
A: The last letter of “Alina” is “a”. The last letter of “Alessandra” is “a”. The last letter of “Amina” is “a”.
The last letter of “Bianca” is “a”. Concatenating them is “aaaa”. So the answer is aaaa.

Q: Take the last letters of each words in “Felipe Heidi Nino Bradley” and concatenate them.
A: The last letter of “Felipe” is “e”. The last letter of “Heidi” is “i”. The last letter of “Nino” is “o”. The
last letter of “Bradley” is “y”. Concatenating them is “eioy”. So the answer is eioy.

Q: Take the last letters of each words in “Lacey Nora Debra Ashleigh” and concatenate them.
A: The last letter of “Lacey” is “y”. The last letter of “Nora” is “a”. The last letter of “Debra” is “a”. The
last letter of “Ashleigh” is “h”. Concatenating them is “yaah”. So the answer is yaah.

Table 23: Chain-of-Thought Prompt exemplars for the Last Letter Concatenation dataset, adapted from Kojima et al.
(2022).
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