Under review as a conference paper at ICLR 2026

MDAR: A MULTI-SCENE DYNAMIC AUDIO REASON-
ING BENCHMARK

Anonymous authors
Paper under double-blind review

ABSTRACT

The ability to reason from audio, including speech, paralinguistic cues, envi-
ronmental sounds, and music, is essential for Al agents to interact effectively
in real-world scenarios. Existing benchmarks mainly focus on static or single-
scene settings and do not fully capture scenarios where multiple speakers, un-
folding events, and heterogeneous audio sources interact. To address these chal-
lenges, we introduce MDAR, a benchmark for evaluating models on complex,
multi-scene, and dynamically evolving audio reasoning tasks. MDAR comprises
3,000 carefully curated question—answer pairs linked to diverse audio clips, cov-
ering five categories of complex reasoning and spanning three question types. We
benchmark 26 state-of-the-art audio language models on MDAR and observe that
they exhibit limitations in complex reasoning tasks. On single-choice questions,
Qwen2.5-Omni (open-source) achieves 76.67% accuracy, whereas GPT-40 Audio
(closed-source) reaches 68.47%; however, GPT-40 Audio substantially outper-
forms Qwen2.5-Omni on the more challenging multiple-choice and open-ended
tasks. Across all three question types, no model achieves 80% performance. These
findings underscore the unique challenges posed by MDAR and its value as a
benchmark for advancing audio reasoning research. Code and benchmark can be
found at https://anonymous.4open.science/r/MDAR-8981.

1 INTRODUCTION

The ability to reason from audio, including speech, paralinguistic cues, environmental sounds, and
music, is essential for Al agents to interact effectively in real-world scenarios. Real-world envi-
ronments are rich in overlapping auditory signals that convey linguistic content, social cues, tem-
poral patterns, and environmental context (Wei et al., 2022} Nam)| 2025)). Effective reasoning over
these audio streams is critical for Al agents to understand dynamic interactions, anticipate unfolding
events, and support decision-making in applications such as autonomous navigation, audio event
monitoring, and embodied household agents (Chen et al., 2020} |Gao et al.|[2023;|Yeow et al.l[2024).

Existing benchmarks mainly focus on static or single-scene settings and do not fully capture scenar-
ios where multiple speakers, unfolding events, and heterogeneous audio sources interact. Prior work
has advanced audio perception and reasoning research, but most existing datasets are restricted to
single-scene scenarios, short audio clips, or narrowly scoped tasks (Sakshi et al., 2025; [Ma et al.,
2025b; [Wang et al., |2025b). These limitations make it challenging to evaluate models on complex,
temporally evolving audio reasoning, leaving a gap in understanding model capabilities in realistic
multi-scene environments.

To address these challenges, we introduce MDAR, a benchmark for evaluating models on challeng-
ing, multi-scene, and dynamically evolving audio reasoning tasks. As shown in Figure [T, MDAR
comprises 3,000 carefully curated question—answer pairs linked to diverse audio clips, covering five
categories of complex reasoning in dynamic audio scenes: Scene Understanding, Social Relation-
ships and Social Rreasoning, Event Reasoning, Temporal Reasoning, and Anomaly Detection
and Safety. Each category targets specific aspects of cognitive reasoning, from inferring social
roles and intentions to predicting causal and sequential events. In addition to the common single-
choice questions, MDAR also includes open-ended questions that require free-form answers and
multiple-choice questions with multiple audios for the first time.
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Figure 1: Overview of MDAR benchmark. MDAR focuses on five types of complex, multi-scene,
and dynamically evolving audio reasoning tasks, spanning three challenging question formats, to
test the advanced reasoning, perception, and knowledge capabilities of existing audio models.

We benchmark 26 state-of-the-art audio language models on MDAR and observe that they exhibit
limitations in complex reasoning tasks. In the single-choice setting, Qwen2.5-Omni (open-source)
achieves 76.67% accuracy, whereas GPT-40 Audio (closed-source) reaches 68.47%. Among differ-
ent tasks of single-choice questions, Qwen2.5-Omni (Xu et al., 2025a) performs worst on temporal
reasoning (71.43%), while GPT-40 Audio struggles most on scene reasoning (61.27%). However,
GPT-40 Audio substantially outperforms Qwen2.5-Omni on the more challenging multiple-choice
and open-ended tasks. Across all three question types, no model surpasses 80% performance. Over-
all, these results indicate that even the strongest available models still exhibit significant room for
improvement. These findings underscore the unique challenges posed by MDAR and its value as a
benchmark for advancing audio reasoning research. Overall, our contributions are three-fold:

1. We introduce MDAR, a large-scale benchmark focusing on evaluating multi-scene and
dynamic audio reasoning across five categories, spanning three question types, and for the
first time proposing multiple-choice questions with multiple audios.

2. We construct a high-quality data-construction workflow and provide carefully curated au-
dio clips paired with human-annotated questions and answers to systematically evaluate
both perceptual and high-level reasoning abilities.

3. We conduct a comprehensive evaluation of state-of-the-art models, revealing the significant
challenges posed by MDAR and highlighting key areas for improvement in next-generation
audio reasoning agents.

2 RELATED WORK

2.1 AUDIO-LANGUAGE MODELS

Recent advances in large language models (LLMs) and cross-modal learning have driven sub-
stantial progress in audio-language research. Typical approaches jointly leverage speech, music,
and general audio data, followed by instruction tuning to endow models with comprehension and
instruction-following abilities. Open-source systems such as Qwen-Audio-Chat (Chu et al., |[2023),
Qwen2-Audio-Instruct (Chu et al., [2024), Audio Flamingo (Ghosh et al.| |2025} |Goel et al., [2025)),
SALMONN (Tang et al.} [2024), and DeSTA2.5-Audio (Lu et al.| [2025) report competitive results.
More recent efforts, including Audio-CoT (Ma et al., [2025a)), Audio-Reasoner (Xie et al.| [2025),
and R1-AQA (Li et al.l 2025), focus on multi-step reasoning and challenging audio QA. Among
proprietary systems, GPT-40-Audio achieves the highest overall performance, while other commer-
cial models such as Kimi-Audio (KimiTeam et al., 2025)) and MiDashengL.M (Dinkel et al., [2025)
are also evaluated. Fully multimodal models such as Omni-R1 (Zhong et al., 2025) and Qwen2.5-
Omni (Xu et al.}|2025a) advance unified audio-text reasoning. To provide a holistic comparison, our
study additionally benchmarks cascaded audio-language pipelines, enabling a systematic evaluation
of state-of-the-art approaches.
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Table 1: Comparison between MDAR and other related benchmarks

Mixed audio Multi-audio Open-ended Mulg-scene v.v1th1n Chinese Instrl}ct
ne audio following
AudioBench X X X X X
AIR-Bench X X X X X
MMAU X X X X X
MMAR X X X X X
MDAR(Ours)

2.2 AUDIO UNDERSTANDING AND REASONING BENCHMARKS

Prior works have explored audio question answering and compositional reasoning across speech,
music, and environmental sounds. Early efforts include|Lipping et al.[(2022)), a crowdsourced dataset
with yes/no and single-word answers, and |Ghosh et al.| (2024b)), which targets order- and attribute-
level compositional reasoning with composition-aware fine-tuning for CLAP (Wu et al., [2023)). In
music, Melechovsky et al.|(2024) provides a controllable text-to-music system with theory-informed
captions, and Weck et al.|(2024) offers a human-validated multiple-choice benchmark probing music
knowledge. For speech, Zhao et al.|(2024) curates large-scale spoken QA in free-form and multiple-
choice formats, while [Huang et al.|(2023) establishes a collaborative instruction-tuning benchmark
across diverse speech tasks. Broader evaluations include Wang et al.| (2025a)), covering speech,
scenes, and paralinguistics under instruction following, and |Yang et al.[(2024), which assesses gen-
erative comprehension and chat-based interaction over speech, sounds, and music. More recent
reasoning-focused suites such as Sakshi et al.| (2025), Ma et al.| (2025b)), and |Wang et al.| (2025b)
emphasize multi-step perception and domain knowledge, revealing persistent gaps in multimodal
integration and deep audio reasoning.

However, these benchmarks mainly target single-scene or static audio scenarios and do not evaluate
dynamic, multi-scene audio reasoning, which MDAR aims to address. Our benchmark focuses on
evaluating reasoning in dynamic scenarios, including continuous scenarios, causal scenarios, and
multi-scenario tasks. We believe this is a key capability requirement for Al agents in real-world
scenarios, which current benchmarks do not emphasize. MMAU and MMAR focus on more diverse
perceptual samples, including perceptual tasks such as counting and classification. Our evaluation
dimension focuses on complex logical reasoning in dynamic scenarios, and is further divided into
three tasks: fully mixed audio, multi-audio understanding, and open-ended question answering. Our
benchmark examines multiple scenarios within a single audio clip, as well as the model’s instruction
compliance and Chinese reasoning ability. The comparison is shown in the table[I]

3 MDAR BENCHMARK

3.1 OVERVIEW OF BENCHMARK

Overview. MDAR is a benchmark test specifically designed to evaluate the reasoning capabilities of
audio-language models in complex and dynamic scenarios. It encompasses 3,000 questions involv-
ing high-quality complex reasoning tasks of various types. Figure [2illustrates examples of different
categories and types of questions within this benchmark test. Each example consists of a meticu-
lously designed question and a reference answer. The questions are semi-automatically generated by
LLMs and manually annotated by experts and have undergone multiple rounds of screening to en-
sure their high quality. This benchmark test poses extremely high demands on the complex dynamic
reasoning abilities of models, presenting a significant challenge.

Categories and Subcategories. Single audio signals or static scenes are insufficient for a compre-
hensive evaluation of speech agents’ reasoning ability. We design three task types: single-choice
questions for precise reasoning on complex audio, multiple-choice questions for cross-audio inte-
grative analysis, and open-ended questions for deep reasoning and generation in dynamic scenarios.

MDAR-main consists of 1,500 carefully designed single-choice questions, organized into five cat-
egories: scene understanding, social relationships and social reasoning, event reasoning, temporal
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Plot Development reasoning task Multi-Cl Interaction ing task Anomaly Detection and Safety
Question: Based on these two audio segments, which of the Question: Based on these two audio segments, which of the Question: Based on the events that suddenly occurred at the
following inferences are reasonable? following inferences are reasonable? end of the audio, what is most likely to have happened?
A Before the new medical team was assigned A, After a brief discussion, the people in the A. The woman jumped into the water and

tasks, the hospital was already operating first audio finally made a collective

decision and took action

The dialogue in the second audio is tense @

due to a heated argument over high

heels and snacks

C. The conversation in the second audio
mainly revolves around daily trivialities
and personal preferences, with a relatively
relaxed atmosphere

D. Both audio clips mention behaviors
related to "departure” or "departure”, but

]

The woman accidentally slipped into the
water while speaking excitedly.
The audio recording equipment L «
malfunctioned, producing background 2
5 noise of water sounds and screams. §
“| D. The woman's friend suddenly pushed her [
5 into the water as a joke.

beyond capacity.

B. The medical teams from Guangzhou and B
Shanghai were dispatched as expert
reinforcement forces to urgently take over a

screamed on purpose for dramatic effect. ;

newly expanded intensive care unit

C. The initial meeting in the first audio segment
is a standard welcome ceremony, aimed at
giving the visiting team time to rest and
familiarize themselves with the environment
before starting work.

Answer: B The woman accidentally slipped into the water
while speaking excitedly.

D. Director Zhang announced in the second el e Tt e e
aud\g segrréem that n;e newly renova:jed Icu the characters are completely different Scene Understanding
tv::i o hisgg_’;ga‘usnz‘m;i:';'re‘rs's.‘ﬁz”"g . Question: Which sports event's final is most likely to be
el e ] Answer:ACD . . ) : recorded in the audio? R
A. After a brief discussion, the people in the first audio T
; finally made a collective decision and took action A Olympic individual archery finals k- =
Answer: A B ) ) C. The conversation in the second audio mainly revolves B. _Biathlon (cross-country skiing and rifle °
A. Before the new medical team was assigned tasks, the around daily trivialities and personal preferences, with a shooting) Z
hospital was already operating beyond capacity. relatively relaxed atmosphere C. Olympic 10m Air Rifle Final e
B. The medical teams from Guangzhou and Shanghai were D. Both audio clips mention behaviors related to D. World Cup of Flying Saucer Shooting

forces to urgently take

as expert reir A "departure” or "departure”, but the
over a newly expanded intensive care unit. i

state of the are different

Answer: C Olympic 10-meter air rifle final
Sub-category : Scene Element Recognition

Social Relationships and Social Reasoning Event Reasoning
Question: Based on the audio, under what scenario is this TemporallR Gt
conversation most likely to take place? Question: Considering audio, what is most likely to happen next? CURIEU LEEEEMIE]

Question: Based on the audio, in which era is this story most

A The scene fell into a long silence and likely to have taken place?
contemplation g A In the 19705, entertainment activities were m e

. The speaker fainted due to physical WG extremely scarce. b

exhaustion AT ) VA | 8. In the 1990s or early 21st century, society v
The audience erupted into even more v was undergoing rapid changes.

D. On a solemn occasion of parting due to s Eﬂ;’:u‘j‘n&:&gce c:istr; Z:\‘?n ?Dg‘:sz e C. In the 2020s, instant messaging and social ‘fl, g
certain reasons, one party solemnly o e o o s ediaversiiglivideveloped (e
T f G s i i pl D. Ina future era, people will once again be

about physical amusement parks

A Ata housewarming party, friends
expressed their blessings to the host

B. Atthe end of a business meeting, the
partners reached a pleasant consensus.

C. Atawedding ceremony, elders give their
blessings to the newlyweds.

o ®

o

Answer: D In a solemn occasion of parting due to some Answer: C The audience erupted into even more
reason, one party solemnly entrusts to the other party. cheers and applause. Answer: B In the 1990s or early 21st century, society was
Sub-category : Social i ing task Sub-category : Event Causal Reasoning Task undergoing rapid changes

Figure 2: Examples from MDAR exquisitely showcase the diversity of the five complex dynamic
reasoning tasks and also reveal the design of our newly proposed multiple-choice questions. These
tasks not only demonstrate the depth of MDAR in multidimensional capability assessment but also
reflect its high standards of challenge.

reasoning, and anomaly detection and safety. Detailed descriptions and evaluation focuses for each
category are provided in the Appendix

MDAR-open anchors its question bank in real-world events and scenarios. The traditional closed-
set multiple-choice evaluation method can no longer adequately reflect the core capabilities required
by AI agents in real-world open environments. The uncertainty inherent in open-ended questions
poses an even greater challenge to the agents’ authentic response and judgment abilities. Task cate-
gories are the same as MDAR-main.

MDAR-multi is the first benchmark to incorporate multi-audio, multiple-choice questions. By em-
bedding real-world events and semantic ambiguities into options, it challenges models to make inter-
pretable decisions even under mishearing, omission, or bias. High-order reasoning tasks are grouped
into three dimensions: plot development reasoning, Continuous scene reasoning, and multi-character
interaction reasoning, emphasizing knowledge integration and decision-making in real-world con-
texts, thus providing a finer-grained and more realistic challenge.

Question Distribution and Difficulty. Figure 3]shows the distribution of questions across different
categories and subcategories and summarizes the key statistics of MDAR. All questions require a
comprehensive combination of perception, understanding, and reasoning. The average lengths of
questions and answers are 30.68 words and 18.69 words, respectively. The average length of the
audio clips is 25.11 seconds,longer than the previous benchmark MMAU which is about 10 seconds
and MMAR, which is about 19.94 seconds. Moreover, the three types of questions in MDAR go
beyond the single multiple-choice question type in MMAU and MMAR, offering a more complex
and comprehensive measure of audio reasoning capabilities.

3.2 DATA CONSTRUCTION PIPELINE

As illustrated in the Figure ] we constructed a high-quality data-construction workflow, which is
divided into three main steps. The details of prompts are provided in the Appendix

Data Preparation. MDAR uses Chinese movies as its metadata source, leveraging multi-threaded
narratives and high-production films to construct complex dynamic scenes characterized by open-
ness, high entropy, long temporal dependencies, and strong causality. The metadata set contains
500 films covering a variety of genres and themes (Details are provided in Appendix [C). We im-



Under review as a conference paper at ICLR 2026

Statistics Number
Multi-Character Interaction Total Questions 1500
Reasoning
- ) Task 5
ocial Intention Reasoning .
MDAR-main Sub task 9

Average question length 30.68
Average option length  18.69

Continuous SceneJ

Reasoning Character

Temporal Social Relationships \dentity

Reasoning  2nd Secial Reasoning (oo Average audio length ~ 25.11
Plot Development_/ Scene Change
Reasoning ~ Reasoning Seme Total Questions 500
MDAR-multi Understanding
Scene Element Event Task 5
Recognition Reasoning ¢ ent causal MDAR-open Average question length  41.47
Temporal — ) — Average reference length 175.53
' vent " .
Reasoning R Scene “"02:"\’!;22“'0" Event Average audio length ~ 25.14
Anomaly Detection localization & Sequence N
and Safety Reasoning Total guistlons 10300
as
Scene . omshi i
i So:lsal e Average question length  32.80
et MDAR-main MDAR-multi Average answer length  47.19
Average audio length  69.90
MDAR-open Average answer number  2.82
(@) (b)

Figure 3: (a) Distribution of all types of tasks included in the three benchmark tests illustrates the
diversity and complexity of MDAR tasks. (b) Statistical information of the three benchmark tests
indicates the complexity of the benchmarks through the longer duration of the audio and the rich
semantic information.

plemented three sub-processes: (i) Segment Sampling. Randomly cropped 20-40-second segments
from target films to fit the audio input limitations of existing LALMs while ensuring sufficient length
for events and complex information. (ii) Speaker Diarization. Using the open-source tool Pyan-
note to label speaker information in audio, ensuring that multiple speech segments have clear scene

events and rich information. (iii) Global Segment Clustering. Clustered audio segments with the
same speaker to form the audio pairs needed for multiple-choice questions.
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Figure 4: Data Construction Pipeline: It consists of three parts: Data Preparation, Audio Pipeline,
and Data Quality Assurance, to ensure high quality and consistency of the data.

Audio Pipeline. Based on the above corpus, we design a five-step pipeline: (i) Information Prepa-
ration. We apply FunASR for speech recognition and use Gemini-2.5-pro and Qwen2.5-VL to
generate multimodal descriptions, laying the foundation for question construction. (ii) Framework
Construction. Domain experts are invited to design question types and categories, and to select
complex, dynamic scenarios that sufficiently challenge large audio language models (LALMs). (iii

Content Generation. Gemini-2.5-pro is used to automatically generate QA pairs, with task-specific
prompts tailored for each task type to encourage diversity. For multi-audio QA, special attention
is paid to combining independent audio clips with shared contextual information. (iv) Human-
designed screening. Experts refine and annotate the QA pairs, producing complete metadata in-
cluding identifiers, timestamps, questions, and answers. Rigorous quality control criteria are applied
to remove invalid or irrelevant QA pairs, ensuring that all questions focus on audio content. More
screening criteria are provided in the Appendix [E] (v) Distractor generation. Large language mod-
els are used to generate distractor options. Each single-choice question contains four options, while



Under review as a conference paper at ICLR 2026

in multiple-choice questions, distractors are evenly distributed between information from indepen-
dent and shared audio clips. The final benchmark is output in a standardized JSON format.

Data Quality Assurance. We implement multiple traceable steps to ensure high-quality data: (i)
Expert Annotation Filtering. Manually screening each sample to remove invalid, low-quality,
harmful, or irrelevant ones to enhance data purity. Cross-checking by multiple annotators is em-
ployed to avoid subjective bias. (ii) Re-annotation. Manually correcting original annotation errors
and standardizing annotation criteria to improve label accuracy. (iii) Secondary Review. Con-
ducting a second screening according to data screening standards to ensure no omissions and no
systematic biases. (iv) Category Balancing. Ensuring a balanced distribution of question cate-
gories to improve the quality of the test benchmark. If category imbalance occurs, returning to the
audio process for category completion and iterating until balance is achieved.

3.3 EVALUATION METRICS

In this section, we introduce the evaluation methods for MDAR. Since MDAR has different question
types, in order to maintain fairness and consistency, we adopt different evaluation methods.

MDAR-main. We use accuracy as the evaluation metric. The model is fed with audio, questions,
and text instructions to generate answers. Since audio-language models (LALMs) are more adept at
producing open-ended responses, we adopt the same response processing pipeline as MMAU. We
use robust regular expressions to match the answer strings with the given options and then calculate
the accuracy. We found that different prompts can affect the final results. In this evaluation, we used
the prompt that yielded the highest average model performance as the final prompt. The results of
option distribution and instruction bias are provided in the Appendix

MDAR-open. We employ a state-of-the-art LLM as an automated evaluator. The evaluation consists
of four core components: prompt, question, answer, and reference answer. During the scoring
process, the evaluator rates the model’s answer on a scale of 0 to 10 based on the given scoring
prompt. These prompts consider the usefulness, relevance, accuracy, and comprehensiveness of the
answer. Detailed prompt design and scoring examples are provided in the Appendix We reduce
the randomness of scoring by conducting multiple evaluations and swapping the positions of the
answers.

MDAR-multi. Inspired by SATA-BENCH (Xu et al., 2025b)), we use the following four evalua-
tion metrics to measure model performance. For answer set extraction, we still use robust regular
expressions to ensure accuracy. (i) Exact Match (EM): For each sample, if the model’s predicted
answer set is exactly the same as the correct answer set, the accuracy is counted as 1; otherwise, it is
counted as 0. The final EM is calculated as the average accuracy. (ii) Jaccard Index (JI): For each
sample, we calculate the intersection of the predicted and true answers divided by their union, and
then take the average of all samples to measure the degree of overlap. (iii) Mean Average Precision
(Precision): For each sample, we calculate the proportion of correctly predicted answers out of all
predicted answers, and then take the average of all samples. (iv) Mean Average Recall (Recall):
For each sample, we calculate the proportion of correctly predicted answers out of all true answers,
and then take the average of all samples. The specific formulas, are provided in the Appendix [FI]

4 EXPERIMENTS

4.1 SETTING

We evaluated the performance of both cascaded and non-cascaded models on MDAR. The non-
cascaded models include large audio-language models, large audio-reasoning models, and full-
modal language models. The large audio-language models consist of Qwen-Audio-Chat (Chu
et al., [2023), Qwen2-Audio-Instruct (Chu et al.l 2024), SALAMONN (Tang et al.| 2024), Audio
Flamingo 2 (Ghosh et al.,|2025)), Audio Flamingo 3 Chat (Goel et al.| [2025)), MiDashengL.M (Dinkel
et al) [2025), etc. The large audio-reasoning models include Audio-Reasoner (Xie et al., [2025),
etc. The full-modal language models include Omni-R1 (Zhong et al., 2025), Qwen2.5-Omni (Xu
et al.|2025a)), etc. The cascaded models based on captions include GPT-40 Audio+ Qwen2-Audio-
Instruct, Qwen2-Audio-Instruct + Llama-3-Instruct, etc. Of course, the models selected for eval-
uation vary depending on the question type. This is partly because some models lack sufficient
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Table 2: Results of models on the MDAR-main benchmark for both audio language models and
cascaded models are presented for each category. The best results are highlighted in bold and
the second-best is underlined. The results cover five task categories: SR (Social Relationships and
Social Reasoning), ER (Event Reasoning), SU (Scene Understanding), AD (Anomaly Detection and
Safety), and TR (Temporal Reasoning).

Model | Size| Type | SR ER SU AD TR |Avg(%)
Random guess - - 2440 26.06 25.04 2638 25.41| 24.78
Human - - 92.64 89.24 92.13 90.69 93.14| 92.66
Non-cascaded Model

Qwen2-Audio-Instruct (Chu et al.|[2024) 7B |LALMs |38.07 31.13 23.12 35.06 27.14| 33.60
Qwen-Audio-Chat (Chu et al.|[2023) 8.4B | LALMs | 17.93 20.34 10.98 15.52 22.86| 17.73
Audio Flamingo 2 (Ghosh et al.|[2025) 3B |LALMs |26.37 22.54 34.29 2941 31.61| 27.73
Audio Flamingo 3 (Goel et al.|[2025) 7B | LALMs |24.00 24.28 21.43 20.83 16.67| 22.20
Audio Flamingo 3 Chat 7B |LALMs | 1526 16.18 12.86 13.73 20.69| 15.47
Kimi-Audio-Instruct (KimiTeam et al.|[2025) | 7B | LALMs | 14.52 18.38 13.29 20.69 25.71| 16.67
Omni-R1 (Zhong et al.|[2025) 7B | OLMs |44.89 45.83 45.66 60.34 38.57| 46.73
R1-AQA (Li et al.[[2025) 7B |LALMs |39.11 41.18 27.17 35.06 38.57| 37.80
SALAMONN (Tang et al.|[2024) 7B | LALMs |36.45 29.76 37.55 35.29 37.89| 34.75
Audio-Reasoner (Xie et al.![2025) 8.4B | LALMs [45.93 42.65 43.35 37.36 47.14| 43.80
DeSTA2.5-Audio (Lu et al.|[2025) 8B |LALMs |63.41 62.01 5491 5345 64.29| 60.93
MiDashengl.M (Dinkel et al.|[2025) 7B |LALMs | 68.44 65.69 62.43 74.71 70.00| 67.80
GPT-40 mini Audio - |LALMs [61.19 54.34 62.86 66.67 56.90| 61.47
GPT-40 Audio - |LALMs |68.15 73.53 61.27 63.22 72.86| 68.47
Qwen2.5-Omni (Xu et al.|[2025a) 3B | OLMs |63.26 66.67 63.58 58.62 61.43| 63.60
Qwen2.5-Omni (Xu et al.|[2025a) 7B | OLMs |78.67 75.98 75.72 73.56 71.43| 76.67
Cascaded Model

GPT-40 Audio + Qwen2.5-Omni 7B - 56.59 53.68 50.87 55.75 54.29| 54.93
GPT-40 Audio + Qwen2-Audio-Instruct 7B |LALMs |33.19 24.51 21.39 28.74 37.14| 29.13
GPT-40 Audio + Llama-3-Ins. 8B | LLMs |55.70 48.77 46.82 60.92 58.57| 53.53
GPT-40 Audio + DeepSeek-V3 - LLMs |82.52 76.88 87.14 82.84 82.18| 82.13
GPT-40 Audio + DeepSeek-R1 - LLMs [46.52 39.31 3429 4142 43.10| 43.33
Qwen2-Audio-Instruct + Llama-3-Instruct 8B | LLMs |54.62 45.41 54.74 54.43 57.98| 53.93
Qwen2-Audio-Instruct + GPT-40 Audio - |LALMs|59.41 49.71 68.57 60.29 65.52| 59.67
Qwen2-Audio-Instruct + DeepSeek-R1 - LLMs |42.52 39.95 30.64 37.36 34.29| 39.47
Qwen2-Audio-Instruct + Qwen2.5-Omni 7B - 49.04 46.57 40.46 48.28 45.71| 47.13
Qwen2-Audio-Instruct + DeepSeek-V3 - LLMs |76.44 74.29 76.44 77.01 67.63| 74.80

Chinese capabilities or do not support Chinese audio understanding, and partly because some exist-
ing models do not accept multimodal inputs with multiple voices. Note that since our benchmark is
automatically synthesized by Gemini, the results of Gemini will not be included in the comparison.
Regarding the selected and unselected models as well as detailed implementation details, please
refer to the Appendix[G]

4.2 RESULTS AND DISCUSSION

Tables@l, E], andE] show the results of mainstream models on all tasks of MDAR-main, MDAR-open,
and MDAR-multi. Results for the subtasks of MDAR-multi are provided in the Appendix

Our Benchmark is Challenging. From the three tables, we can observe that the models’ per-
formance on the bench is as follows: the best-performing model in the multiple-choice section,
Qwen2.5-Omni, achieved only 76.67%. The highest score in open-ended questions was only 7.46,
and the highest score among open-source models was only 6.58. In the benchmark, the majority of
models scored low, with many models having single-digit accuracy rates. This indicates that MDAR
is highly difficult and extremely challenging. Moreover, there is a significant difference in perfor-
mance among different models. In the multiple-choice section, models such as Audio Flamingo 3
Chat and Kimi-Audio-Instruct did not exceed 20%. The scores in multiple-choice and open-ended
questions varied by more than 340%, demonstrating that MDAR has good discriminability.

The Gap Between Open-Source and Closed-Source Models Remains Significant. According to
Figure [5] we observed that only performance of Qwen2.5-Omni in the multiple-choice benchmark
exceeded that of GPT-40 Audio. The performance of other open-source models still could not
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Table 3: Scores of models on the MDAR-open benchmark for audio language models are presented
for each category. The best results are highlighted in bold and the second-best is underlined. The
five categories are represented in the same way as in Table

Model | Size | Type | SR ER SU AD TR | Avg
Qwen2-Audio-Instruct 7B LALMs 6.70 6.56 5.89 6.81 6.53 6.58
Qwen-Audio-Chat 8.4B LALMs 3.24 3.77 4.30 2.44 5.50 3.58
Audio Flamingo 2 3B LALMs 1.57 1.87 2.32 2.37 1.00 1.78
Audio Flamingo 3 7B LALMs 3.19 3.36 3.84 4.44 3.50 3.33
Audio Flamingo 3 Chat 7B LALMs 1.58 1.81 1.91 2.82 1.00 1.73
Qwen2.5-Omni 3B OLMs 3.76 3.85 4.27 2.90 2.00 3.82
Qwen2.5-Omni 7B OLMs 4.53 4.62 4.79 3.81 2.56 4.58
GPT-40 Audio - LALMs 7.62 7.34 7.60 7.42 5.50 7.46
GPT-40 mini Audio - LALMs 5.57 5.14 4.64 6.53 5.50 5.30
DeSTA2.5-Audio 8B LALMs 3.67 3.61 3.89 3.99 1.50 3.65
Kimi-Audio-Instruct 7B LALMs 3.98 3.56 3.92 3.06 4.00 3.75
MiDashengLM 7B LALMs 3.84 3.64 4.15 3.52 4.00 3.75
Omni-R1 7B OLMs 1.56 1.73 1.69 2.39 1.00 1.66
RI-AQA 7B LALMs 4.36 4.30 4.82 5.26 3.50 4.36
SALAMONN 7B LALMs 2.34 2.47 2.49 2.81 2.50 2.41
Audio-Reasoner 8.4B LALMs 3.23 341 3.65 2.16 2.06 3.34

surpass that of the closed-source model, and there was a significant gap. This phenomenon was
even more pronounced in the open-ended question-answering benchmark and the multiple-choice
benchmark. Score of GPT-40 Audio in the open-ended question-answering benchmark was 13.37%
higher than the best open-source model, and its metrics in the multiple-choice benchmark exceeded
those of the best open-source model by 92.78%. This indicates that open-source models still have
significant shortcomings in generating answers and handling multiple inputs.
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Figure 5: (a) Left: The gap between open-source and closed-source models on three testing bench-
marks. The closed-source models significantly outperform the open-source models. (b) Right:
Comparison of different scenarios with the same caption model and the same reasoning model in
the cascaded models.

Analysis of Perception and Reasoning Capabilities of Cascaded caption Models. As shown
in Figure [5] the experiments focused on the single-choice benchmark using GPT-40 Audio (the
best closed-source model) and Qwen2-Audio-Instruct (the baseline open-source model). These two
models were used as caption models and combined with other models for reasoning. The results in
the latter half of Table E] show that: (i) Under the same caption conditions, combinations of GPT-40
Audio with other models performed worse than GPT-40 Audio alone, indicating its strong perception
capabilities. (if) Combinations of Qwen2-Audio-Instruct with other models outperformed Qwen2-
Audio-Instruct alone, suggesting its weaker perception capabilities. (iii) Among the same reasoning
models, the combination of GPT-40 Audio and Qwen2.5-Omni outperformed the combination of
Qwen2-Audio-Instruct and Qwen2.5-Omni, proving that GPT-40 Audio has stronger perception
capabilities. DeepSeek-V3, when used as a reasoning model, achieved results that far exceeded
those obtained by combining the same caption model with other reasoning models, and was even
comparable to the best non-cascaded models, demonstrating its significant reasoning potential.
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Table 4: Results of models on the MDAR-multi benchmark for audio language models are presented.
Detailed results for each category can be found in the Appendix [H| The best results are highlighted
in bold and the second-best is underlined. The explanations for the four metrics are provided in

Model | Size | Type | EM(%)1 JI(%)1 Precision(%)1 Recall(%)
Human - | - | 876 91.52 86.44 94.12
Qwen2-Audio-Instruct 7B LALMs 4.00 22.48 28.22 16.67
Qwen-Audio-Chat 8.4B | LALMs 6.17 42.77 56.67 54.02
Qwen2.5-Omni 3B OLMs 25.67 57.98 62.80 52.87
Qwen2.5-Omni 7B OLMs 26.88 57.97 61.85 50.00
GPT-40 Audio - LALMs 51.82 78.65 77.26 83.91
GPT-40 mini Audio - LALMs 21.45 53.23 72.97 55.41
DeSTA2.5-Audio 8B LALMs 15.38 55.47 47.05 51.13
Kimi-Audio-Instruct 7B LALMs 15.74 69.97 53.47 53.45
MiDashengLM 7B LALMs 8.72 51.60 52.60 48.96
Omni-R1 7B OLMs 3.63 51.17 62.50 63.85
RI-AQA 7B LALMs 2.42 18.58 18.77 18.07

Exploring the Limitations of Perception and  «»
Reasoning Capabilities. To explore whether s
the limitations of current models lie in per- =
ception or reasoning, and to identify the capa-  «
bilities, deficiencies, and potential future im-
provement directions of mainstream LALMs,
we conducted two experiments: »

Noise Audio

Gaussian Noise Replacement Experiment:
Taking four different types of models as repre-
sentatives, we replaced the audio with Gaussian  quemsommi GPraoAulio  Quenudiod
white noise of the same length and input it into

the audio-language models. As shown in Fig- Figure 6: When Gaussian noise was used to re-
ure[6} the accuracy of the models dropped sig- place the audio on MDAR to test GPT-40 Au-
nificantly when they received white noise, ap- dio, Qwen2-Audio-Instruct, Qwen2.5-Omni, and
proaching random guessing. This indicates that Qwen2-Audio-Instruct + Qwen2.5-Omni, the per-
the models received audio information. How- formance of all models experienced a significant
ever, the results also show that even with noisy drop.

audio, the models were still able to derive some

answers from the textual questions.

Llama3-1 t

Error Analysis: We classified the incorrect answers of four models using Gemini-2.5-flash and
found that inference errors were the main source of error for most models, such as GPT-40 Audio
with a inference error rate of 86.68%. There are various reasons for model errors, and LALMs tend
to answer more content, while comparative text QA only needs to answer A/B/C/D. In addition,
the problem of hallucinations mainly manifests as creating non-existent sound events or options.
Models such as SALMONN miss key content due to insufficient perceptual granularity, resulting in
incorrect selection. This suggests that model training can develop towards finer perceptual speech
descriptions and fine-grained QA problem training.

In models with parameters exceeding 7B, there are fewer knowledge gap errors, because large-scale
pre training already covers basic audio segments. Different models exhibit different preferences
in terms of formatting errors, such as Omni-R1 often adding line breaks, and some models can
only partially restate options. LALMSs have issues with randomness and instability, and different
prompts and runs can lead to significant differences in accuracy. This suggests that model training
can improve the stability of the model for different format problems through prompts in different
formats, especially when dealing with text requirements other than speech. Detailed analysis and
case studies are provided in Appendix [[Jand Appendix [J|

The Correlation Analysis between LLM and Human. we randomly selected 10% of the sample
and manually scored the answers of Qwen2-Audio-7B, Qwen25-Omni-7B, and GPT-40 Audio mod-
els. The range of manual scoring was 0-5 points, with 5 points indicating complete correctness and
clear expression. Then, Pearson was given, with all three coefficients greater than 0.9, indicating
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that our human evaluation was highly correlated and reliable with LLM evaluation. At the same
time, we conducted paired sample t-tests between all three models based on open benchmarks, and
the P-values were all less than 0.05, indicating that there were significant differences in the evalua-
tion scores of different models. Our evaluation was completely effective. The following table[6]and
table Bl shows two results.

/—0.50% —1.43%
.32% 0.76%
0.32% — 6\
0.10% 18.37% [ Perception Errors
k 16.00% [] Reasoning Errors
12.90% 86.68% R 7 16.90% 80.96% [ Knowledge Gaps
[ Formatting Errors
—
LS 4.86%
0.10% 139% —
(a) GPT-40 Audio (b) Qwen2-Audio-Instruct (c) Qwen2.5-Omni (d) Qwen2-Audio-Instruct

+Qwen2.5-Omni

Figure 7: Distribution of error types in the responses of four models. Reasoning errors remain the
primary type of errors in the responses of LALMs, followed by perception errors.

Table 5: Pearson correlation coefficient between LLM and human ratings

Sample Qwen2-Audio-Instruct Qwen2.5-Omni GPT4o0-Audio
Pearson 50 0.95312 0.9268 0.9714

Table 6: T-test results of the correlation between LLM and human ratings

Sample Qwen2-Audio-Instruct Qwen2.5-Omni GPT4o0-Audio
t 500 T: 6.421, P: 0.000 T: -11.866, P: 0.000 T: -8.389, P: 0.000

Suggestions to guide the development of LALMs. Based on the benchmark of this article, we
will provide some suggestions to guide the development of LALMs from the results. We divided
the model into two stages: with and without RL training. We found that the R1-AQA model, which
had undergone RL on speech data, performed better than qwen2Audio-7b, indicating that RL on
speech data may be effective. In MDAR testing, the improvement brought by RL is minimal. I
speculate that the main reason is that LALMs require a more powerful base model, and I believe
that the effect of RL will be more significant at that time. We also compared the training stages and
parameter sizes of the model. Under the same architecture, the performance of the 7B model has
been improved compared to the 3B model, but as shown in the error analysis, the 7B model mainly
analyzed in this paper has the second largest proportion of perception error. To address this issue, I
believe we should focus more on the quality of the data (such as fine-grained problems) and better
post training processes, rather than continuing to increase the number of parameters. In the cascade
experiment, we observed a significant improvement in the accuracy of the inference model using
deepseek-V3, which not only proves the insufficient text inference ability of existing LALMs, but
also provides us with some potential important data insights. When training LALMs without losing
perceptual ability, we should focus on data diversity (to alleviate the instability shown in real-time
experiments) and text specific abilities. I believe that adding code or mathematical training can help
improve speech reasoning ability.

5 CONCLUSION

We introduce MDAR, a benchmark for evaluating models on challenging, multi-scene, dynamically
evolving audio reasoning tasks. MDAR comprises 3,000 carefully curated question—answer pairs
linked to diverse audio clips, covering five categories of complex reasoning across three question
types. We evaluated 26 audio models, revealing that MDAR poses substantial challenges across
question formats and evaluation methods. Furthermore, we analyzed gaps between open-source and
closed-source models, cascaded caption models’ perception and reasoning capabilities, and over-
all limitations in model audio understanding. These findings underscore the challenges posed by
MDAR and its value as a benchmark for advancing audio reasoning research.

10
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6 ETHICAL STATEMENT

This study strictly adheres to the ethical norms of academic research. All models and data used
are collected in accordance with the principle of fair use, and do not contain identifiable personal
information. During the model evaluation process, no direct harm was inflicted on any specific
group, nor was any discriminatory or offensive content introduced.

7 REPRODUCIBILITY STATEMENT

In order to ensure the reproducibility of the research, we have detailed the data sources, model
information, hyperparameter configurations, evaluation strategies, and evaluation metrics in the pa-
per. All experiments were conducted in the specified hardware and software environment. We open
source the benchmark and evaluation scripts, and the complete data will be released upon acceptance
of the paper, ensuring that other researchers can replicate the experimental results under the same
conditions and further carry out research based on this.
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A USAGE OF LLM

During the process of writing the paper, we only used the Large Language Model (LLM) to polish
some of the text in order to enhance the fluency and accuracy of the language expression. All
research content, viewpoints, and data are original. The LLM was used only as an auxiliary tool and
did not participate in the creation of the core content.

B TASK

B.1 TASK INTRODUCTION

We divide the benchmark tests into five major task categories based on the idea of enhancing the
complex dynamic audio capabilities and real mixed-scene reasoning capabilities of audio-language
models. Below are detailed introductions to each category and the focus of the benchmark assess-
ments.

Scene Understanding focuses on the holistic perception and semantic interpretation of complex,
dynamic, multimodal scenarios. It is divided into three subtasks: Scene Localization, Scene Change
Reasoning, and Scene Element Recognition. This category tests the models’ ability to extract key
entities, attributes, and states from multimodal information sources such as text and audio. It also
evaluates their capacity to distinguish between common-sense and counter-common-sense elements
in open-world scenarios, as well as to understand spatial layouts, functional relationships between
objects, and causal constraints.

Social Relationships and Social Reasoning centers on modeling implicit social relationships, role
identities, emotional motivations, and normative constraints between individuals. It consists of two
subtasks: Social Intent Reasoning and Character Identity Association. This category assesses the
models’ ability to infer intimacy, power distance, and trust levels from dialogues, micro-expressions,
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gestures, and historical interactions. It also examines their capability to reason about the facade and
subtext in multi-party interactions—such as irony, politeness, and implicit requests.

Event Reasoning emphasizes modeling and counterfactual thinking about the causal, conditional,
and intervention effects of multi-step event chains. It is divided into two subtasks: Event Causal
Reasoning and Event Sequence Reasoning. This category tests the models’ ability to handle causal
graphs with multiple causes for one effect and one cause for multiple effects.

Temporal Reasoning focuses on precisely modeling explicit and implicit temporal information,
temporal constraints, and cross-scale dynamic evolution. It evaluates the models’ ability to pro-
vide accurate answers to vague temporal questions and to infer the temporal priority relationships
between events.

Anomaly Detection and Safety centers on rapidly identifying audio that deviates from the norm or
implies risks in an open environment and proposing interpretable safety intervention strategies. This
category tests the models’ ability to locate subtle anomalies in multimodal inputs and to generate
corresponding emergency response plans.

Plot Development Reasoning focuses on the ability to model the coherence of narrative logic, the
evolution path of conflicts, and the possibility of outcomes. It tests the model’s ability to infer
reasonable directions for subsequent plot development, key turning points, and analyze the impact
of different choices on the final narrative result in multi-scenario contexts, based on current plot
clues, character personality settings, and potential contradictions.

Continuous Scene Reasoning focuses on the ability to model the spatial correlation between scenes,
changes in environmental states, and the logic of information transmission. It tests the model’s abil-
ity to infer the relationships between different scenes, integrate key information scattered across
multiple scenes, and analyze the impact of scene changes on character behaviors or event progres-
sion, from continuously switching scenes.

Multi-Character Interaction Reasoning focuses on the ability to model goal conflicts, interest cor-
relations, and interaction strategies among multiple subjects. It tests the model’s ability to infer the
core goals and potential demands of each character, analyze the cooperative or conflicting interest
relationships between characters, and interpret the underlying motivations behind complex interac-
tive behaviors, based on the dialogue content, behavioral performances, and historical interaction
records of multiple characters.

B.2 TASK DIFFICULTY

Based on the experimental data in Table 2} Table[3] Table[d] and Table[§] it can be found that: among
the core task types of single-choice questions and open-ended questions, the scene understanding
task is the most difficult, while the anomaly detection and event reasoning tasks also present certain
challenges. Further analysis by question type shows that: in the context of open-ended questions,
temporal reasoning is the most difficult task type, followed by the anomaly detection task in terms
of difficulty; in the context of multiple-choice questions, the difficulty coefficient of the continuous
scene reasoning task reaches the highest level. This result indicates that the current model still has
significant limitations in its reasoning ability when dealing with dynamically switching continuous
scenes, which is a key direction that requires focused breakthroughs in subsequent optimizations.

C DATA SOURCE

The MDAR Metadata Movie Collection includes 500 carefully selected Chinese films, covering a
wide range of genres and themes. It is designed to construct complex and dynamic scenarios, so
as to meet the requirements of multi-threaded narratives and high production standards. Below is
a detailed statistical breakdown of the collection. The 500 films in the MDAR Metadata Movie
Collection are categorized by common film genres and themes, with the statistical data presented in
the Table

The MDAR Metadata Movie Collection has the following characteristics:
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Table 7: Data Statistics of metadata

Types Number
Horror 10
Comedy 73
Martial Arts/Action 48
Animation 44
11 types of films Romance 94
Sci-Fi 12
War 25
Suspense/Crime 88
Inspirational Drama 62
Period Drama 14
Other 30
Total Films 500

e Openness: The film content is rich and diverse, covering various genres and themes, which
provides a broad perspective for research.

e High Entropy: The film plots are complex, involving multiple possibilities and uncertain-
ties, which increases the complexity of the data.

e Long Temporal Sequence: Films typically span a long time period, enabling the portrayal
of character growth and event development.

e Strong Causality: There are clear causal relationships between plots and events in the
films, which facilitates the analysis and understanding of complex dynamic scenarios.

This data provides a solid foundation for the construction of the MDAR benchmark and also offers
abundant resources for relevant research.

D PROMPT OF DATA CONSTRUCTION PIPELINE

Prompt of Data Generation in MDAR-main

System:

You are a helpful AI assistant, designed to provide useful QA pair to customers. The
user will provide you with a video, audio, audio translation, audio description, and video
description. Please refer to this desired output and provide your own unique response.

User: Based on the provided video, audio, audio translation, audio description, and video
description, create three questions about the audio. These should be three audio reasoning

questions with options and answers.

The audio translation is [audio translation], the audio description is [audio description],
and the video description is [video description].

The questions must meet the following criteria:

1.They should be reasoning questions related to the audio.

2.The category of the questions should fall into one of the following: temporal reasoning
task, social intent reasoning task, anomaly detection and safety task, and specify which

category it belongs to.

3.The posed questions should include a thought chain explanation.
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4.The questions cannot be answered solely by the text of the title, they must require
reasoning based on both the question and the audio.

5.The questions should introduce some additional reasoning information that does not exist
in the audio to increase difficulty.

6.Various information from the audio should not appear directly in the question text; just
pose the question.

7.The answers provided should follow this format: Question:..... Question Category:.....
Question Options:...... Question Answer:......

Assistant:

{response}

Prompt of Data generation in MDAR-multi

System:

You are a helpful Al assistant, designed to provide useful answer to customers. The user will
provide you with a video, audio, audio translation, audio description, and video description.
Please refer to this desired output and provide your own unique response.

User: Based on the two provided relevant audio segments along with their respective trans-
lations, descriptions, and video descriptions, formulate multiple-choice audio reasoning
questions-options-answers-reasoning chains for the audio pair.

Audio translation 1 is [audio translation 1], audio description 1 is [audio description
1], video description 1 is [video description 1], audio translation 2 is [audio translation
2], audio description 2 is [audio description 2], video description 2 is [video description 2].

The questions must meet the following criteria:

1. The question must relate to audio pairs and cannot include any information or terms
related to the video.

2. The category of the question should belong to one of the following categories, and the
category must be specified: continuous scene reasoning task, multi-character interaction
reasoning task, plot development reasoning task, anomaly detection and security task, time
reasoning task.

3. The question should not have an answer that can be derived solely from the text title; it
should require reasoning that combines the question and the audio.

4. The question should involve multi-step reasoning and be challenging, with options of
moderate length for the answers.

5. The multiple-choice answers can independently reason for each audio’s description
but must include at least one reasoning question that is related to both audio segments

simultaneously.

6. Your provided answers must conform to the following format: Question:..... Question
Category: ...... Question Options: ...... Question Answer: ...... Question Reasoning Chain:
Assistant:

{response}
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Prompt of Data generation in MDAR-open

System:

You are a helpful Al assistant, designed to provide useful answer to customers. The user will
provide you with a video, audio, audio translation, audio description, and video description.
Please refer to this desired output and provide your own unique response.

User: Propose an open-ended question for audio based on the given video, audio, audio
translation, audio description, and video description. The requirement is an open-ended
reference answer thought chain pair, where the audio translation is [audio translation], the
audio description is [audio description], and the video description is [video description].

At the same time, the questions raised must meet the following requirements:

1. The requirements are only open-ended reasoning questions related to audio, and the
video and provided text are only for reference in question setting and cannot be used for
question setting (already questions, answers) and thought chain analysis. The questions can
only be answered by understanding and reasoning about the audio.

2. The category of the question belongs to one of the following categories, and indicate
which task it belongs to: time reasoning task, scene understanding task, character rela-
tionship and social reasoning task, event reasoning task, anomaly detection and security task.

3. The answer to the question cannot be found solely from the text question, it needs to be
combined with the question and audio for reasoning.

4. The answer to an open-ended question is not unique, just provide a reference answer. The
answer you provide should meet the following format: Question: .... Question Category: ....
Reference answer: ....

Assistant:
{response}

Prompt of Interference option generation

System:

You are a helpful Al assistant, designed to provide useful answer to customers. The user will
provide you with a video, audio, audio translation, audio description, and video description.
Please refer to this desired output and provide your own unique response.

User: Based on the given QA pair (question and correct answer) and audio, video descrip-
tions, and audio descriptions, generate 3 high-quality distractor options.

the audio translation is [audio translation], the audio description is [audio description],
and the video description is [video description].

The distractor options should possess deception (appearing reasonable from a surface logic
or common sense perspective, easily causing those who lack key information to misselect),
relevance (closely adhering to the question theme without deviating from the core scene/-
field), and incorrectness (clearly contradicting the correct answer or contradicting the
facts in the background information), ultimately forming a complete set of multiple-choice
options consisting of ’1 correct answer and 3 distractor options’.

Assistant:
{response}
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E MANUAL SCREENING CRITERIA

During the process of manual review, we set strict screening standards to ensure the high quality and
consistency of the data.

Question Screening Criteria

The grammar is correct, the wording is accurate, and there are no spelling errors. Ambigu-
ous or easily misunderstood words should be avoided. The question must be logical in its
expression, with all parts reasonably connected.

The question must closely adhere to the theme and task scope set by the benchmark.

The question should conform to the actual user questioning habits and context of the spe-
cific application scenario.

Strictly check whether the question contains words such as "video" or "description".

Delete or modify QA pairs that violate the specified requirements to ensure that the ques-
tions are concise and clear.

Answer Screening Criteria

The answer must correspond to objective facts, and for questions with clear factual basis,
the answer must be accurate.

The logical reasoning process of the answer must be correct, without any contradictions.

For open-ended questions, the answer should provide sufficiently rich content. Check
whether the answer contains words such as “video” or “description,” as these are not al-
lowed.

The structure of the answer should be reasonable, with clear point-by-point responses and
a complete structure.

Overall QA Pair Screening Criteria

Consistency between the question and the answer; the answer must be a direct response to
the question and not be off-topic.

If there are multiple related QA pairs, these QA pairs must maintain consistency in content
and logic.

e The quality of QA pairs should be relatively stable, avoiding situations where some QA

pairs are of high quality while others are not. Check whether the answer contains words
such as “video” or “description,” as these are not allowed.

e Conduct random sampling or comprehensive checks of QA pairs to ensure that each pair

meets the screening criteria.

F EVALUATION

F.1 METRIC OF EVALUATION

Exact Match:

Jaccard Index:

1N
EMzﬁgl(pri:Ti) (1)
1 <~ [PNT
Jr==%" 1 2
N;\B‘UTJ @



Under review as a conference paper at ICLR 2026

Mean Average Precision:
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N is the total number of samples. P; is the set of predicted labels for the i-th sample. T;is the set of
ground truth labels for the i-th sample.

F.2 PROMPT OF EVALUATION

Prompt template for open-ended question answer scoring.

System:

"You are a helpful and precise assistant for checking the quality of the answer."

"[Detailed Audio Description][Audio]"

"[Question][Question]"

"[The Start of Assistant 1s Answer][Assistant]]"

"[The End of Assistant 1s Answer]"

"[The Start of Assistant 2s Answer|[Assistant2]"

"|The End of Assistant 2s Answer]"

"[System]"

"We would like to request your feedback on the performance of two Al assistants in
response to the user question "

"and audio description displayed above. Al assistants are provided with detailed audio
descriptions and questions."

"Please rate the helpfulness, relevance, accuracy, and comprehensiveness of their responses.
"

"Each assistant receives an overall score on a scale of 1 to 10, where a higher score indicates
better overall performance. "

"Please output a single line containing only two values indicating the scores for Assistant 1
and 2, respectively. "

"The two scores are separated by a space."

Assistant:
{response}

Detailed explanation of the grading criteria. refer to AIR-Bench (Yang et al.l[2024)

System:

"helpfulness": "Whether the response is helpful to the user and whether it can solve the
user’s problem"

"relevance": "Whether the response is related to the question and audio content"
"accuracy": "The accuracy of the response, whether it is factual"

"comprehensiveness": "The comprehensiveness of the response, whether it covers all as-
pects of the question"

"score range": " 1-10 points, the higher the score, the better the performance"

"output format": "Output a line containing two scores, separated by a space"

Assistant:

{response}
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G DETAILED INFORMATION OF THE EVALUATED MODELS

In this section, we provide a detailed description of the models we selected, the models we did not
select, and the implementation details, so as to ensure reproducibility.

G.1 EVALUATED MODELS

o Qwen2-Audio-Instruct (Chu et al., [2024) is a new series of Qwen large audio-language
models. It can accept inputs of various audio signals and perform audio analysis based on
voice instructions or generate direct text responses. In this paper, we use the 7B Instruct
model.

o Qwen-Audio-Chat (Chu et al.| 2023)) is a Large Audio Language Model developed by Al-
ibaba Cloud. It can take multiple types of audio (including human speech, natural sounds,
music, and singing voices) and text as inputs, and generate text as output, supporting a
multi-task learning framework for various complex audio tasks.

e Audio Flamingo 2 (Ghosh et al.l [2025) possesses advanced audio understanding and rea-
soning capabilities. In particular, it has professional audio reasoning ability and can under-
stand long audio clips up to 5 minutes in duration.

e Audio Flamingo 3 (Goel et al.| 2025) (AF3) is a fully open-source, state-of-the-art Large
Audio Language Model (LALM), which consists of an AF-Whisper unified audio encoder,
an MLP-based audio adapter, a decoder-only LLM backbone (Qwen2.5-7B), and a stream-
ing TTS module (AF3-Chat). Audio Flamingo 3 can accept audio inputs with a duration of
up to 10 minutes.

e Audio Flamingo 3 Chat. As the chat version of Audio Flamingo 3, it is capable of voice
chat and multi-audio dialogue.

o Kimi-Audio-Instruct (KimiTeam et al.,[2025)) is designed as a general-purpose audio foun-
dation model, which can handle a wide range of audio processing tasks within a single
unified framework. It adopts mixed audio inputs (continuous acoustic signals + discrete
semantic tokens) and an LLM core with parallel heads for text and audio token generation.

e Omni-R1 (Zhong et al., |2025) is an all-modal model that addresses the resolution is-
sue through a dual-system architecture. Meanwhile, it proposes an end-to-end RL
framework—Omni-R1 is built on Group Relative Policy Optimization (GRPO). The re-
sults demonstrate the first successful application of RL in large-scale all-modal reasoning
and highlight a scalable path toward general-purpose foundation models.

e R1-AQA (Lietal.,2025) is an Audio Question Answering (AQA) model optimized through
reinforcement learning using the Group Relative Policy Optimization (GRPO) algorithm.

o SALAMONN (Tang et al.,|2024) is a Large Language Model (LLM) that supports speech,
audio event, and music inputs, developed by the Department of Electronic Engineering of
Tsinghua University and ByteDance. It can perceive and understand various types of audio
inputs. In this paper, we use the 7B version.

e Audio-Reasoner (Xie et al., 2025) is an open-source project developed by a team from Ts-
inghua University, focusing on building a large language model that supports in-depth audio
reasoning. Based on Qwen2-Audio-Instruct, this model incorporates structured chain-of-
thought technology to achieve complex reasoning and multi-modal understanding of audio
content.

e DeSTA2.5-Audio (Lu et all [2025) is a general-purpose Large Audio Language Model
(LALM) designed for robust auditory perception and instruction-following capabilities,
without the need for task-specific audio instruction tuning.

e MiDashengl.M (Dinkel et al., |2025) integrates the powerful Dasheng audio encoder with
the Qwen2.5-Omni-7B Thinker decoder through a unique caption-based alignment strat-
egy.

o GPT-40 Audio is a multi-modal speech interaction model launched by OpenALl. It not only
supports mixed input and output of text and audio but also achieves multiple technologi-
cal breakthroughs in emotion recognition, real-time response, speech synthesis, and other
aspects. It is a representative closed-source speech model in the current first-tier category.e
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Table 8: Detailed results for each category of MDAR-multi. The best results are highlighted in bold
and the second-best is underlined.

Model | size | Type | EM(%) J1(%)
\ \ | PDR CSR MCIR PDR CSR MCIR

Qwen2-Audio-Instruct 7B LALM 2.08 4.42 0.00 26.48 22.33 12.93

Qwen-Audio-Chat 8.4B LALLM 7.29 6.28 0.00 48.06 42.23 38.45
Qwen2.5-Omni 3B OLMs 18.75 26.96 17.24 50.78 59.31 49.71
Qwen2.5-Omni 7B OLMs 25.00 27.10 27.59 54.50 58.80 49.43
GPT-40 Audio - LALM 52.08 51.36 62.07 72.40 74.16 80.17
GPT-40 mini Audio - LALLM 18.75 21.11 39.29 49.05 53.22 67.86
DeSTA2.5-Audio 8B LALLM 14.58 15.69 10.34 41.41 45.45 43.39
Kimi-Audio-Instruct 7B LALLM 12.50 16.26 13.79 47.92 45.67 47.70
MiDashengLM 7B LALLM 11.46 8.42 6.90 42.92 38.83 27.01
Omni-R1 7B OLMs 6.25 3.28 345 46.49 46.21 43.97
RI1-AQA 7B LALLM 1.04 2.71 0.00 12.50 15.50 8.91
Model | Size | Type | Precision(%) Recall(%)

‘ ‘ ‘ PDR CSR MCIR PDR CSR MCIR
Qwen2-Audio-Instruct 7B LALM 32.48 28.85 2241 3490 28.22 16.67

Qwen-Audio-Chat 8.4B LALM | 53.00 4745 44.20 64.84  56.67 54.02
Qwen2.5-Omni 3B OLMs 73.09  80.35 72.70 5434  62.80 52.87
Qwen2.5-Omni 7B OLMs 73.51 81.45 67.82 57.38 61.85 50.00
GPT-40 Audio - LALM | 78.65 84.44 85.92 7726  71.72 83.91
GPT-40 mini Audio - LALM | 67.01 73.18 88.10 51.82 5531 70.24
DeSTA2.5-Audio 8B LALM | 5547  62.59 63.79 47.05  51.13 48.85
Kimi-Audio-Instruct 7B LALM | 69.97  68.12 65.80 5347  49.26 53.45
MiDashengL.M 7B LALM | 51.60 49.32 42.82 52.60  49.04 35.06
Omni-R1 7B OLMs 5120  51.17 45.98 62.50  63.85 60.92
RI-AQA 7B LALM 18.58 2242 11.78 14.41 18.77 13.22

e Qwen2.5-Omni (Xu et al.,[2025a)) is an end-to-end multi-modal model designed to perceive
multiple modalities, including text, images, audio, and video, while generating text and
natural speech responses in a streaming manner.

All models are used in inference mode only, with code and settings consistent with the official
inference code, and a temperature value of 0 , max length is 256.

G.2 UNSELECTED MODELS

e Mellow (Deshmukh et al.,|2025) is a small audio language model specifically designed for
reasoning. In our experiments, this model does not possess Chinese language capabilities.

o GAMA (Ghosh et al), [2024a) is a large audio language model that combines advanced
audio understanding and complex reasoning capabilities. Its core technical highlight lies in
its unique model architecture and data processing method. In our experiments, this model
does not possess Chinese QA (Question Answering) capabilities.

H DETAILED RESULTS OF MDAR-MULTI

In Table @ the detailed results of each subtask of MDAR-multi are clearly visible, which undoubt-
edly provide highly convincing evidence for the argument regarding the difficulty of the MDAR
benchmark and the difficulty of each subtask.

I OPTION DISTRIBUTION AND INSTRUCTION BIAS

In multiple-choice tasks, the distribution of options and the phrasing of instructions often have a
significant impact on the model’s selection behavior. If the distribution of option quantities is un-
even, or if certain options appear significantly more frequently in the training data, the model may
tend to select these high-frequency options, leading to an overestimation or bias in performance.
Additionally, the way instructions are phrased can also significantly affect the model’s reasoning
results.
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Table 9: Average accuracy of multiple-choice questions using four models with different prompts

Qwen2-Audio

Prompt -Instruct

Omni-R1  Qwen2.5-Omni R1-AQA

choicesstr =7\n”
.join(item[’ chosens”])
item[” question” |+ HEIANR:
+choicestr+ VEFIERAILEI -
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.join(item[’ chosens”])
v2 item|[” question” |+ LTI 24.13 43.83 76.27 29.00
+choicessir+
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choicessir =" \n”
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v3 item[” question” ]|+ 14.33 21.01 26.00 23.07
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+choicessi,
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.join(item[” chosens”])
v4 item[” question” |+ 22.00 18.55 73.67 24.93
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+choicesstr

To avoid these biases, we ensure balanced option distribution, mutually exclusive option content, and
clear semantics in the benchmark design, and when necessary, we randomize the order of options
to reduce the influence of instruction prompts on model outputs. In terms of instruction selection,
we tested four different instruction prompts, and the results are shown in the table[9] Ultimately, we
adopted the instruction that yielded the best results, ensuring the correct outputs and reviews for the
vast majority of models.

J CASE STUDY

In order to better analyze the model’s performance on different tasks, we conducted a qualitative
study of the model’s prediction results. This section uses specific examples to demonstrate common
types of failures, differences in task performance, and sources of errors, helping us understand the
model’s limitations and areas for improvement in real-world scenarios.

J.1 TASKS CASES

To explore the challenges posed by different task types on the model, we further present cases in a
multi-task scenario (cases in Table [I0]and Table[TT). The results indicate that the model performs
well on structured question answering and simple classification tasks, but its performance signifi-
cantly declines in tasks that require multi-step reasoning, cross-modal integration, or in real-world
data containing noise. This suggests that the current model’s generalization ability is still constrained
by the distribution of the training data, posing challenges to cross-task transfer capabilities.

J.2 ERRORS CASES

Table [12] summarizes the distribution of error types, including perception errors, reasoning errors,
knowledge loss, and formatting errors. Our analysis shows that the highest proportion of infer-
ence errors is mainly manifested in the breakage of the multi-step reasoning chain, errors in causal
judgment and insufficient integration of contextual information. Perceptual errors often occur in
the case of noise or multiple speaker interference, and factual errors caused by lack of knowledge
cannot be ignored, while format errors reflect the weakness of the model in output constraints and
normalization.
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Table 10: Case of each tasks in MDAR-main

Tasks | Question and Option | Answer
Scene Understand- | [0]#: ZZ& 5 E M &R E ZoC | "— ML HBVE IR

ing

%, UG REAMRL EERE? b
0 BRI AT A (7 2
BT — R B R B A R
BB TR — MEAEAMEL - A
s B PSR — e (B
ZRMAAZFT,

OB R R TET”

Social Relationships
and Social Reason-
ing

W AT, LTI R
SR T HERCT H05 G A BT AT
VET. [ S HIE S IR, I
i VAR Hh B % M R 0
P REMEATR, &R KRR
BEAC " — (TR R AL EAE R S B
A, B S 7 — Tt
W B — R A B R M B R T
TR R

TR R AR
S G, MRIAIR
B P ETE— 55T E

Event Reasoning

[A) R 45 & B SHOHE IR T 05 7 A ) L
R & AT RERAT A2 I [—& B
P TR A7 K s 2 AR A —
2 BN KRBT & P B K e (BB
RO 2 BN B RSB U 12
RS SRZRD ) — 4 B RN A
{EEIE7 S0 3 il i

" — 24 SBR[ B 17 i A 0
ﬁ@%ﬁ%ﬁﬁiﬁﬁ

Temporal Reason-
ing

] A . AR IE U BT I IR 38 R
K MBS FF G A0 LT [
205455 21450845 1
F215305 0 F205.5590]

VB 21,5089

Anomaly Detection
and Safety

IR 2 2 T LA 24 (55 0
BEMBARM L2 BT PEZCH
WoEh, AR E Ak
TRAEE A, M EARTIF 6"
NG, BT R
=5 55 BV R (O B LR PE AR
f, AIREEAT BB

£ B RN L
BPERINR, FTBEIEAL
TG
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Table 11: Cases of each tasks in MDAR-multi

Tasks | Question and Option | Answer
Plot Development IEJ A R EWMBEEMT RN IERE | CES-BEEmMT, &t
Reasoning 5B, TN A RBZMZOBETMY | AEEESEAEND
WL & FHA WY R ES B | HLE, AT R T
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[ X AR R S LT RIS AT DA
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HT MBS
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Reasoning FIAEE AN A, FTLUG H R G300 | IR AR T

WY I ESUT, TERE G
P ANRF SRR SR R OR T R RE A
A PR S T, Hi%gh
A IEAEE 32 M U E A
BRIEEARIL S B RE S, TS
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ALATIL BE B A B B KB B 8 B P B
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K, TR T RMRR 1 2= R
SHEEF ) NS EIEH2, WEERITE
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T8 IE e AR A LT,
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HEAL - BB ELRITEE
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B &)

Multi-Character
Interaction Reason-
ing
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Table 12: Cases of each errors

Errors | Question and Option | Answer | Output
Perception (PR ARIEEIL, Xl AT AE Wﬁﬂﬁ%ﬁ% WNGEE SN
Errors EEUTERAN G5 . [hE | ZER A A
I ) 2 =y KT A O ik B 9
R ] T R M T
i ]\Fﬂhﬁ{ﬁ%ﬂ’]%ﬁﬁﬁ?]
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