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Abstract

Despite its empirical success, the theoretical foundations of self-supervised con-
trastive learning (CL) are not yet fully established. In this work, we address this gap
by showing that standard CL objectives implicitly approximate a supervised variant
we call the negatives-only supervised contrastive loss (NSCL), which excludes
same-class contrasts. We prove that the gap between the CL and NSCL losses
vanishes as the number of semantic classes increases, under a bound that is both
label-agnostic and architecture-independent.
We characterize the geometric structure of the global minimizers of the NSCL loss:
the learned representations exhibit augmentation collapse, within-class collapse,
and class centers that form a simplex equiangular tight frame. We further introduce
a new bound on the few-shot error of linear-probing. This bound depends on two
measures of feature variability—within-class dispersion and variation along the
line between class centers. We show that directional variation dominates the bound
and that the within-class dispersion’s effect diminishes as the number of labeled
samples increases. These properties enable CL and NSCL-trained representations
to support accurate few-shot label recovery using simple linear probes.
Finally, we empirically validate our theoretical findings: the gap between CL and
NSCL losses decays at a rate of O( 1

#classes ); the two losses are highly correlated;
minimizing the CL loss implicitly brings the NSCL loss close to the value achieved
by direct minimization; and the proposed few-shot error bound provides a tight
estimate of probing performance in practice. The code and project page of the
paper are available at [code, project page].

1 Introduction

Unsupervised representation learning refers to a class of algorithmic approaches designed to discover
meaningful representations of complex data without relying on explicit supervision signals. The
goal is to learn representations that preserve and expose semantic information, allowing them to be
effectively leveraged in downstream supervised tasks. In recent years, these methods have proven to
be effective in pre-training models on unlabeled data, enabling strong generalization on downstream
computer vision tasks [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] and in natural language
processing [17, 18, 19, 20, 21, 22, 23, 24].

One of the most successful paradigms for unsupervised learning is self-supervised contrastive learning
(CL), where models are trained to distinguish different augmented views of the same image (positives)
from views of other images (negatives), typically by minimizing the InfoNCE loss [26, 2]. Notable
methods in this category include SimCLR [5], MoCo [27, 6, 7], and CPC [2]. These approaches have
led to representations that generalize remarkably well to downstream tasks, often competing with or
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Figure 1: DCL forms semantic clusters without label supervision, while NSCL yields tighter, more
separable clusters, despite not explicitly pulling same-class samples together. We plot UMAP
visualizations for (top) decoupled contrastive learning (DCL) [25] and (bottom) negatives-only
supervised contrastive learning (NSCL) training on mini-ImageNet. See Appendix A for details.

even surpassing supervised learning. For example, an ImageNet-1M pre-trained MoCo achieves 81.5
AP50 on PASCAL VOC [28], while its supervised counterpart achieves 81.3 AP50.

Although the representations learned in supervised classification problems are relatively well
understood–thanks to characterizations such as neural collapse [29, 30], which occurs under a
variety of loss functions including cross-entropy [31, 32, 33], mean squared error (MSE) [30, 34, 35],
and supervised contrastive loss [33, 36, 37, 38]–the theoretical understanding of SSL remains limited.
Surprisingly, despite the absence of labels, SSL-trained models often produce representations that
closely resemble those learned via supervised training: they tend to cluster nicely with respect to se-
mantic classes [39, 40, 41] (see also Fig. 1) and support downstream tasks such as linear classification
and clustering [5, 27, 6, 7, 2]. This raises the following question:

How does self-supervised contrastive learning learn representations similar to those
learned through supervised learning, despite the lack of explicit supervision?

Contributions. We provide a theoretical framework that connects CL to it supervised counterpart.
Our key contributions are:

• Duality between self-supervised and supervised CL: In Thm. 1 we formally establish a con-
nection between decoupled contrastive learning (DCL) [25] and a supervised variant we call
negatives-only supervised contrastive loss (NSCL), in which negative pairs are drawn from dif-
ferent classes. Our main insight is that, although DCL does not explicitly exclude same-class
samples from the loss denominator, the probability of treating them as negatives vanishes as the
number of classes increases. We prove that the gap between the two losses shrinks with more
classes. Unlike prior analyses [42, 43, 44, 36, 45], our result holds without assumptions on model
architecture, data distribution, or augmentations. Figs. 3–4 show that the two losses are highly
correlated, their gap decreases as the number of classes increases, and minimizing the DCL loss
implicitly minimizes the NSCL loss.

• Estimating the few-shot error on downstream tasks: Prop. 1 introduces a bound on the m-shot
classification error based on geometric properties of the learned representation. Specifically, the
bound implies that lower class-distance-normalized-variance (CDNV) (see [46] and Sec. 3.2) and
directional CDNV (see Sec. 3.2) lead to lower m-shot error, with the impact of the regular CDNV
diminishing as the number m of per-class labeled examples increases. Empirically, we verify this
behavior for DCL-trained models (Fig. 7) and find the bound to be tight in practice (Fig. 6).

• Characterizing the global minima of the NSCL loss: In Thm. 2, we show that any global
minimizer of the NSCL loss satisfies: (i) Augmentation collapse—all augmented views of a
sample map to the same point; (ii) Within-class collapse—all samples from the same class share
a representation; and (iii) Simplex ETF structure—class centers form a maximally separated,
symmetric configuration. These solutions coincide with the optimal solutions of certain supervised
classification settings, including those using cross-entropy loss [31, 32, 33], mean squared error
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(MSE) [30, 34, 35], and supervised contrastive loss [33]. Combined with Prop. 1, these properties
imply that label recovery via linear probing is guaranteed with few labels.

2 Related Work

Theoretical analyses of CL. A growing body of work aims to explain the effectiveness of CL. Early
studies attributed CL’s success to maximizing mutual information between augmentations of the
same image [3], but later work showed that enforcing strict bounds on mutual information can hurt
performance [47, 48]. Another influential line of work focuses on the alignment and uniformity of
learned representations [49, 50, 51]. For example, [49] showed that same-sample augmentations are
aligned, while negatives are uniformly distributed on a sphere. [51] extended this to a wider family of
losses, showing how alignment and uniformity can be modulated by a hyperparameter.

While these are important properties, they do not characterize how CL algorithms organize samples
from different classes in the embedding space. As a result, several papers [42, 44, 52, 53, 54, 55, 56,
57, 58, 36, 59] studied CL’s ability to recover meaningful clusters and latent variables in the data.
However, these results often rely on strong assumptions about the data and augmentations, such
as assuming augmentations of the same sample are conditionally independent given their cluster
identity (see, e.g., [42, 43, 44, 36]). In order to avoid such assumptions, [60] studies function classes
that induce a similar bias towards preserving clusters without any assumption on the connectedness
of augmentation sets. However, their analysis is focused on minimizing a spectral contrastive loss
which serves as a surrogate for the more practically used InfoNCE loss. [45] instead proves that
InfoNCE learns cluster-preserving embeddings by capping the representation class’s capacity so that
any function that tries to carve a semantic cluster must also split an image from its own augmentation
set, making cluster integrity the loss-minimizing choice.

Another way to understand SSL is by examining its connection to supervised learning. For example,
[61] showed that, in linear models, certain SSL objectives resembling VicReg are equivalent to
supervised quadratic losses. Building on this perspective, we establish a bound between the contrastive
loss and a supervised variant of it. Unlike previous work, our bound is both architecture-independent
and label-agnostic.

Other theoretical studies have analyzed SSL from different angles, such as feature learning dynamics
in linear models and two-layer networks [62, 63, 64, 65], the role of augmentations [12, 66], the
projection head [67, 68, 69, 70], CL’s sample complexity [71] and how to relax the dependence on
large mini-batches [72]. Other work explores connections between self-supervised contrastive and
non-contrastive learning [73, 74, 75, 76, 77].

Neural collapse. Neural collapse (NC) [29, 30] is a phenomenon that occurs in the final stages in
training of overparameterized networks for classification. In this regime, we observe: (i) within-class
collapse, where the embeddings of samples within each class converge to a single vector; (ii) class
separation, where these class means spread out and often form a Simplex Equiangular Tight Frame
(ETF); and a form of (iii) alignment between the feature space and the classifier’s weights.

To understand the emergence of neural collapse, several papers studied the emergence of these
properties in different learning settings. In [78, 79] they introduced the “unconstrained features
model” or “layer peeled model”—where each sample’s embedding is treated as a free parameter in
Rd. Under such relaxations, research has demonstrated that neural collapse is a characteristic of global
minimizers for many commonly used supervised loss functions [80], including cross-entropy [31,
32, 33], mean squared error (MSE) [30, 34, 35], and supervised contrastive loss [33, 36, 37, 38]. In
Thm. 2 we use a similar approach in order to characterize the global minima of the CL and NSCL
losses, connecting them to downstream performance using tools from [46, 81, 82].

3 Theoretical Analysis

In this section, we explore why CL—despite being agnostic to class labels—tends to organize data
by class and support few-shot transfer. We first relate the self-supervised loss to a label-aware loss
function, then describe the geometric conditions under which a representation supports few-shot
transfer, and finally show how this loss function induces these properties.
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Setup. We consider training an embedding function f ∈ F ⊂ {f | f : X → Rd} via self-
supervised contrastive learning, using a dataset S = {(xi, yi)}Ni=1 ⊂ X × [C], where the algorithm
only sees inputs xi ∈ X (e.g., images), but not the corresponding class labels yi ∈ [C]. We assume
that each class contains at most nmax samples. We wish to learn a “meaningful” (see Sec. 3.2)
function f : X → Rd that maps samples to d-dimensional embedding vectors.

Concretely, for each sample xi, we also construct K augmented versions xl
i = αl(xi) (via data

augmentations α1, . . . , αK , e.g. identity, random cropping, jitter, etc.). Then, we define zli =
f(αl(xi)) as the embeddings of the augmented samples.

We focus on the global decoupled contrastive loss (DCL) [25], which is given by

LDCL(f) = − 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp(sim(zl1i , zl2i ))∑K

l3=1

∑
j∈[N ]\{i} exp(sim(zl1i , zl3j ))

)
, (1)

where sim(·, ·) : Rd × Rd → R is the cosine similarity function, which is defined as follows:
sim(x1, x2) =

⟨x1,x2⟩
∥x1∥2·∥x2∥2

. We focus on the DCL loss since its a slight improvement to the original

global CL loss [2, 5, 27, 72, 5], where
∑N

j=1 is replaced with
∑N

j ̸=i in the denominator. While here
we focus on the global [72, 49], for completeness, in Appendix B.1 we extend Thm. 1 to mini-batch
CL losses as done in practice.

Despite the lack of label supervision, contrastive models often learn class-aware features. This is
surprising: Why should a label-agnostic loss promote semantic structure?

3.1 Self-Supervised vs. Supervised Contrastive Learning

To answer this, we compare DCL with a supervised contrastive loss that removes same-class contrasts.
Namely, we consider the negatives-only supervised contrastive loss (NSCL), LNSCL(f), which is
defined the same as DCL in (1) but with

∑
j∈[N ]\{i} in the denominator replaced by

∑
j:yj ̸=yi

.

When comparing the two losses, the unsupervised denominator includes at most extra K(nmax − 1)
terms corresponding to data from the same class. Therefore, if nmax is small relative to the number
of classes C (i.e., when C is large), the extra K(nmax − 1) terms are expected to be negligible
compared to the total number of negatives ≥ K(N − nmax), and the two objectives, LDCL(f) and
LNSCL(f), become nearly equivalent. For instance, assume for simplicity that exp (sim(zi, zj)) ≈
γ for all i ̸= j (i.e., the similarity values are approximately constant). Then the unsupervised
denominator is approximately K(N − 1)γ while the supervised denominator (excluding same-class
data) becomes approximately K(N − nmax)γ. Overall, we obtain that |LDCL(f)− LNSCL(f)| ≈
log
(
1 + nmax

N−nmax

)
≤ nmax

N−nmax
. Hence, the gap between the two losses shrinks as C grows.

In essence, this example shows that if exp(sim(zl1i , zl2j )) is nearly constant, removing same-class
negatives has little effect on the loss. The following theorem shows that one can achieve a slightly
worse bound on |LDCL(f)− LNSCL(f)| without assuming that exp(sim(zl1i , zl2j )) is constant.

Theorem 1. Let S = {(xi, yi)}Ni=1 ⊂ X × [C] be a labeled dataset with C classes, each containing
at most nmax distinct samples. Let f : X → Rd be any function. Then, we have

LNSCL(f) ≤ LDCL(f) ≤ LNSCL(f) + log
(
1 + nmaxe

2

N−nmax

)
≤ LNSCL(f) + nmaxe

2

N−nmax
,

where e denotes Euler’s constant. For a balanced classification problem, nmax

N−nmax
= 1

C−1 .

The above theorem gives a justification for why contrastive SSL yields class-aware features without
ever seeing the labels. Interestingly, since the right-hand side depends only on the number of samples
N and the maximal number of samples per class nmax—not on the specific assignment Y —the
inequality is label-agnostic. Namely, for any labeling Y with nmax samples per class, we have,

0 ≤ LDCL(f)− LNSCL
(Y ) (f) ≤ log(1 + nmaxe

2

N−nmax
), (2)

where LNSCL
(Y ) (f) is the NSCL loss under that labeling. In particular, C → ∞ the term log(1 +

nmaxe
2

N−nmax
) vanishes, the probability of drawing a same-class contrasting drops to zero, and DCL

effectively collapses onto the NSCL for all labelings simultaneously.
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3.2 Characterizing Good Representations for Few-Shot Learning

The primary goal of SSL is to learn representations that are easily adaptable to down-
stream tasks. We now describe the conditions under which an SSL-trained representation
f can be adapted to a specific downstream task. For this purpose, we consider the re-
coverability of labels from a learned representation f : X → Rd. We call f “good” if
it supports accurate downstream classification with only a few labeled samples per class.
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Figure 2: Illustration of CDNV and directional
CDNV. CDNV compares how tightly samples within
a class cluster to how far apart class centers are; lower
values indicate tighter clusters and larger gaps between
classes. The latter measures variability only along the
line connecting two class centers, highlighting the com-
ponent most relevant for distinguishing those classes.

We formalize this via the expected m-
shot classification error. Suppose we
have a set of class-conditional distri-
butions D1, . . . , DC′ and define D =
1
C′

∑C′

c=1 Dc as their uniform mixture. For
example, D1, . . . , DC′ can represent a sub-
set of C ′ ≤ C classes from the pre-
training task, where all Di are either train-
ing datasets or data distributions corre-
sponding to their respective classes. Given
an m-shot training set Ŝi ∼ Dm

i for
each class i, we define: errm,D(f) :=
EŜ1,...ŜC′

[errD(hf,Ŝ)], where hf,Ŝ is a
classifier trained using only the small la-
beled support Ŝ = ∪C′

c=1Ŝc and errD(h) is
the probability that h misclassifies a ran-
dom test point drawn from the task distribution D. Specifically, we denote linear probing (LP)
and nearest-class-center classification (NCCC) errors by errLP

m,D(f) and errNCC
m,D(f) which refer to

errm,D(f) with hf,Ŝ being a linear classifier that minimizes errŜ(h) and the nearest-class-center

classifier argminc∈[C′] ∥f(x)− µf (Ŝc)∥2.

Prior work [46, 81, 82] shows that this error can be bounded in terms of how clustered the represen-
tations are. Specifically, for each class i, let µi = Ex∼Di [f(x)] and σ2

i = Ex∼Di

[
∥f(x) − µi∥22

]
denote the mean and variance of the class embeddings, and let Vf (Di, Dj) = σ2

i /∥µi − µj∥2 be the
class-distance-normalized variance [46, 81, 82] between classes i and j.

These works (see, e.g., Prop. 7 in [82]) showed that

errLP
m,D(f) ≤ errNCC

m,D (f) ≲ (C′ − 1)(1 + 1
m
)Avgi ̸=j [Vf (Di, Dj)]. (3)

In supervised learning, representations tend to become tightly clustered, causing CDNV to decrease,
and thus reducing few-shot error [29, 46, 83, 84].

However, in the self-supervised case, labels are not available during training. As a result, there is no
mechanism to explicitly encourage intra-class similarity, and thus we cannot generally expect that
Vf = Avgi ̸=j [Vf (Di, Dj)] will be small.

To better capture settings where label information is implicit, we introduce a refinement of (3)
that prioritizes directional variability (see Fig. 2 for visual illustration). For each pair i, j, let:
σ2
ij = Varx∼Di

[
⟨f(x) − µi, uij⟩

]
, where uij =

µi−µj

∥µi−µj∥2
. Then the directional CDNV, Ṽf =

Avgi̸=j [Ṽf (Di, Dj)], is defined as: Ṽf (Di, Dj) = σ2
ij/∥µi−µj∥22, that measures the variation along

the line between the class centers. This leads to the following stronger bound:

Proposition 1. Let C ′ ≥ 2 and m ≥ 10 be integers. Fix a feature map f : X → Rd and
class-conditional distributions D1, . . . , DC′ over X . Let V s

f = Avgi ̸=j [Vf (Di, Dj)]. We have:

errLP
m,D(f) ≤ errNCC

m,D (f) ≤ (C′ − 1)
[
8Ṽf + 8√

m
V s
f + 8√

m
Vf + 4

m
Vf

]
. (4)

Unlike (3), which depends on the full CDNV, Prop. 1 depends primarily on the directional CDNV,
(and on 1

mVf ), which is always smaller than the CDNV (Ṽf ≤ Vf ) and in isotropic distributions
f ◦Di it even scales as Ṽf = 1

dVf . Thus, the new bound can explain low m-shot error even when
the regular CDNV is large. In essence, the bound predicts that SSL-trained models are effective
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for downstream tasks when their directional CDNV is very low and their CDNV remains moderate.
Fig. 7 shows that this prediction holds in practice.

Finally, we note that the coefficients (14 and 28.5) in the bound are sub-optimal. In (13) (Appendix C)
we give a more general form of the coefficients, parameterized by a variable a. In Cor. 1 (Appendix C)
we give an optimized version of the bound using a near-optimal choice of a. In Fig. 6(bottom), we
show that the bound in Cor. 1 is fairly tight in practice.

3.3 Characterizing the representations learned with LNSCL

Prop. 1 establishes that if the directional CDNV is small and the overall CDNV remains bounded,
then the linear probing error of f will likewise be small. Since Thm. 1 guarantees that minimizing
the DCL loss also drives down the NSCL loss, we can use NSCL as a stand-in for DCL. Accordingly,
in this section we analyze representations learned under the NSCL objective and evaluate how well
they recover class labels through linear probing.

Because minimizing over all neural networks f is intractable, we follow prior work [78, 79] and
adopt the unconstrained features model. Specifically, we treat f as an arbitrary function that given an
augmented sample xl

i selects an embedding zli as a free learnable vector in Rd. The following theorem
characterizes the global minimizers of the NSCL loss, showing that they satisfy the NC1, NC2, and
NC4 properties of NC [29, 30], and thus learn representations similar to those of minimizers of other
classification losses, such as cross-entropy [31, 32, 33], MSE [30, 34, 35], and SCL [33].

Theorem 2. Let d ≥ C − 1 and let S = {(xi, yi)}Ni=1 ⊂ X × [C] be a balanced labeled dataset
with C classes. Suppose f is a global minimizer of the supervised contrastive loss LNSCL(f) (over
all functions f : X → Rd). Then, the representations satisfy the following properties:

1. Augmentation Collapse: For each i ∈ [N ] and for every pair l1, l2 ∈ [K], we have zl1i = zl2i .

2. Within-Class Collapse: For any two samples xi and xj with the same label (yi = yj), their
representations coincide: zi = zj . Namely, each class has a unique class embedding.

3. Simplex Equiangular Tight Frame: Let {µ1, . . . , µC} denote the set of class-center embeddings.
These vectors form a simplex ETF in Rd; specifically, they satisfy

∑C
c=1 µc = 0, ∥µc∥2 = ∥µc′∥2

and ⟨µc, µc′⟩ = −∥µc∥2
2

C−1 for all c ̸= c′ ∈ [C].

Thm. 2 implies that any global minimizer of LNSCL(f) yields perfectly clustered representations.
As such, the CDNV and the directional CDNV are zero and by Prop. 1, the 1-shot errors vanish:
errLPm,S(f) ≤ errNCC

m,S (f) = 0. In CL on the other hand, we cannot achieve such collapse, since it
would imply that the representations encode only label information–despite the loss being label-
agnostic. Still, the DCL-NSCL duality invites a more nuanced question: Does minimizing CL still
promote weak forms of clustering? While zero CDNV is tied to a specific labeling, the few-shot
error errNCC

m,S(f) and the directional CDNV can be small under many possible labelings. In Sec. 4, we
empirically explore the extent to which minimizing the DCL loss induces such a structure.

4 Experiments

4.1 Experimental Setup

Datasets. We experiment with the following datasets - CIFAR10 and CIFAR100 [85], mini-
ImageNet [86], Tiny-ImageNet [87], SVHN [88] and ImageNet-1K [89].

Methods, architectures and optimizers. We trained our models with the SimCLR [5] algo-
rithm. We use a ResNet-50 [90] encoder with a width-multiplier factor of 2 and ViT-Base [91].
Both are followed by a projection head with a standard two-layer MLP architecture composed of:
Linear(2048 → 2048) → ReLU → Linear(2048 → 128). For additional experiments and
setup details about Vision Transformers [91] and MoCo v2 [6], see Appendix A.

Instead of training our models with the standard InfoNCE loss that is used in SimCLR, we use the
DCL loss that avoids positive-negative coupling during training [25]. In order to minimize the loss,
we adopt the LARS optimizer [92] which has been shown in [5] to be effective for training with large
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Figure 3: (Top) We train the model to minimize the DCL loss, tracking the DCL loss, the NSCL
loss, and the bound NSCL+log(1 + nmaxe

2

N−nmax
) on both the training and test sets throughout training.

All three quantities are highly correlated. (Bottom) We compare the NSCL loss of two models:
one trained with the DCL loss and the other with the NSCL loss. The resulting NSCL losses are
comparable, regardless of the training objective. In both the top and bottom plots, correlations are
computed between the DCL and NSCL losses on the train and test data.

batch sizes. For LARS, we set the momentum to 0.9 and the weight decay to 1e−6. All experiments
are carried out with a batch size of B = 1024. The base learning rate is scaled with batch size as
0.3 · ⌊B/256⌋, following standard practice [5]. We employ a warm-up phase [93] for the first 10
epochs, followed by a cosine learning rate schedule without restarts [94] for the remaining epochs.
All models were trained on a single node with two 94 GB NVIDIA H100 GPUs.

Evaluation metrics. In several experiments we monitor LDCL (see (1)) and LNSCL (see 3.1). To
calculate each one of these loss functions, we replace the sum over samples and their K augmentations
in the denominator with a sum over a random batch of B = 1024 random samples and one random
augmentation for each sample as in SimCLR (see Appendix B.1 for details).

To evaluate the quality of learned representations, we use two methods: the Nearest Class-Center
Classification (NCCC) accuracy [83], and linear probing accuracy [95, 96, 97]. Suppose we have a
feature map f , a classification task with C classes, and a dataset S = ∪C

i=1Si (either training or test
data). We estimate errLP

m,S(f) and errNCC
m,S(f) with hf,Ŝ being an NCC classifier or a linear classifier.

To train the linear classifier, we use cross-entropy minimization for 500 epochs, with batch size
min(|Ŝ|, 256), learning rate 3e−4, weight decay 5e−4, and momentum 0.9. The expectation over the
selection of Ŝ = ∪C

i=1Ŝi is estimated by averaging the error over 5 selections of Ŝ from S.

We also estimate the bound in Prop. 1. As mentioned above, the coefficients in (4) are sub-optimal,
so we instead use the refined bound from Cor. 1 (see Appendix C). To assess its ability to predict
downstream performance, we compute the bound on both the training and test data by treating the
per-class train/test subsets Si as the distributions Di. The CDNV and the directional CDNV are
calculated exactly as described in Sec. 3.2.

4.2 Experimental Results

Validating Thm. 1 during training. We train models using SimCLR to minimize the DCL loss.
We evaluate both the DCL and NSCL losses on both training and test sets. Additionally, we evaluate
the proposed upper bound, given by LNSCL(f) + log(1 + nmaxe

2

N−nmax
), where N is the total number of

samples and nmax is the maximal number of samples per class (see Thm. 1).

In Fig. 3(top) we observe that the DCL loss consistently upper bounds the NSCL loss,
and that the two losses become closer for tasks with a larger number of classes (e.g., CI-
FAR100 and mini-ImageNet compared to CIFAR10 and SVHN). In addition, when C is
large (e.g., C = 100), the bound becomes very tight, closely matching the losses. Al-
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Figure 4: The gap between the DCL and NSCL losses shrinks as the number of classes C grows.
Models were trained to minimize the DCL loss, and at several training epochs we plot the empirical
difference LDCL − LNSCL alongside the bound log(1 + e2

C−1 ) as a function of C. We also report
correlation between the loss gap at epoch 300 and the bound.

though we notice a slight divergence between the self-supervised and supervised loss metrics
as training progresses, the overall trend continues to align well with the inequality stated in
Thm. 1. For similar experiments with SimCLR-ViT and MoCo-v2, see Fig. 9 and Fig. 10.

Dataset CIFAR10 CIFAR100 mini-ImageNet
NCCC LP NCCC LP NCCC LP

DCL 85.3 ± 2e−1 86.3 ± 8e−3 57.3 ± 1e−1 61.7 ± 5e−2 69.0 ± 2e−1 72.9 ± 2e−2

NSCL 95.7 ± 4e−3 95.6 ± 4e−3 70.8 ± 1e−1 73.7 ± 2e−2 79.8 ± 1e−1 81.3 ± 2e−2

Table 1: NCCC and LP 100-shot test-time accuracy rates (and their
standard deviations) of DCL and NSCL-trained models.

While this result shows that
for large C, the NSCL
loss decreases alongside the
DCL loss, it does not imply
that minimizing the DCL
loss leads to the same solu-
tion as directly minimizing the NSCL loss. To investigate this, we conducted an experiment in
which we trained two models to minimize the DCL and NSCL losses (respectively) and compared
their resulting NSCL values. As shown in Fig. 3(bottom), the gap between the NSCL losses of
the two models is fairly small. This indicates that, in practice, optimizing the DCL loss leads to
representations that are fairly clustered in comparison with those obtained by explicitly optimizing
the NSCL loss.

Validating Thm. 1 with varying C. In the next experiment, we analyze how the gap LDCL(f)−
LNSCL(f) scales with the number of classes C. Specifically, we empirically validate that this gap is
upper-bounded by log(1 + nmaxe

2

N−nmax
) = log(1 + e2

C−1 ) (see Thm. 1), that the gap becomes tighter for
large C, and that it is highly correlated with the actual gap between the losses.

For each value of C, we randomly sample C classes from the full dataset, train a self-supervised model
from scratch on data from these classes only, and compute LDCL(f)− LNSCL(f) at various training
epochs. To account for variability in class selection, we report the averaged value of this quantity over
five independent random selections of C classes along with error bars. Fig. 4 presents the empirical
results, showing that the gap LDCL(f) − LNSCL(f) slightly increases over the course of training.

As shown in (5), the loss gap is given by log

(
1 +

∑
j ̸=i,yj=yi

exp(sim(zi,zj))∑
yj ̸=yi

exp(sim(zi,zj))

)
. At initialization, the

embeddings zi are randomly distributed in the representation space. During training, the embeddings
cluster with respect to their classes thereby increasing sim(zi, zj) for yj = yi while reducing it
for yj ̸= yi. This leads to a gradual increase in the loss gap as observed in Fig. 4, but it remains
consistently bounded by log(1 + e2

C−1 ) at all epochs. Moreover, the magnitude of this gap decreases
with C and is highly correlated with our bound.

Comparing downstream performance. To evaluate the quality of the learned representations, we
measure the few-shot downstream performance of models trained with DCL and NSCL. Specifically,
we report the NCCC error and linear probing error (see Sec. 4.1). Fig. 6 (top) shows train and test
performance across all classes as a function of the number of shots per class (m). As can be seen,
although the NCCC and linear probing errors of the DCL-trained models are, as expected, higher than
those of the NSCL-trained model, they remain fairly low (see Table 1 for a numeric comparison). This
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indicates that, despite not being explicitly optimized to align with class labels, the representations
learned by DCL still exhibit strong clustering behavior.

Fig. 6 (bottom) compares the bound from Cor. 1 with the NCCC and linear-probe errors of
DCL-trained models on 2-way downstream tasks (averaged over 10 tasks), for both train and test data.
Unlike Prop. 7 in [82], and despite the constants in our bound, it is fairly tight as m increases; for
instance, at m = 500 for CIFAR10, it indicates that the few-shot errors are below 0.89. At m = 106,
the test-time bound (red horizontal line) predicts an error of at most 0.26.

To complement our experiments, we take a publicly available SimCLR-ResNet-50 model pretrained
on IM-1K1, and perform 2-way m-shot NCCC evaluation similar to Fig. 6 (bottom). In Fig. 5, we
verify our error bound with pretrained weights on mini-ImageNet and IM-1K.
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Figure 5: The bound
in Cor. 1 is fairly
tight for ImageNet
pre-trained models.
We reproduced Fig. 6
with a ResNet-50 pre-
trained on IM-1K.

Fig. 7 shows that
DCL training only
modestly lowers
CDNV but reduces
directional CDNV
by about an order
of magnitude during
training. Because
Prop. 1 links few-shot
error primarily to the directional CDNV, this sharp drop explains why DCL-trained models can
recover labels (see Fig. 6) with limited supervision. In contrast, NSCL reduces both variances
substantially, which accounts for its lower m-shot error.

Augmentation collapse. We verified augmentation collapse by training DCL ViT models for 2k
epochs and measuring cosine similarity (0 indicates no collapse; 1 indicates perfect collapse). For
each dataset, we computed the mean cosine similarity between augmentations of the same sample and
between augmentations of different samples, using five augmentations per pair across the full dataset.

Dataset CIFAR10 CIFAR100 mini-ImageNet
same diff same diff same diff

DCL 0.92 0.13 0.91 0.11 0.89 0.07

Table 2: Cosine similarity between embeddings of two augmen-
tations of the same sample (“positives”) versus different sam-
ples (“negatives”) for a ViT trained with DCL. Positives exhibit
markedly higher similarity than negatives.

As shown in Tab. 2, same-
sample augmentations achieve
a mean cosine similarity of
approximately 0.90, whereas
different-sample pairs remain be-
low 0.15. This consistent gap
across CIFAR-10/100 and mini-
ImageNet rules out trivial global
collapse and indicates that DCL
promotes strong augmentation invariance while preserving inter-sample separability.

Representation Alignment. Thm. 1 shows that the DCL and NSCL objectives have similar values,
but this does not guarantee that the embeddings learned by minimizing the two objectives will
have identical geometry. To better understand the structure of representations learned by models
trained with DCL and NSCL, we run experiments that quantify representation similarity using
Centered Kernel Alignment (CKA) [98] and Representation Similarity Analysis (RSA) [99]. When
embeddings are highly aligned, RSA and CKA are close to 1; with no alignment, they approach 0.

Encoder CIFAR10 CIFAR100 mini-ImageNet
RSA CKA RSA CKA RSA CKA

ResNet-50 0.83 0.81 0.91 0.91 0.87 0.90
ViT-Base 0.86 0.82 0.91 0.91 0.89 0.89

Table 3: DCL and NSCL models trained for 300 epochs with
matched initialization and minibatch order show very high
representation similarity.

We train DCL and NSCL models
with the exact same initialization,
same mini-batches, and same hy-
perparameter configurations as de-
scribed in Sec. 4.1, for 300 epochs.
As shown in Tab. 3, the models
achieve very high RSA and CKA
values that confirm alignment at the
representation level.

1https://github.com/AndrewAtanov/simclr-pytorch
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(a) CIFAR10 (b) CIFAR100 (c) mini-ImageNet

Figure 6: (Top) We compare the m-shot error (Linear Probing (LP) and Nearest Class-Centered
Classifier (NCCC)) for C-way (all-class) classification. Although the NCCC and LP errors of the
DCL-trained models are, as expected, higher than those of the NSCL-trained model, they remain
fairly low. (Bottom) We compare the two-way m-shot NCCC and LP errors with the bound in Cor. 1.
The errors are bounded by our bound, which decreases with m. The dashed red ‘Lim bound’ line
specifies the bound at m = 106, providing a tight test-time error estimate for large m. We also report
correlation between the error bound and the errors errLPm,D(f) and errNCCC

m,D (f) (on the test data).
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Figure 7: DCL training yields a moderate reduction in CDNV and a significant reduction in directional
CDNV, whereas NSCL training significantly decreases both. We plot the CDNV and directional
CDNV for both train and test data for DCL and NSCL-trained models over 2k epochs.

5 Discussion, Limitations, and Future Work

CL is at the forefront of modern pre-training techniques. Our work takes several steps toward a better
understanding of CL by: establishing a duality between CL and NSCL, analyzing the minimizers of
the NSCL loss, and linking the downstream error of CL-trained models to directional CDNV.

Nevertheless, our work has several important limitations that remain open for future investigation.
While we show that the DCL and NSCL losses are close in value, this does not directly imply that
their respective minimizers are close in parameter space or yield similar representations. It would be
interesting to explore this connection both theoretically and empirically—for example, by monitoring
the distance between two models trained using DCL and NSCL on the same batches. Another
limitation is that the bound in Prop. 1 (and Cor. 1) involves large constants and scales linearly with
C ′, which may limit its practical utility. Tightening this bound by relaxing these dependencies would
enhance its predictive power. Finally, extending these ideas to multimodal models such as CLIP [100],
or to LLMs trained with analogous loss functions, presents an exciting direction for future research.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract outlines both the theoretical and empirical contributions, as well
as the main assumptions made in the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide a limitations section in the main text.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: The paper provides the full set of assumptions for each theoretical result, along
with complete and correct proofs in the appendix. All key logical steps in the derivations are
clearly presented.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We describe the experiments and their setup in detail in Sec. 4.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide well-documented code in the supplemental material to reproduce
our experimental results. We use publicly available datasets in our work.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Yes, we provide full details required to reproduce our experiments.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: We include error bars when appropriate and feasible, given our computational
budget. For instance, in Tab. 1 and Fig. 4, where the experiments were averaged over
different sample selections or class subsets, we report the results using means and standard
deviations or error bars. Due to limited computational resources, we could not afford to
repeat the more computationally intensive experiments. Instead, we prioritized running them
on multiple datasets.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes, we provide information about our compute resources, and memory.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work conforms with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: This is a theoretical paper on self-supervised learning. While it analyzes
algorithms that significantly impact widely used applications, the contributions of this work
have no direct societal impact.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
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• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: As a theoretical paper, it does not pose risks of this kind.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We use publicly available datasets and code with appropriate attribution and in
accordance with their respective licenses. Specifically:

• Datasets: CIFAR-10 and CIFAR100 [85], mini-ImageNet [86] and SVHN [88] that
are explained in Appendix A.

• Frameworks: Our models are implemented in PyTorch [101], which is released under
the BSD 3 License.

• Codebases: We build on official or open-source implementations of SimCLR and
MoCo, distributed under Apache 2.0 and CC-BY-NC 4.0 Licenses, respectively.

Guidelines:
• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We do not create any new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Our work does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We use LLMs for editing (e.g., grammar, spelling, word choice).
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Additional Experiments

Datasets. We experiment with the following standard vision classification datasets - CIFAR10
and CIFAR100 [85], mini-ImageNet [86], Tiny-ImageNet [87], SVHN [88] and ImageNet-1K [89].
CIFAR10 and CIFAR100 both consist of 50000 training images and 10000 validation images with 10
classes and 100 classes, respectively, uniformly distributed across the dataset, i.e., CIFAR10 has 5000
samples per class and CIFAR100 has 500 samples per class. mini-ImageNet also has 5000 test images
on top of 50000 train and 10000 validation images, with 100 of 1000 classes from ImageNet-1K [89]
(at the original resolution). Tiny-ImageNet contains 100000 images downsampled to 64× 64, with
total 200 classes from IM-1K. Each class has 500 training, 50 validation, and 50 test images. SVHN
consists of digit classification data with 10 classes from real-world images, organized into "train"
(73,257 samples), "test" (26,032 samples), and "extra" (531,131 samples) splits. For scalability
verification, we combine the "train" and "extra" splits during training for validating Thm. 1 (shown
in Fig. 3). ImageNet-1K spans 1000 object classes and contains 1,281,167 training images, 50,000
validation images and 100,000 test images. We use "train" split for training and "validation" split for
reporting test results.
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Figure 8: UMAP visualizations of representations from models trained with different objectives
(Random init, DCL, NSCL) on CIFAR10, CIFAR100, and mini-ImageNet. Each point corresponds
to an image embedding colored by class. Better clustering and separation are evident as we move
from Random to NSCL.

Data augmentations. We use the same augmentations as in SimCLR [5]. For experiments on
mini-ImageNet, and IM-1K, we use the following pipeline: random resized cropping to 224× 224,
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Figure 9: We reproduced Fig. 3 (top) for SimCLR with ViT-Base architecture. The loss-curves
remain tightly bound as per Thm 1, independent of the encoder network architecture.
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Figure 10: The DCL and NSCL losses, along with our bound, for MoCo. Same as Fig. 3 with
MoCo training in place of SimCLR.

random horizontal flipping, color jittering (brightness, contrast, saturation: 0.8; hue: 0.2), random
grayscale conversion (p = 0.2), and Gaussian blur (applied with probability 0.1 using a 3× 3 kernel
and σ = 1.5). For CIFAR datasets and SVHN, we adopt a similar pipeline with appropriately scaled
parameters. The crop size is adjusted to 32×32, and the color jitter parameters are scaled to saturation
0.4, and hue 0.1. For Tiny-ImageNet, we use the same saturation and hue values as CIFAR datasets
with the crop size is adjusted to 64× 64.

UMAP visualizations of clustering behaviors. In Fig. 1, we visualize the clustering behavior of
DCL and NSCL-trained representations learned on mini-ImageNet using 2D UMAP [102] projections.
We randomly selected 5 classes from mini-ImageNet and sampled 200 images per class, projecting
their corresponding embeddings into 2D space using UMAP. As shown in Fig. 1, training with the
NSCL loss results in tight and clearly separable clusters, as predicted in Thm. 2. Although DCL is
label-agnostic, as shown in Thm. 1 and Fig. 3, DCL training implicitly minimizes the NSCL loss,
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Figure 11: m-shot error (Nearest Class-Centered Classifier (NCCC)) for C-way (all-class) classifica-
tion.
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Figure 12: Two-way m-shot NCCC and LP errors with ViT-Base to verify the bound in Cor. 1, as
shown in Fig. 6 (bottom).

which explains the visible clustering behavior seen in Fig. 1. In Fig. 8, we demonstrate that the
behavior generalizes across different datasets, i.e., CIFAR10, CIFAR100, and mini-ImageNet.

A.1 Extension to SimCLR (w/ ViT) and MoCo

To verify the generality of our empirical findings in the main text, we repeat some primary experiments
with Vision Transformer (ViT) [91] in SimCLR, and also using the Momentum Contrast method,
specifically MoCo v2 [6]. This section summarizes empirical results of SimCLR-ViT and MoCo,
mirroring our analyses for SimCLR-ResNet-50 which we presented earlier.

SimCLR-ViT setup. We adopt the ViT-Base (ViT-B/16) architecture, which consists of 12 trans-
former layers, each with 12 attention heads and a hidden dimension of 768. For input images of size
224× 224, we use a patch size of 16× 16, resulting in 196 tokens (plus a [CLS] token). The MLP
hidden dimension is 3072, and layer normalization is applied before each attention and MLP block.
For CIFAR10 and CIFAR100, we follow the scaling procedure described in [103], adapting patch
size and positional embeddings accordingly.

MoCo setup. We use the same architecture as with SimCLR. To train our model, we use SGD as
an optimizer. We set momentum to 0.9 and the weight decay to 1e−4. All experiments are carried
out with a batch size of B = 256. The base learning rate is set to 0.03 [27]. Similar to our SimCLR
training strategy, we employ a warm-up phase [93] for the first 10 epochs, followed by a cosine
learning rate schedule [94].

A.1.1 Results

Validating Thm. 1 during training. We train SimCLR-ViT and MoCo using the DCL loss for 2k
epochs, and evaluate both the DCL and NSCL losses on training and test datasets, along with the
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Figure 13: CDNV and directional CDNV analysis. Top Row: Results for a MoCo-trained ResNet-50
on CIFAR10 and CIFAR100. Bottom Row: Results for a SimCLR-trained ViT-Base on CIFAR10,
CIFAR100, and mini-ImageNet.

theoretical upper bound LNSCL(f) + log(1 + nmaxe
2

N−nmax
). We repeat the experiments illustrated in

Fig. 3(top). In Fig. 9 and Fig. 10(top), we notice similar trends as we have shown for SimCLR. The
DCL loss consistently upper bounds the NSCL loss, with a narrowing gap with increase in number
of classes C. The empirical LCL and LNSCL values remain tightly bounded by our proposed bound
throughout training. For MoCo, we further validate that minimizing the DCL loss implicitly leads to
low NSCL loss by repeating the experiments in Fig. 3(bottom). As shown in Fig. 10(bottom), LNSCL

for both DCL and NSCL-trained models remain close. This confirms our earlier conclusion that
optimizing DCL implicitly reduces the NSCL loss.

Comparing downstream performance. We evaluate the quality of the learned representations
from MoCo models via few-shot error analysis as earlier shown in Fig. 6. Specifically, we report the
NCCC error on both train and test datasets. In Fig. 11(top) for MoCo, we evaluate NCCC error on the
complete dataset as a function of number of shots per class (m) and show a comparison between DCL
and NSCL-based models. In Fig. 12 for SimCLR-ViT, we perform 2-way classification (averaged
over 10 tasks) and compare the NCCC error with the bound from Cor. 1. We notice that the theoretical
bound remains tight for increasing m.

Similarly to our previous analysis, we also evaluate CDNV and directional CDNV in Fig. 13 for
both DCL and NSCL-based MoCo and SimCLR-ViT models. We observe that while CDNV initially
decreases for both models, the NSCL-trained models achieve substantially lower CDNV values as
training progresses, whereas DCL-trained models maintain higher CDNV values. For directional
CDNV, both the models achieve substantial reductions (an order of magnitude). For CIFAR10,
directional CDNV for NSCL drops an additional order of magnitude compared to DCL.

B Proof of Thm. 1

Theorem 1. Let S = {(xi, yi)}Ni=1 ⊂ X × [C] be a labeled dataset with C classes, each containing
at most nmax distinct samples. Let f : X → Rd be any function. Then, we have

LNSCL(f) ≤ LDCL(f) ≤ LNSCL(f) + log
(
1 + nmaxe

2

N−nmax

)
≤ LNSCL(f) + nmaxe

2

N−nmax
,

where e denotes Euler’s constant. For a balanced classification problem, nmax

N−nmax
= 1

C−1 .
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Proof. First, we show that LNSCL(f) ≤ LDCL(f). For each anchor (i, l1) (with i ∈ {1, . . . , N} and
l1 ∈ {1, . . . ,K}), define

Zi,l1
neg =

K∑
l3=1

N∑
j=1

yj ̸=yi

exp(sim(zl1i , zl3j )), Zi,l1
pos =

K∑
l3=1

N∑
j=1

yj=yi

exp(sim(zl1i , zl3j ))

and Zi,l1
pos\self =

K∑
l3=1

N∑
j=1

yj=yi,j ̸=i

exp(sim(zl1i , zl3j )).

By the definitions of the decoupled contrastive loss LDCL(f) and the negatives-only supervised
contrastive loss LNSCL(f), we obtain

LDCL(f)− LNSCL(f)

=
1

K2N

N∑
i=1

K∑
l1=1

K∑
l2=1

[
− log

(
exp(sim(zl1i , zl2i ))

Zi,l1
neg + Zi,l1

pos\self

)
+ log

(
exp(sim(zl1i , zl2i ))

Zi,l1
neg

)]

=
1

K2N

N∑
i=1

K∑
l1=1

K∑
l2=1

log

(
Zi,l1
neg + Zi,l1

pos\self

Zi,l1
neg

)

=
1

N

N∑
i=1

log

(
1 +

Zi,l1
pos\self

Zi,l1
neg

)
.

(5)

Since log(1 + x) ≥ 0 for all x ≥ 0, it follows that LNSCL(f) ≤ LDCL(f). A similar argument
shows that LDCL(f) ≤ LCL(f).

Next, by using the same reasoning as in (5) but replacing Zi,l1
pos\self with Zi,l1

pos , we have

LCL(f)− LNSCL(f) =
1

N

N∑
i=1

log

(
1 +

Zi,l1
pos

Zi,l1
neg

)
.

Next, we bound the ratio
Zi,l1

pos

Z
i,l1
neg

. For a fixed anchor (i, l1), note that there are at most Knmax positive

terms (since each class contains at most nmax samples) and at least K(N − nmax) negative terms.
Moreover, because sim(z, z′) ∈ [−1, 1], every term satisfies

exp(−1) ≤ exp(sim(zl1i , zl3j )) ≤ exp(1).

Thus, we obtain

Zi,l1
pos ≤ Knmax exp(1) and Zi,l1

neg ≥ K(N − nmax) exp(−1).

Hence,
Zi,l1
pos

Zi,l1
neg

≤ Knmax exp(1)

K(N − nmax) exp(−1)
=

nmaxe
2

N − nmax
.

It follows that for each anchor,

log

(
1 +

Zi,l1
pos

Zi,l1
neg

)
≤ log

(
1 +

nmaxe
2

N − nmax

)
.

Since this bound is uniform in i, l1, and l2, we conclude that

LCL(f)− LNSCL(f) ≤ log

(
1 +

nmaxe
2

N − nmax

)
≤ nmaxe

2

N − nmax
,

where the last inequality follows from log(1 + x) ≤ x for all x ≥ 0.
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B.1 Batch-Based Contrastive Losses

In practice, contrastive learning objectives are implemented using batches of samples rather than
full-dataset sums [5]. To formalize this, let B ∈ N denote a chosen batch size. We assume access
to a dataset S = {(xi, yi)}Ni=1 ⊂ X × [C], where xi ∈ X are inputs (e.g., images) and yi ∈ [C] are
their class labels. For each sample xi, let x′

i ∼ α(xi) be an independently generated augmentation
from a distribution of augmentations α(xi). Given a batch B = {(xjt , x

′
jt
, yjt)}Bt=1 sampled with

replacement from S, we define a per-sample contrastive loss for an anchor (xi, yi) as:

ℓi,B(f) = − log

(
exp(sim(f(xi), f(x

′
i)))∑

j∈B
[
exp(sim(f(xi), f(xj))) + exp(sim(f(xi), f(x′

j)))
]) . (6)

The self-supervised contrastive loss is then defined as the expectation over randomly chosen anchors,
their augmentations and batches:

LCL
B (f) = Exi,x′

i
EB [ℓi,B(f)] . (7)

In contrast, the negatives-only supervised contrastive loss restricts the negatives in each batch to
only include examples from different classes. Specifically, for each anchor (xi, yi), define B′

i =
{(xjt , x

′
jt
, yjt)}Bt=1 as a batch of size B, drawn (with replacement) from S \ {(xj , yj) : yj = yi}.

Then, the loss is:
LNSCL
B (f) = Exi,x′

i
EBi

[
ℓi,B′

i
(f)
]
.

With these notations we are ready to describe a bound on the gap between these two loss functions.
Theorem 3. Let S = {(xi, yi)}Ni=1 ⊂ X × [C] be a labeled dataset with C classes, each containing
n distinct samples

(
N = Cn

)
. Let B ∈ N be the batch size, ϵ > 0 be a positive number and

B̄ = ⌈B(1 − 1
C − ϵ)⌉. Let f : X → Rd be any function. Then, the difference between the

self-supervised contrastive loss LCL
B (f) and the decoupled supervised contrastive loss LNSCL

B̄
(f)

satisfies

−2(log(2B)+2) exp(−2Bϵ2) ≤ LCL
B (f)−LNSCL

B̄ (f) ≤ e2(1+ϵC)
C(1−ϵ)−1+2(log(2B)+2) exp(−2Bϵ2).

Proof. Fix an arbitrary anchor sample (xi, yi) ∈ S and let x′
i be an augmentation of xi. Denote

zi = f(xi) and z′i = f(x′
i)

the corresponding embeddings. Next, let B = {(xjt , x
′
jt
, yjt)}Bt=1 be a random batch of B samples

(with replacement) from S along with their augmentations. For the anchor (xi, yi), define the
per-sample contrastive loss by

ℓi,B(f) = − log

(
exp (sim(zi, z

′
i))∑

j∈B
[
exp (sim(zi, zj)) + exp

(
sim(zi, z′j)

)]) .

Thus, the overall self-supervised contrastive loss is

LCL
B (f) = Ei EB [ℓi,B(f)] .

For each anchor i, consider instead a batch

B′
i = {(xjt , x

′
jt , yjt)}

B̄
t=1

of B̄ = ⌈B(1− 1
C − ϵ)⌉ samples drawn (with replacement) from S \ {(xj , yj) : yj = yi}, i.e., only

from the negatives relative to i. The decoupled supervised contrastive loss is defined as

LNSCL
B̄ (f) = Ei EB′

i

[
ℓi,B′

i
(f)
]
.

For each anchor i, define the event

Ai =
{
B : #{j ∈ B : yj ̸= yi} ≥ B̄

}
.

When Ai holds, the distribution of a random subset B′′
i of B̄ negatives from B coincides with that of

B′
i. By the law of total expectation,

LCL
B (f)− LNSCL

B̄ (f) = Ei

[
P[Ai]EB,B′′

i |Ai

[
ℓi,B(f)− ℓi,B′′

i
(f)
]]

+ Ei

[
P[Āi]

(
EB|Āi

[ℓi,B(f)]− EB′
i

[
ℓi,B′

i
(f)
])]

.

31



To bound the difference on the event Ai, define

Zi,B =
∑
j∈B

[
exp (sim(zi, zj)) + exp

(
sim(zi, z

′
j)
)]

.

Then, one may write

ℓi,B(f)− ℓi,B′′
i
(f) = log

(
Zi,B

Zi,B′′
i

)
= log

(
1 +

Zi,B\B′′
i

Zi,B′′
i

)
.

Since log(1 + u) ≤ u for all u ≥ 0, it follows that

ℓi,B(f)− ℓi,B′′
i
(f) ≤

Zi,B\B′′
i

Zi,B′′
i

.

Observe that Zi,B\B′′
i

is a sum of B − B̄ terms and, since sim(·, ·) ∈ [−1, 1], each term is bounded
above by e. Similarly, Zi,B′′

i
is a sum of B̄ terms, each bounded below by e−1. Therefore,

Zi,B\B′′
i

Zi,B′′
i

≤ e(B − B̄)

e−1B̄
=

e2(B − B̄)

B̄
≤

e2(B −B(1− 1
C − ϵ))

B
(
1− 1

C − ϵ
) =

e2( 1
C + ϵ)

1− 1
C − ϵ

=
e2(1 + ϵC)

C(1− ϵ)− 1
.

Thus, we deduce

EB,B′′
i |Ai

[
ℓi,B(f)− ℓi,B′′

i
(f)
]
≤ e2(1 + ϵC)

C(1− ϵ)− 1
.

On the complement Āi the batch B contains fewer than B̄ negatives. In this case one may bound the
losses uniformly. In fact, using

log(

B∑
j=1

exp(αj)) ≤ max{α1, . . . , αB}+ log(B)

and the fact that sim(·, ·) ∈ [−1, 1], we obtain

|ℓi,B(f)| ≤ |sim(zi, z
′
i)|+ log

∑
j∈B

exp(sim(zi, zj)) + exp(sim(zi, z
′
j))

 ≤ log(2B) + 2,

and similarly, ∣∣ℓi,B′
i
(f)
∣∣ ≤ log(2B̄) + 2 ≤ log(2B) + 2.

Define the indicator variable Yj = 1[yj ̸= yi] so that E[Yj ] = 1− 1
C . By Hoeffding’s inequality,

P

 B∑
j=1

Yj ≤ ⌈B(1− 1
C )−Bϵ⌉

 = P

 B∑
j=1

Yj ≤ B(1− 1
C )−Bϵ

 ≤ exp(−2Bϵ2).

Hence, P[Āi] ≤ exp
(
−Bϵ2

)
and the contribution of the event Āi is bounded by

Ei

[
P[Āi] ·

(
EB|Āi

[
ℓi,B(f)

]
− EB′′

i

[
ℓi,B′′

i
(f)
])]

≤ Ei

[
P[Āi] ·

(
EB|Āi

[
|ℓi,B(f)|

]
+ EB′′

i

[
|ℓi,B′′

i
(f)|

])]
≤ 2 (log(2B) + 2) exp

(
−Bϵ2

)
.

Combining the bounds on Ai and Āi, we conclude that

LCL
B (f)− LNSCL

B̄ (f) ≤ e2(1 + ϵC)

C(1− ϵ)− 1
+ 2 (log(2B) + 2) exp

(
−2Bϵ2

)
.

Finally, we note that under Ai, ℓi,B(f) ≥ ℓi,B′′
i
(f). In addition, similar to the above:

Ei

[
P[Āi] ·

(
EB|Āi

[ℓi,B(f)]− EB′′
i

[
ℓi,B′′

i
(f)
])]

≥ −2 (log(2B) + 2) exp
(
−Bϵ2

)
.

yields the corresponding lower bound:

LCL
B (f)− LNSCL

B̄ (f) ≥ −2 (log(2B) + 2) exp
(
−2Bϵ2

)
.

This completes the proof.
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C Proof of Prop. 1

Proposition 1. Let C ′ ≥ 2 and m ≥ 10 be integers. Fix a feature map f : X → Rd and
class-conditional distributions D1, . . . , DC′ over X . Let V s

f = Avgi ̸=j [Vf (Di, Dj)]. We have:

errLP
m,D(f) ≤ errNCC

m,D (f) ≤ (C′ − 1)
[
8Ṽf + 8√

m
V s
f + 8√

m
Vf + 4

m
Vf

]
. (4)

Proof. We adapt Prop. 7 of [82]. Assume dij := ∥µj − µi∥2 > 0 for all i ̸= j so that uij :=

(µj − µi)/dij is well defined. Fix i ̸= j. Draw independent samples Ŝi = {xi,1, . . . , xi,m} ∼ Dm
i

and Ŝj = {xj,1, . . . , xj,m} ∼ Dm
j , independent also of a fresh xi ∼ Di. Let µ̂c =

1
m

∑m
s=1 f(xc,s)

and µc = E[f(x) | x ∼ Dc] for c ∈ {i, j}, and write zi = f(xi). Set δc := µ̂c − µc. For c ∈ {i, j}
define zc := f(xc) with xc ∼ Dc, let Σc := Cov(zc) and vc := tr(Σc), and put

Ṽf (Di, Dj) :=
u⊤
ijΣiuij

d2ij
, Vf (Di, Dj) :=

vi + vj
d2ij

.

Let D := µj − µi, d := ∥D∥2, and A := zi − µi+µj

2 . A direct expansion gives

∥zi − µ̂j∥2 − ∥zi − µ̂i∥2 = d2 − 2dX − 2A⊤(δj − δi) + D⊤(δj + δi) +
(
∥δj∥2 − ∥δi∥2

)
,

where X := (zi − µi)
⊤uij . Hence NCC predicts j iff

2X ≥ d − 2

d
T +

1

d
S +

1

d
Q, T := A⊤(δj−δi), S := D⊤(δj+δi), Q := ∥δj∥2−∥δi∥2. (8)

Fix a ≥ 5 and m ≥ 6, and set τ(a,m) := 1
2 − 2

a − 23/2

am ∈ (0, 1/2), so 1− 2τ = 4
a + 25/2

am . If

2|T |
d2

+
|S|
d2

+
|Q|
d2

≤ 1− 2τ, (9)

then (8) implies X ≥ τd, hence

{NCC predicts j} ⊆ {X ≥ τd} ∪
{

2|T |
d2 + |S|

d2 + |Q|
d2 > 1− 2τ

}
.

Since E[X] = 0 and Var(X) = u⊤
ijΣiuij ,

Pr[X ≥ τd] ≤ Var(X)

τ2d2
= τ(a,m)−2 Ṽf (Di, Dj). (10)

By Markov and Cauchy–Schwarz,

Pr
[
2|T |
d2 + |S|

d2 + |Q|
d2 > 1− 2τ

]
≤ 2E|T |+ E|S|+ E|Q|

(1− 2τ)d2
. (11)

Using independence of (zi, δi, δj) and E[δc] = 0,

E[T 2] =
1

m

(
tr
(
Σi(Σi +Σj)

)
+ d2

4 u⊤
ij(Σi +Σj)uij

)
, E[S2] =

d2

m
u⊤
ij(Σi +Σj)uij .

Since tr(AB) ≤ tr(A) tr(B) for PSD A,B and u⊤Σu ≤ tr(Σ),

tr
(
Σi(Σi +Σj)

)
≤ vi (vi + vj), u⊤

ij(Σi +Σj)uij ≤ vi + vj .

Hence, by Cauchy–Schwarz and
√
ab ≤ (a+ b)/2,

2E|T |
d2

≤ 2√
md2

√
vi(vi + vj) +

d2

4
(vi + vj)

≤ 1√
m

(√
vi + vj
d2

+ 2
vi + vj
d2

)
=

1√
m

(√
Vij + 2Vij

)
,
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and

E|S|
d2

≤ 1√
m

√
vi + vj
d2

=
1√
m

√
Vij , E|Q| ≤ vi + vj

m
=

Vij d
2

m
.

Therefore
2E|T |+ E|S|+ E|Q|

d2
≤ 1√

m

(
2
√
Vij + 2Vij

)
+

1

m
Vij . (12)

Combining the union bound, (10) and (12),

Pr(NCC predicts j) ≤ τ(a,m)−2 Ṽij +
1

1− 2τ(a,m)

(
2√
m

√
Vij +

2√
m
Vij +

1

m
Vij

)
.

Averaging over i and summing over j ̸= i yields

errNCC
m,D (f) ≤ (C ′ − 1)

[
τ(a,m)−2 Ṽf +

1

1− 2τ(a,m)

(
2√
m

V s
f +

2√
m
Vf +

1

m
Vf

)]
,

Since (1− 2τ)−1 ≤ a/4, we obtain the simplified bound

errNCC
m,D (f) ≤ (C ′ − 1) inf

a≥5

[(
1
2 − 2

a − 23/2

am

)−2

Ṽf +
a

4

(
2√
m
V s
f +

2√
m
Vf +

1

m
Vf

)]
. (13)

By picking a = 16 and using the assumption that m ≥ 10 we get the desired bound. Finally,
errLPm,D ≤ errNCC

m,D since the Euclidean nearest-centroid rule is representable by a multiclass linear
classifier.

Corollary 1. Let C ′ ≥ 2 and m ≥ 10. Fix a feature map f : X → Rd and class-conditional
distributions D1, . . . , DC′ over X . Write Ṽf = Avgi ̸=j

[
Ṽf (Di, Dj)

]
, Vf = Avgi ̸=j

[
Vf (Di, Dj)

]
,

and V s
f = Avgi ̸=j

[
V s
f (Di, Dj)

]
. Set

A := 2 +
23/2

m
, B :=

1

4

(
2√
m
V s
f +

2√
m
Vf +

1

m
Vf

)
, F :=

2 Ṽf A

B
,

with the understanding that if B = 0 then the bound below reduces to (C ′ − 1) · 4Ṽf (achieved in
the limit a → ∞). Define y∗ to be the unique positive real root of y3 − 8Fy − 16FA = 0, namely

A2 ≥ 8F

27
=⇒ y∗ = 3

√
8F

(
A+

√
A2 − 8F

27

)
+ 3

√
8F

(
A−

√
A2 − 8F

27

)
,

A2 <
8F

27
=⇒ y∗ = 4

√
2F

3
cos

(
1

3
arccos

(
3A

√
3

8F

))
.

Let a⋆ := 2A+ y∗ and define the constrained optimizer aopt := max{5, a⋆}. Then

errNCC
m,D (f) ≤ (C ′ − 1)E(aopt), E(a) =

(
1
2 − 2

a − 23/2

am

)−2

Ṽf + B a.

Proof. Starting from

errNCC
m,D (f) ≤ (C ′ − 1) inf

a≥5

[(
1
2 − 2

a − 23/2

am

)−2

Ṽf +
a

4

(
2√
m
V s
f + 2√

m
Vf + 1

mVf

)]
,

write E(a) = c(a)−2Ṽf + Ba with c(a) := 1
2 − A

a = a−2A
2a , A = 2 + 23/2

m , and B as above. On
(2A,∞) one has

E′(a) = − 2ṼfA

a2c(a)3
+B, E′′(a) =

32AṼf (A+ a)

(2A− a)4
> 0,

so E is strictly convex with a unique stationary point a⋆ > 2A solving

a2c(a)3 =
2ṼfA

B
=: F.
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Let y = a − 2A. Since a2c(a)3 =
(a− 2A)3

8a
=

y3

8(y + 2A)
, the stationarity condition is y3 −

8Fy − 16FA = 0. Cardano’s formula gives the stated y∗ > 0 and a⋆ = 2A+ y∗. At a⋆,

E(a⋆) =
B

4A
a⋆
(
a⋆ + 2A

)
by substituting the stationarity equation into E. Because m ≥ 10 we have 2A < 5, so the constrained
minimizer on [5,∞) is aopt = max{5, a⋆} and infa≥5 E(a) = E(aopt), which yields the claim
and its two cases. If B = 0, then E(a) = c(a)−2Ṽf decreases to 4Ṽf as a → ∞, giving the stated
simplification.

D Proof of Thm. 2

Theorem 2. Let d ≥ C − 1 and let S = {(xi, yi)}Ni=1 ⊂ X × [C] be a balanced labeled dataset
with C classes. Suppose f is a global minimizer of the supervised contrastive loss LNSCL(f) (over
all functions f : X → Rd). Then, the representations satisfy the following properties:

1. Augmentation Collapse: For each i ∈ [N ] and for every pair l1, l2 ∈ [K], we have zl1i = zl2i .

2. Within-Class Collapse: For any two samples xi and xj with the same label (yi = yj), their
representations coincide: zi = zj . Namely, each class has a unique class embedding.

3. Simplex Equiangular Tight Frame: Let {µ1, . . . , µC} denote the set of class-center embeddings.
These vectors form a simplex ETF in Rd; specifically, they satisfy

∑C
c=1 µc = 0, ∥µc∥2 = ∥µc′∥2

and ⟨µc, µc′⟩ = −∥µc∥2
2

C−1 for all c ̸= c′ ∈ [C].

Proof. We divide the proof into three parts. In the first part, we restate and relax the problem. In the
second part, we show that the embedding vectors of augmentations of the same sample collapse to
the same vector. In the third part, we demonstrate that the embeddings of samples from the same
class collapse to the same vectors, and the class vectors form a Simplex ETF.

Restating the problem. Since we focus on the unconstrained features model [78, 79], we can
rewrite LNSCL(f) in the following way:

LNSCL(Z) = − 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp
(
sim(zl1i , zl2i )

)∑K
l3=1

∑N
j=1

yj ̸=yi

exp
(
sim(zl1i , zl3j )

)),
where Z = (zli)i∈[N ],l∈[K] denotes a collection of learnable representations, where each zli is the
embedding of sample xi under augmentation l.

Since one may either normalize the vectors externally or inside the cosine similarity and because unit
norm constraint is stronger than a norm upper bound constraint, we have:

min
Z

− 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp
(
sim(zl1i , zl2i )

)∑K
l3=1

∑N
j:yj ̸=yi

exp
(
sim(zl1i , zl3j )

))


= min
Z

− 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp
(
⟨zl1i , zl2i ⟩

)∑K
l3=1

∑N
j:yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

)) s.t. ∀i ∈ [N ], l ∈ [K] : ∥zli∥2 = 1



≥ min
Z


− 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp
(
⟨zl1i , zl2i ⟩

)∑K
l3=1

∑N
j:yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

))︸ ︷︷ ︸
=:Q(Z)

s.t. ∀i ∈ [N ], l ∈ [K] : ∥zli∥2 ≤ 1


.

We will show that the global minimum of the last optimization problem is obtained when we have
augmentation collapse, within-class collapse, and a simplex ETF behavior. In particular, this will
give us the result that the solution to the latter problems is achieved in the same way.
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Augmentation Collapse. We begin by proving that for every i0 ∈ [N ], the vectors z1i0 , . . . , z
K
i0

are
identical at any global minimum. Fix some index i0 ∈ [N ] and suppose for contradiction that there
exist two distinct augmentations l∗1 ̸= l∗2 with z

l∗1
i0

̸= z
l∗2
i0

. Define the averaged vector z̃i0 = 1
K

∑
l z

l
i0

and let Z̃ be the collection obtained by replacing zli0 by z̃i0 for all l ∈ [K]. We will show that
Q(Z) > Q(Z̃).

Consider the loss function:

Q(Z) = − 1

K2N

N∑
i=1

K∑
l1,l2=1

log

(
exp
(
⟨zl1i , zl2i ⟩

)∑K
l3=1

∑
j: yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

)) .

Now, fix the index i0 and split the sum over i into the contribution from i0 and the contributions from
all other indices i ̸= i0. In addition, let δl1,l2i,j = exp

(
⟨zl1i , zl2j ⟩

)
. With this separation, we obtain

Q(Z) = − 1

K2N

K∑
l1,l2=1

N∑
i=1

log

(
exp
(
⟨zl1i , zl2i ⟩

)∑K
l3=1

∑
j:yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

))

=
1

N

[
− 1

K2

K∑
l1,l2=1

⟨zl1i0 , z
l2
i0
⟩ − 1

K2

K∑
l1,l2=1

∑
i ̸=i0

−⟨zl1i , zl2i ⟩

]

+
1

K2N

K∑
l1,l2=1

N∑
i̸=i0

log

(
K∑

l3=1

∑
j:yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

))

+
1

KN

K∑
l1=1

log

(
K∑

l3=1

∑
j:yj ̸=yi0

exp
(
⟨zl1i0 , z

l3
j ⟩
))

.

Similarly,

Q(Z̃) =
1

N

[
−⟨z̃i0 , z̃i0⟩ −

1

K2

K∑
l1,l2=1

∑
i̸=i0

−⟨zl1i , zl2i ⟩

]

+
1

K2N

K∑
l1,l2=1

N∑
i ̸=i0

log

(
K∑

l3=1

∑
j∈[N ]
yj ̸=yi
j ̸=i0

exp
(
⟨zl1i , zl3j ⟩

)
+K exp

(
⟨zl1i , z̃i0⟩

))

+
1

N
log

(
K∑

l3=1

∑
j:yj ̸=yi0

exp
(
⟨z̃i0 , z

l3
j ⟩
))

.

By definition, since z̃i0 = 1
K

∑
l z

l
i0

, its squared norm is given by

⟨z̃i0 , z̃i0⟩ = ∥z̃i0∥22 =
1

K2

K∑
l1,l2=1

⟨zl1i0 , z
l2
i0
⟩.

Since zl1i ̸= 0 for every i ∈ [N ] and l1 ∈ [K] (otherwise the cosine similarity would be undefined),
the function

hl1
i (x) = exp

(
⟨zl1i , x⟩

)
is convex in x. Consequently, by Jensen’s inequality, for any subset S and any collection of vectors
{zl3j : j ∈ S} we have

1

|S|
∑
j∈S

exp
(
⟨zl1i , zl3j ⟩

)
≥ exp

〈zl1i ,
1

|S|
∑
j∈S

zl3j

〉 ,

with equality if and only if all vectors zl3j in the subset are identical.

Applying this inequality to the relevant subsets yields

log

(
K∑

l3=1

∑
j: yj ̸=yi

exp
(
⟨zl1i , zl3j ⟩

))
> log

(
K∑

l3=1

∑
j: yj ̸=yi

j ̸=i0

exp
(
⟨zl1i , zl3j ⟩

)
+K exp

(
⟨zl1i , z̃i0⟩

))
,
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where the strict inequality follows from the assumption that for some indices l∗1 and l∗2 (with l∗1 ̸= l∗2),
we have z

l∗1
i0

̸= z
l∗2
i0

.

Next, define the function

G(x) = log

(
K∑

l3=1

∑
j: yj ̸=yi0

exp
(
⟨x, zl3j ⟩

))
.

It is well known that G(x) is convex in x. Therefore, by Jensen’s inequality we obtain

1

K

K∑
l1=1

G
(
zl1i0
)
≥ G

( 1

K

K∑
l1=1

zl1i0

)
,

which can be written equivalently as

1

K

K∑
l1=1

log

(
K∑

l3=1

∑
j: yj ̸=yi0

exp
(
⟨zl1i0 , z

l3
j ⟩
))

≥ log

(
K∑

l3=1

∑
j: yj ̸=yi0

exp
(
⟨z̃i0 , z

l3
j ⟩
))

.

Combining this inequality with the previous expansion, we deduce that Q(Z̃) < Q(Z), which
contradicts the assumption that Z is a global minimizer of the loss. Consequently, for each i0 ∈ [N ],
it must be that all vectors z1i0 , z

2
i0
, . . . , zKi0 are equal at a global minimum.

Within-class collapse and Simplex ETF. Since the augmentations collapse, with no loss of general-
ity we assume that K = 1. We now analyze the embeddings zi by applying the arithmetic–geometric
mean (AGM) inequality to the n(C − 1) positive numbers{

exp
(
⟨zi, zj⟩

)
| j : yj ̸= yi

}
,

for each fixed i ∈ [N ]. The AGM inequality yields

1

n(C − 1)

∑
j:yj ̸=yi

exp
(
⟨zi, zj⟩

)
≥

 ∏
j:yj ̸=yi

exp
(
⟨zi, zj⟩

) 1
n(C−1)

, (14)

Taking natural logarithms on both sides gives

log

( ∑
j:yj ̸=yi

exp
(
⟨zi, zj⟩

))
≥ log(n(C − 1)) +

1

n(C − 1)

∑
j:yj ̸=yi

⟨zi, zj⟩.

Averaging this inequality over i ∈ [N ] yields

1

N

N∑
i=1

log

( ∑
j:yj ̸=yi

exp
(
⟨zi, zj⟩

))
≥ log(n(C − 1)) +

1

Nn(C − 1)

N∑
i=1

∑
j:yj ̸=yi

⟨zi, zj⟩. (15)

Notice that the double sum of inner products can be rewritten as
N∑
i=1

∑
j:yj ̸=yi

⟨zi, zj⟩ =

N∑
i,j=1

⟨zi, zj⟩ −
N∑
i=1

∑
j:yj=yi

⟨zi, zj⟩

=
∥∥∥ N∑
i=1

zi

∥∥∥2
2
−

C∑
c=1

∥∥∥ ∑
i:yi=c

zi

∥∥∥2
2

=
∥∥∥n C∑

c=1

µc

∥∥∥2
2
−

C∑
c=1

∥nµc∥22

where we define the class-mean embeddings as µc = 1
n

∑
i:yi=c zi. Substituting this identity into

(15) yields

1

N

N∑
i=1

log

( ∑
j:yj ̸=yi

exp
(
⟨zi, zj⟩

))
≥ log(n(C − 1)) +

1

C(C − 1)

(∥∥∥ C∑
c=1

µc

∥∥∥2
2
−

C∑
c=1

∥µc∥22
)
. (16)
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By Jensen’s inequality,

∥µc∥22 =
∥∥∥ ∑
i:yi=c

zi

∥∥∥2
2
≤ 1

n

∑
i:yi=c

∥zi∥22 ≤ 1, (17)

it follows that
N∑
i=1

∑
j:yj ̸=yi

⟨zi, zj⟩ ≥ n2
∥∥∥ C∑
c=1

µc

∥∥∥2
2
− n2C (18)

Substituting this estimate into (15) gives

1

N

N∑
i=1

log

( ∑
j:yj ̸=yi

exp
(
⟨zi, zj⟩

))
≥ log(n(C − 1)) +

1

C(C − 1)

(∥∥∥ C∑
c=1

µc

∥∥∥2
2
− C

)
.

Substituting the bound (16) into the expression for Q(Z) (the loss) results in

Q(Z) ≥ − 1

N

N∑
i=1

∥zi∥22 + log(n(C − 1)) +
1

C(C − 1)

(∥∥∥ C∑
c=1

µc

∥∥∥2
2
− C

)
. (19)

Since

− 1

N

N∑
i=1

∥zi∥22 ≥ −1 and
∥∥∥ C∑
c=1

µc

∥∥∥2
2
≥ 0, (20)

we obtain the lower bound

Q(Z) ≥ log
(
n(C − 1)

)
− 1− 1

C − 1
. (21)

Equality in (21) is achieved only if all the preceding inequalities hold as equalities. In particular,
equality in (20) requires

∑C
c=1 µc = 0 and ∀i ∈ [N ] : ∥zi∥2 = 1. Similarly, equality in (17) (used in

the derivation) forces
∥∥∥∑i:yi=c zi

∥∥∥2
2
= 1

n

∑
i:yi=c ∥zi∥22 which, via Jensen’s inequality, implies that

zi = µyi
for all i ∈ [N ]. Furthermore, equality in (14) is attained if and only if

∀i : exp
(
⟨zi, zj⟩

)
is constant w.r.t. j such that yj ̸= yi.

In particular, by applying natural logarithm in both sides, and considering that fact that zi = µyi

∀c ∈ [C] : ⟨µc, µc′⟩ is constant for all c′ ̸= c.

In particular, ⟨µi, µj⟩ = ⟨µr, µj⟩ = ⟨µr, µt⟩ and we have the more general equation:

⟨µc, µc′⟩ is constant for all c ̸= c′ ∈ [C].

Together, these conditions exactly characterize a simplex equiangular tight frame (ETF); in particular,
they imply that

∥µc∥2 = 1,

C∑
c=1

µc = 0, and ⟨µc, µc′⟩ = − 1

C − 1
forall c ̸= c′ ∈ [C].

A straightforward calculation shows that

Q(Z) = −1 +
1

C

C∑
i=1

log
(
(C − 1) exp

(
− 1

C−1

))
= log(C − 1)− 1− 1

C − 1
,

so that the lower bound in (19) is attained. Consequently, a set of vectors Z is a global minimizer of
Q(Z) if and only if it forms a simplex equiangular tight frame.
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